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Zusammenfassung

Zusammenfassung

Im Laufe der letzten Jahre haben sich die Dienstleistungen der Mobilititskommunika-
tion von einem eingeschrankten Angebot mit sparlicher Abdeckung und begrenzter Mo-
bilitat hin zu einer ubiquitar verfigbaren Kommunikationsinfrastruktur entwickelt, die
es erlaubt, mit handlichen Multifunktionsgeraten sowohl klassische Telefoniedienste als
auch Daten-orientierte Anwendungen in Anspruch zu nehmen. Weiterhin zeichnet sich
eine steigende Tendenz zur Netzkonvergenz ab, so dass zuklnftig mit einem mobilen
Internetzugang auf der Grundlage einer All-IP-basierten Infrastruktur zu rechnen ist,
der verschiedene drahtlose Technologien unterstiitzt und eine nahtlose Interoperabilitat
zwischen diesen Technologien ermoglicht.

Diese Dissertation adressiert eine zentrale Herausforderung dieser Entwicklung: die
Frage wie in einer solchen Netzarchitektur Mobilitéat, Sicherheit und Dienstgtite (Qual-
ity of Service, QoS) bei der Bereitstellung von Diensten gemeinsam gewahrleistet wer-
den kénnen. Wahrend eines so genannten Handover (Wechsel der Zugangsstation, in
der Regel ausgeldst durch Benutzermobilitdt) missen neben der grundlegenden Mo-
bilitdtssignalisierung auch Sicherheitsiberprifungen (d.h. Authentisierung und Au-
torisierungsprufung) und MalRnahmen zur Gewahrleistung der vereinbarten Dienstqual-
itdt durchgefuhrt werden.

Hierbei kann trotz der Komplexitat der zu I6senden Aufgaben lediglich eine min-
imale Wartezeit in Kauf genommen werden, um Unterbrechungen verzdgerungssen-
sitiver Anwendungen zu vermeiden bzw. minimieren. Es ist jedoch dafir Sorge zu
tragen, dass eine technische Losung dieser Fragestellung zentrale Sicherheitsrisiken,
wie zum Beispiel Sabotageangriffe (Denial of Service, DoS) auf Zeichengabeinstanzen
im Zugangsnetz und Bekanntwerden vertraulicher Benutzerinformationen, angemessen
bertcksichtigt.

Um diesen Anforderungen gerecht zu werden, wurde in der vorliegenden Disser-
tation ein Entwurf fir eine sichere und leistungsfahige QoS-gerechte Mobilitatsunter-
stitzung erarbeitet, der insbesondere die Mobilitat innerhalb von Zugangsnetzen opti-
miert unterstitzt, die innerhalb einer administrativen Domane liegen. Die Grundidee
des Ansatzes ist, MalRnahmen nicht nur in jedem einzelnen Schritt, aber auch in der
Optimierung des Zusammenwirkens einzelner Teilablaufe der Prozedur zu ergreifen.
Kernpunkte des Ansatzes sind 1.) die Anreicherung der vom Zugangsnetz ausgesende-
ten so genannten Advertisement-Nachrichten mit Dienstguteinformationen, um einem
Mobilitatsbenutzer zu ermdglichen, den besten Zugangs-Router als das Ubergabeziel
auszuwahlen; 2.) die Trennung der Authentisierung in zwei Teilschritte, eine vorlau-
fige Glaubwirdigkeitsprifung zur Reduzierung des DoS-Risikos und die eigentliche
Uberpriifung der Nutzeridentitat (bzw. der Identitat des verwendeten Geréts); 3.) die
Integration der Binding-Update-Signalisierung und der Dienstgutesignalisierung (d.h.
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Zusammenfassung

QoS+BU); 4.) die Parallelisierung der QoS+BU-Prozedur und der Authentisierungs-
und Autorisierungsprifung, und 5.) die unmittelbare Fortsetzung der Kommunika-
tionsverbindung nach erfolgter QoS+BU-Signalisierung, wobei zur temporéren Ab-
sicherung der ausgetauschten Daten bis zum Abschluss der Authentisierungs- und Au-
torisierungsprufung eine vorlaufige IPSec-Sicherheitsassoziation eingesetzt wird, die
nach Abschluss dieser Prifungen durch eine neue Assoziation mit frisch ausgehandelten
Sitzungsschlisseln ersetzt wird.

In der Arbeit wird die Reduktion des DoS-Risikos durch diesen Ansatz auf der
Grundlage eines Kosten-basierten Ansatzes formal analysiert und nachgewiesen. Weit-
erhin wird die Leistungsfahigkeit des spezifizierten integrierten Zeichengabeprotokolls
mittels Warteschlangen-theoretischer Berechnungen untersucht und mit der existieren-
der Ansatze verglichen. Die flr diese Analyse benotigten Eingangswerte wurden durch
Messungen an einem ebenfalls im Rahmen der Arbeit implementierten Prototyp gewon-
nen, mit dem gleichzeitig auch die praktische Umsetzbarkeit des Entwurfs erprobt und
nachgewiesen wurde.

Die Ergebnisse der Arbeit zeigen, dass der entwickelte Ansatz die Anforderungen
an eine sichere und QoS-gerechte Handover-Zeichengabeprozedur erfillt. Insbesondere
zeigen die Ergebnisse die erh6hte Robustheit der Prozedur gegentiber Sabotageangriffen
bei gleichzeitiger Einhaltung der einzuhaltenden Leistungsanforderungen. Mit der pro-
totypischen Implementierung und experimentellen Uberpriifung wurde dariiber hinaus
die Umsetzbarkeit des Ansatzes in die Praxis nachgewiesen.
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Abstract

Abstract

In the last several years mobile communication services have evolved from constrained
mobile devices, sparse coverage and limited mobility to an almost ubiquitous communi-
cation infrastructure. The evolvement allows small-size and multi-functional devices to
run both classical telephony and data oriented applications. Furthermore, the growing
trend towards network convergence predicts that upcoming ubiquitous mobile Internet
access will be realized by an All-IP-based infrastructure that supports a diverse set of
wireless technologies and realizes seamless interoperability based on protocols of the IP
protocol suite.

The thesis addresses the main challenge of the development: in which network ar-
chitecture IP mobility featuring security and Quality of Service (QoS) can be conjointly
provisioned? During a namely handover procedure (changing of access station being
triggered by user’s mobility), the operations of security checks (i.e. authentication and
authorization), proper QoS guarantee should also be performed in addition to basic mo-
bility management signaling.

Despite of the complexity, it is crucial that performing the operations should intro-
duce minimal latency in order to minimize interruption to the delay sensitive applica-
tions. Meanwhile, some security issues such as Denial of Service (DoS) attacks and ex-
posure of a mobile user’s confidential information in the visited foreign network should
be taken into account.

To meet the requirements, a scheme for a secure and efficient QoS-aware mobility
support is proposed in the thesis, especially for in intra-domain handover cases, which
means handover occurs within one administrative domain. The basic idea is to take
measures not only in each individual operation, but also in optimizing the overall per-
formance of the procedure. Main measures include 1.) enhancing advertisements with
QoS information in order to enable a mobile user to select the best suited access router
as the handover target, 2.) separating authentication into two steps - a preliminary check
serves as the first authentication to reduce the risk of DoS and check authenticity (e.g.
a device’s identification), 3.) integrating the binding update signaling and the QoS sig-
naling (i.e. QoS+BU), 4.) parallelizing the QoS+BU process and the the process of
authorization and authentication , and 5.) continuing immediately a mobile user's com-
munication traffic after a successful QoS+BU process, and protecting the exchanged
data with a temporary IPSec security association until the process of authentication and
authorization is complete. Afterwards, a new security association with a freshly negoti-
ated session key will replace the temporary one.

A cost-based approach is used to analyze how the security design can reduce the risks
of DoS attacks. Furthermore, queueing theory is used to evaluate the efficiency of the
whole protocol, comparing the existing solutions. For the sake of providing parameters
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Abstract

to the analysis, a prototype of the proposed scheme is implemented. Also experimental
analysis is carried out to evaluate the proposal.

The results of the thesis show the feasibility of the scheme in performing a re-
registration procedure featuring QoS, security and mobility operations in an secure and
efficient fashion. Especially, the results show its robustness against sabotage attacks
with its compliance with the performance requirements. The prototypical implementa-
tion and experiments prove that the scheme is deployable in access networks in reality.

XX



Chapter 1
Introduction

The notion of wireless mobile Internet is developing toward an integrated system of
Internet and telecommunications technologies in order to fulfill the dream of human
beings:ubiquitous communicationmobile users can move freely almost anywhere and
communicate with anyone, anytime and in any form using the best service available.
This demands a rapid progress in telecommunications and the Internet technologies.

One of the significant trend in telecommunications industry is the change from fixed
access communications to mobile communications. The continuously exponential in-
crease in number of mobile subscribers has been obset#Zkd |

The scope of the Internet usage has evolved from file transfer, remote access to com-
puters, and simple mail transfer to www-based applications. The new Internet services
and applications such as email, web browsing, Internet telephony, and Internet video-
conferencing makes the Internet gain great popularity.

The development in both telecommunications and Internet necessitate their inte-
gration. The telecommunication world has created various technologies such as Gen-
eral Packet Radio Service (GPRS) and Universal Mobile Telecommunication System
(UMTS), which may be helpful in addressing the increasing demand of packet-switched
data services. The evolution to an “All-IP” network is happening in the wireless net-
works. In the near future, every mobile devices will have an Internet Protocol (IP)
address and will be connected to the Internet.

1.1 Mobile Communications

Progress in radio communications, various access technologies and coding algorithms
liberates users from tethered communication devices and realizes mobile communica-
tions for them. Since the bandwidth is the most precious and scarce resource of the
entire communication system, the concept of cellular structure has been introduced to
achieve higher spectral efficiency. As wireless signals in one cell are attenuated after



CHAPTER 1. INTRODUCTION

a certain distance and do not interfere, the frequency can be reused in the cells which
apart sufficiently.

A seven-cell frequency reuse pattern is shown in Figude[42]. The total radio
spectrum allocated to the cellular communication services is divided into a maximum
of seven sub-bands. While neighboring cells use different sub-bands, the pairs of cells
that are far enough can use a same frequency sub-band. Each number shown in one
cell in the figure means a separate frequency sub-band used in that cell. The cellular
concept shown irl.1 can be used in Frequency Division Multiple Access (FDMA),
Time Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA)
systems.

—— Boundary of acell
---- Scope of acell

—= Overlapping area

Figure 1.1:Basic Concepts of Cellular Mobile Communication and Frequency Reuse

The user of a mobile cellular network may experience two types of mobility in the
network: terminal mobility and personal mobility. The first one is that a mobile device
changes its network attachment point from one cell to another while an active com-
munication session is ongoing. The process is defindthadover. The second one
refers as personal mobility. For example in the Global System for Mobile Communica-
tion (GSM) system, a user can remove its Subscriber Identity Module (SIM) card from
one terminal and insert it into another GSM-compatible terminal and still receive the
same type of services from the cellular network. The thesis focuses on the first type of
mobility.

Figurel.2illustrates an example mobile network. The cellular access network gives
an overview of the architecture for the thesis. In the access network, a Gateway (GW)
connects to the core network. A Mobile service Switching Center (MSC) may act as
the gateway in a GSM system. The Gateway (GW) has connections to some Access
Router (AR); and each Access Router (AR) links to Access Points (APs), which locate
in hexagonal cells.

In general, mobility means that a user moves around and use network services with
seamless handovers either within one access network or between different access net-
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Packet data
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Figure 1.2:An Example Mobile Network

works. Moving from one access router to another within one access network is named
asintra-domain handover !; in contrast, moving between different networks is defined
asinter-domain handover 2,

Enabling IP-based communications on mobile devices raises new challenges to the
Internet. For example, when a mobile node changes its associated access router during
a session, in addition to the normal operation of the mobility management, i.e. updating
the location information of the mobile user to enable the reception of IP packets at the
mobile user’s new IP address, two typical kinds of operations should be involved:

e QoS the new path including the new access router should provide appropriate
treatments to IP packets sent to/from the mobile user;

e Security: security checks should be performed and security associations should
be established to protect the IP packets.

All the operations should be taken in a handover procedure. In such a handover
procedure, the grade of the continuity of the services provided by a network is essential
especially to packet loss sensitive applications and delay sensitive applications. The
continuity of the services lies in two folds:

Lit is also called micro-mobility or local movement
%it is also called macro-mobility or global movement
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e minimal information loss during a handover;
e minimal interruption time during a handover.

The former one is important to the pack loss sensitive applications such as down-
loading a file, whereas the latter one is important to the real-time applications which are
delay sensitive. The latter item lies in the focus of the thesis:

the necessary operations regardi@pS and security should be performed in an
efficient manner in a handover procedure in order to minimize the interruption to the
delay sensitive applications.

1.2 Quality of Service in Mobile Communications

Quality of Service (QoS) can be defined as a set of specific requirements for a particular
service provided by a network to users. The user specifies the sorts of measures such as
throughput or delay, and the network commits its bandwidth to satisfy the request.

For real-time applications such as Voice over IP (MolP) and video conferencing,
minimal delay in delivering packets is required. To minimize the delay, some measures
may be taken such as reserving bandwidth along the routing path for a specific session,
and scheduling packets in order to shorten the time a packet has to wait in a queue.

In a mobility scenario, QoS refers to providing the requested service even when mo-
bile node changes its point of attachment to the network. During a handover procedure,
some operations need to be performed. If performing the operations defers the deliv-
ery of real-time packets, a failure in QoS provisioning to the real-time application may
result.

1.3 Security in Mobile Communications

With respect to mobile users, the signaling for QoS state establishment and mobility
management in the handover procedure and user data need to be protected against vari-
ous security threats such as modification of transmitted data and eavesdropping.

With respect to access networks, a service provider should use its resources effi-
ciently. Also it should prevent any security threats such as masquerade, authorization
violation and reduction of availability of resources. Therefore, before taking any actions
such as updating a mobile user’s location information, granting the access of resources
upon a QoS request, the access network needs to perform the following operations:

¢ to check whether the QoS requester is the one who claims to be
- authentication 3;

3Although authentication is not necessarily required since an authorization can also be accomplished
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¢ to check whether the requested QoS is what the mobile host is entitled to use
- authorization;

o if the above two checks (i.e. Authentication and Authorization (AA) checks)
succeed, the access network performs following operations: updating the mobile
user’s location information, establishing the QoS state along a new path, enforc-
ing a specific IP packet treatment at the new Access Router (AR), and establishing
a security association to protect user data.

The AA checks themselves may cause certain security threats. For example, using
strong authentication such as verifying digital signatures introduces Denial of Service
(DoS) risks because this kind of authentication is relatively computationally expensive.
An adversary may send a large number of requests to demand such authentications -
this is one kind of DoS; the extensive bogus requests may trigger traffics for the security
checks so as to degrade significantly the the signaling capacity of the access network.
This is another kind of DoS.

To deal with these threats, an access network should take appropriate measures to
avoid wasting resources (e.g. storage capacity, signaling capacity and computing power)
on a request.

1.4 Efficient Operations in a Registration Procedure

In a handover procedure, a mobile user may not be able to receive any packet for a
period of time. The interruption may result from 1.) the re-establishment of a new
IP connectivity with the new AR, and 2.) the operations of enabling QoS treatment,
security, and mobility management. The thesis focuses on the second factor.

The real-time applications such as VolP demand minimal delay during a registra-
tion procedure, since on-time delivery of the packets is crucial. For example, if some
\VoIP packets are delayed for a period longer than the admissible end-to-end delay, even
though they are stored in a buffer and are not lost, the packets may become useless. In
this sense, reducing the handover latency is sometimes more important than buffering
packets.

Therefore, the handover procedure featuring QoS, Security and Mobility operations
should be carried out in an efficient fashion, i.e. introducing low handover latency.

The efficiency should not expose considerable security vulnerabilities. Performing
security checks introduce unavoidably latency during handovers. Therefore, an access
network needs to balance efficiency and the security level.

for an anonymous useB8]| the authentication is assumed to be mandatory in the thesis
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1.5 Thesis Formulation

Based on the above discussion, low-latency of a handover procedure, low consumption
of access network’s resource for the registration operations, and a reasonable level of
security are crucial issues in the mobility scenarios for delay-sensitive applications.

Until recently, the protocol design activities are being carried out only for mobility
support and QoS in the community. The security aspects are not considered sufficiently
in the related protocol design so far.

Thegoal of the thesis is to investigate the feasibility of a secure and efficient QoS-
aware mobility support in IP based cellular networks.

In the thesis, after the background information and the problem statement are de-
scribed, the design space and the related activities are introduced. Based on the analysis
and research, a scheme for a secure and efficient QoS-aware mobility support is pro-
posed in the thesis. The basic idea is to take measures not only in each individual
operation in a registration procedure, but also in optimizing the overall performance of
the procedure.

Since this thesis does not address the IP mobility issues, Hierarchical Mobile IPv6
(HMIPvV6) is selected as the mobility management protocol in order to meet the require-
ment of low-latency in a registration procedure. The scheme for a secure and efficient
QoS-aware mobility support is illustrated in an HMIPv6 environment.

In such an environment, a handover procedure happens as the intra-domain handover
case when a mobile node moves from the old AR to a new AR within an access network.
Since a mobile node must have done a registration in the domain, the registration proce-
dure is termed as re-registration, authentication as re-authentication, and authorization
as re-authorization.

In the intra-domain case, a number of solutions to achieve a secure and efficient
QoS-aware mobility support are proposed in the thesis:

e Enhanced advertisements:
advertisements contain QoS information such as aggregate available bandwidth
information. It helps Mobile Node (MN) to select the most suited access point to
perform a handover.

e Arange of QoS parameters:
a range of QoS parameters are used rather a specific value for the resource reser-
vation so as to avoid multiple round trips of the QoS negotiation. Also the range
is used for the authorization check of a QoS request.

e A desired value of bandwidth for the first authorization:
A desired value of bandwidth used for the first authorization during inter-domain
handovers is unnecessarily equal to the upper bound value of the range of a QoS
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parameter. If the upper bound value were used for the first authorization, when the
mobile host upgraded its QoS request later, the access network had to re-perform
the authorization involving the mobile host’s home domain unavoidably. There-
fore, performing the first authorization with a desired value (which is independent
to the upper bound value) can not only solve the problem, but also avoid distribut-
ing the subscribed value of bandwidth of a mobile host from its home domain to
the visited domain.

Two-step authentication:

when receiving a QoS request, an access router performs a preliminary authenti-
cation check as the first step of authentication. If the verification is successful, the
access network regards the mobile user as a credible user and thus commits its re-
sources to process its request. During processing the request, the access network
checks the authenticity of the mobile user as the second step of authentication.

Integration of the QoS signaling and the mobility signaling:

the information for registering new IP address (the registration is called Binding
Update (BU) process) is piggybacked in the QoS signaling (termed as QoS+BU
or BU+Qo0S). The local binding update is operated only when the the QoS can be
satisfied in the new path.

Parallelizing the QoS+BU process and the re-authorization process:
AR initiates the QoS+BU process and the re-authorization process at the same
time after the first-step authentication succeeds.

A temporary IPSec Security Association (SA)

since the QoS+BU process and the re-authorization process happen in parallel,
the results of the two processes may arrive at the AR at different times. When
QoS+BU process arrives earlier, a temporary IPSec SA is established between the
MN and the AR to secure the user data before the mobile user gets the acknowl-
edgement of the re-authorization process.

In the protocol specification, the operations of each network node during an MN’s

intra-domain handovers and session updates are illustrated.

To analyze the involved security protocol, a cost-based approach is used. To eval-

uate the performance of the cookie mechanism in the intra-domain handover case, an
analysis of DoS is performed comparing to a re-registration procedure which uses an
AAA protocol for security checks.

To complete a re-registration procedure featuring QoS, security and mobility oper-

ations, the state-of-art solutions for QoS and security aiming at the seamless handover
support are studied to analyze how they can work together. A comparison between the
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proposal in the thesis and the possible combinations of the solutions is made in terms of
mean response timpacket lossesandcpu computing load

A prototype of the formulated proposal in the thesis is implemented. Measurements
are taken in order to evaluate the proposal and provide parameters to the mathematical
analysis.

1.6 Thesis Outline

The remainder of the thesis is organized as follows:

In Chapter2, the background information is introduced in the aspects of IP mobility
support, QoS, authentication, authorization and Denial of Service (DoS). After a general
introduction of IP mobility support, the chapter mainly addresses on QoS and security
issues. In security, Denial of Service (DoS) is focused in the context of QoS.

In Chapter3, the problems which the thesis addresses are discussed in detail. The
specific problems are identified in the defined scope of the thesis: to achieve a secure
and efficient QoS-aware IP mobility support.

To address the identified problems, the general design space is discussed, and some
related work is introduced in Chaptér

Based on the design outline specified in Chagteihe formulated proposal is de-
scribed in Chapteb. Also the specification of the proposal is given in the chapter.

In order to analyze the performance of the proposal, a couple of approaches are
used: a cost-based approach is used to analyze the formulated security protocols (see
Chapter6); a mathematical analysis is carried out to evaluate the performance of the
security protocols in a complete re-registration procedure (see in Chgptemathe-
matical analysis is performed to evaluate the overall performance of the proposal, com-
paring with the possible schemes for the re-registration procedure (see CBiaaer
experimental evaluation is done to justify the proposal and provide parameters to the
above-mentioned mathematical analysis. The experimental environment and evaluation
results are presented in Chapger

Finally, conclusions and outlook are discussed in Chalier



Chapter 2

Background Information

Since the thesis focuses on the QoS provisioning and security issues in the IP mobil-
ity environment, this chapter introduces the fundamentals of the corresponding topics
including

e |P mobility,

Quiality of Service (Qo0S),

authentication,

data protection over wireless channel: confidentiality and integrity,

authorization, and

Denial of Service (DoS).

2.1 Mobility Support in IP based Network

2.1.1 General Overview

A communication network exchanges information between users. It provides either
a connection-oriented or a connection-less service to applications. For a connection-
oriented service, applications executed in the devices exchange control messages to
create proper contexts along a path before sending messages with user data. For a
connection-less service, no handshake procedure prior to transmission of messages is
needed. Applications simply send the messages. In the last decades, a communication
device was typically tethered to a site. With the technological progress, a telephone
device can be mobile and a computer becomes portable or hand-held.

Wireless networks use the radio spectrum to connect a mobile terminal to an access
point or base station. The access point or base station is connected to an edge router,
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namelyaccess routemof an IP based wireless access network. Since this thesis addresses
IP based access networks, the evolution of IP based networks will be first introduced
briefly, then the mobility problems of the IP network and the corresponding solutions
will be discussed.

2.1.2 Evolution of IP Based Networks: from IPv4 to IPv6

In the early 1990s, the Internet Engineering Task Force began an effort to develop a
successor to the IPv4 protocol. A prime motivation for this effort was the realization
that the 32-bit IP address space was beginning to be used up. Since more and more IP
nodes are attached to the Internet, and IP addresses are being allocated at a great rate.
To meet this need for a large IP address space, a new IP protocol - IPv6, was developed
[54]. The IETF specifications for IPv6 contain a lot of information about the transition
from IPv4 to IPv6 R2)].

IPv6 has the following main features:

e bigger address spacea IPv6 address has 128-b#d]. With the enlarged address
space, every IP-based devices or machines can have at least one globally unique
IP address.

e mobility: Mobile IP is one of the requirements for any IPv6 stack. Mobile IPv6
solved the problem of Mobile IPv4 that establishs a reverse tunneling to a mobile
node’s home agen6p]. See more detailed discussion in the following section.

e security: IPv6 protocol stack is needed to include IP Security (IPS4¢)96].
IPSec allows authentication, encryption, and compression of IP traffic. The net-
work layer security protocol provides the security services independent of appli-
cations.

2.1.3 The General Mobility Problems in IP Based Networks

Originally, IP networks have been designed under the assumption that hosts are station-
ary. This assumption implies that the IP address does not change and a host is reachable
from other hosts by an IP address that does not change. Data is carried by means of
IP packets which contain source and destination addresses. Internet routers inspect the
destination address contained in an IP packet. They make a forwarding decision based
on the network part of the IP destination address and forward packets to the determined
next hop. Consequently, this addressing scheme puts restrictions on the address usage.
In particular, an IP address can only be used within the network of its defing&@n [

As shown in Figure.1, if a mobile host moves to a new network, the old IP address
becomes topologically incorrect. Therefore, a new topologically correct IP address must

10



2.1. MOBILITY SUPPORT IN IP BASED NETWORK

MEP:
Correspondent Home Agent

Host u.

MEP:
Foreign Agent

- |
LU |MobileHost

Figure 2.1:The General IP Mobility Problenp]

be assigned to a mobile host. In the TCP/IP protocol suite, applications access communi-
cation services through a socket layer - a protocol independent interface to the protocol-
dependent below. When an application establishes a session between two hosts, the IP
address of the application’s source node is used as the source address for the session.
Meanwhile, the IP address is interpreted as a host identifier.

When a mobile host moves to a new network then the network part of the mobile
host’s IP address does no longer match the IP network address of the new point of at-
tachment. The same problem occurs if the network is divided into subnetworks: When
a mobile host moves to a new subnetwork the subnet-id becomes incorrect. The as-
signment of a new IP address, which is topologically correct, enforces the closure and
re-opening of existing communication sockets. In fact, sockets are bound to source and
destination addresses. Hence, the re-establishment pertains to the mobile as well as to
a correspondent host communicating with the mobile host and disrupts communication
service. That an IP address represents both host identification and location - is the fun-
damental mobility problem in IP based networks. This problem needs to be solved by
mobility concepts.

In summary, the identified problems are as follo@]{

e current IP based protocols assume to be stationary hosts;
o |IP address reflects both identity and location;
e when hosts become mobile, the ongoing network sessions are disrupted;

e No "user mobility"-concept in Internet as it is common in e.g. GSM.

11
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2.1.4 Mobile IP: the Solution for Mobility Support in IP Networks

Host-specific routing has severe scalability, robustness, and security concerns. Changing
anode’s IP address as it moves makes it impossible for the node to maintain any ongoing
communications as it changes links.

Mobile IP is thus a solution for mobility on the global Internet which is scalable,
robust, secure, and which allows nodes to maintain all ongoing communications while
changing links. Specifically, Mobile IP provides a mechanism for routing IP packets
to mobile nodes which may be connected to any link while using their permanent IP
address.

Mobile IPv4 [75] is a mobility management protocol in the IPv4 Internet, whereas
Mobile IPv6 [43] is a protocol which allows Mobile Node (MN) to remain reachable
while it moves around in the IPv6 Internet. Since the work in the thesis is based on
Mobile IPv6 (MIPv6), Mobile IPv6 is introduced in more detail. The operations of
Mobile IPv6 are summarized as followdd):

e a mobile node determines its current location using the IPv6 version of Router
Discovery;

e when the mobile node connects its home link, it acts like any fixed host; otherwise,
it uses IPv6-defined address auto-configuration to acquire a (col-located) care-of
address on the foreign link;

e the mobile node notifies its home agent and selected correspondent nodes of its
Care-of Address (CoA) provided it can do so with security consideration;

e packets sent by correspondent nodes can either be routed to the mobile node’s
home network, where the home agent tunnels them to the care-of address; or be
sent directly to mobile node using an IPv6 Routing Header, which specifies the
mobile node’s care-of address as an intermediate destination;

e in the reverse direction, packets sent by a mobile node are routed directly to their
destination using no special mechanisms; however, in the presence of ingress fil-
tering, the mobile node can tunnel packets to its home agent using its care-of
address as the IP Source Address of the tunnel.

Figure2.2 shows the basic operation of Mobile IPv6.

2.1.5 Global Mobility and Local Mobility

In this thesis, the terms of global mobility, macro mobility and inter-domain handover
are interchangeable. Local mobility, micro mobility and intra-domain handover are also
interchangeable.

12
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Figure 2.2:Basic Operation of Mobile IPv6

As the name suggestsiter-domain handover means that a mobile node roams
from one administrative domain to another. Inter-administrative domain mobility re-
quires global mobility management.

Intra-domain handover occurs when a mobile node roams within an administrative
domain. In such a case, the Mobile IP solution is not optimal to support micro mobil-
ity. Firstly, the mobile node needs to generate significant signaling to its home agent
and the corresponding node for a local movement. Secondly, the procedure creates a
considerable delay for the location update. Therefore, it may cause communication in-
terruption and packet loss during a handover. To overcome the problems, two major
approaches are introduced: Proxy Agents Architecture Schemes (PAA) and Localized
Enhanced-Routing Schemes (LERS§]f

e PAA: These schemes extend the idea of Mobile IP into a hierarchy of Mobility
Agents. Examples include and Hierarchical Mobile IPv6 (HMIP\&) [

e LERS: These schemes introduce a new, dynamic Layer 3 routing protocol in a
localized area. The examples include HAWAIIY, Cellular IPv6 BS].

More detailed discussions on micro-mobility management protocols are available in

[26].
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2.2 Quality of Service

QoS can be defined as a set of specific requirements for particular services provided by
a network to users. These requirements are usually described by using some quantitative
figures such as connection speed or delay. The services can be specified so that particular
applications (e.g. voice, video, streaming audio) can stratify the perception requirements
of human beings.

The current global Internet service is based on the so-called best-effort service. This
service does not guarantee anything, even delivering the IP packets within the network.
Once a packet is generated and sent to the Internet for delivery to a destination host,
the network does not guarantee any specified delivery time (delay), the speed at which
the packet will be forwarded (data rate and throughput), the available bandwidth for
delivering the packet, or even that the packet does not get lost during this delivery.

In recent years, the issues to provide guaranteed QoS to applications have been posed
in designing the next-generation telecommunications. In such services, particular treat-
ments must be guaranteed on IP packets in the metrics of e.g. delay, average, minimum,
or peak throughput, bandwidth, or loss probability.

There are four fundamental principles in providing QoS in data and IP networks
[42).

e Packet classification: Packet classification enables an application to receive a
specific treatment at a router. For example, if a router needs to provide 1.5 Mbps
to application A and 0.5 Mbps to application B, it should be able to classify and
mark different packets at the input port of one AR so that the router can share
the total capacity proportionally to the two applications. Both IP version 4 and 6
have the corresponding field in IP header to enable packet classification. Thus, the
different types of packets generated from the applications can be differentiated by
the router.

e Packet Isolation: In order to prevent the misbehavior of packet classification
done by individual applications, there should be some entity within the net-
work to monitor the behavior of applications and their use of the network re-
sources. Therefore, in addition to packet classification, a monitoring and control-
ling scheme is needed to ensure that no one uses more resources than what they
have been allocated. Such a scheme usually also provides for distributed systems
such as reliability and minimal exchange of control messaging.

o Efficient Resource Management:Resource management is an important issue
to avoid the waste of resources when resource is allocated to an application but it
is not used by the application for a period of time. One way to manage resources
is to manage queues. For example, if a router partitions its resources into two
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parts of 1Mbps and 0.5Mbps and allocates them to applications A and B, it can

maintain two queues for allocations. Maintaining the two queues can be done

by by a software easily. Thus, the allocations can be managed and reconfigured
dynamically, avoiding the waste of resources.

e Traffic Load Control: When a network has limited capacity and it has to share
the resources among applications, the network needs to enforce a policy to allocate
the limited resources to applications. For example, the resources can be allocated
on a first-in-first-served basis, or on a user subscription priority basis, or other
policies.

In general, two different approaches have been proposed: Integrated Ser-
vices(IntServ) 14] in 1994 and Differentiated Services (DiffSerdd, 7, 69 in 1998.

2.2.1 IntServ

IntServ [LO]] has been introduced in IP networks in order to provide guaranteed and
controlled services in addition to the already available best-effort service. Each traffic
flow in this service can be classified under one of the three service classes:

e Guaranteed-service clas8(]: it provides for delay-bound service agreements
such as voice and other real-time applications, which require severe delay con-
straints.

e Controlled-load service clasd(Q: it provides for a form of statistical delay
service agreement, for example, with a nominal mean delay.

e Best-effort service: it has been included to match the current IP service mainly
for interactive burst traffic (e.g. web), interactive bulk traffic (e.g. FTP), and
background or asynchronous traffic (e.g. email).

A resource reservation protocol (RSVP)OPR is used for the guaranteed and
controlled-load services, which are based on quantitative service requirements and re-
quire signaling and admission control in network nodes. RSVP is a signaling protocol
used to reserve resources in the routers, in a hop-by-hop basis, considering the applica-
tions requirements for a given IP flow.

Figure2.3illustrates an example of call setup process using IntS&fv [

The main advantages of the IntServ are that it provides service classes that closely
match different application requirements; it leaves the existing best-effort service un-
changed and the forwarding mechanism in the network unchanged.

On the negative side, the architecture of IntServ requires that all involved nodes
along an end-to-end path need to support the service agreement for a given flow in order
to guarantee an end-to-end service.
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Figure 2.3:An Example of Call Setup Process using IntServ

The IntServ and RSVP proposals have failed to become an actual end-to-end QoS
solution, mostly because of the scaling problems in large networks and the need to
implement RSVP in all network elements from the source to the destination.

2.2.2 DiffServ

DiffServ came to remedy the disadvantages of IntServ in providing QoS in IP networks.
It aims at providing simple, scalable, and flexible service differentiation using a hierar-
chical model. The resource management divides into two domains:

e Inter-domain resource management: unidirectional service levels are agreed at

each boundary point between a customer and a provider for traffic entering the

provider network.
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¢ Intra-domain resource management: the provider is solely responsible for config-
uration and provisioning of resources within a domain.

DiffServ allows the network to differentiate traffic streams, using different Per-Hop-
Behaviors (PHB) when forwarding the IP packets of each str&&[l]. The advan-
tage of such a scheme is its scalability since many IP flows can be aggregated in the
same traffic stream or behavior aggregate (BA). The PHB applies to an aggregate and is
characterized by a DiffServ Code Point (DSCP) marked in the header of each IP packet
[42].

Figure2.4 illustrates DiffServ services network architecture and the three types of
DS routers.

Transit internet networki Border router Interior router

Local differentiated
services domain Contracted link

/" Access router

1 ;
D Border router

[ | |

Interior routers

’—‘—‘ Access router?—‘—‘

Figure 2.4:A DiffServ Services Network Architecture

The difference from IntServ in which all control and resource management are per-
formed on an end-to-end basis, is that in DiffServ the local network has to share the
resources allocated by the outside network or service provider to its users. Scalability,
simplicity, and flexibility of DiffServ come from this hierarchical management.

In the DiffServ architecture, a Service Level Agreement (SLA) is provided to govern
the traffic handling between a local network and the service provider network. The local
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network provides the required services to its users. Per flow state is also avoided in
DiffServ since individual flows are aggregated in classes and will be supported by the
local network resource management using the available resources provided on the basis
of the SLA.

The SLA could be static (negotiated and agreed on a long-term basis) or could be
dynamic, which changes more frequently. The local network is then responsible for
providing DiffServ to end users within the network. This is usually done by marking
packets with specific flags shown in TOS field or IPv4 or the TC field of the IPv6.

DiffServ comes with some advantages and disadvantages. DiffServ provides the
kind of discrimination based on payment for service. Traffic classes are accessible with
additional signaling as a traffic class is a predefined aggregate of traffics. Network
management will be simpler in DiffServ compared to IntServ, since the classification
for the traffic needs to be performed at the end systems.

On the other side, DiffServ tries to keep the operating mode of the network simple
by pushing as much complexity as possible onto the network provisioning and config-
uration. DiffServ also does not make the provision of several services with different
qualities within the same network easier.

With the comparison of IntServ and DiffServ, IntServ requires flow-specific state for
each each flow at the routers. State information will be increased in accordance with the
number of flows; in contrast, DiffServ is simpler and more scalable. The reason for the
scalability of DiffServ is that the per-flow service is now replaced with per-aggregate
service. The complex processing is also now moved from the core network to the edge.

2.2.3 IntServ over DiffServ

Recently, it has been proposed to apply the IntServ end-to-end model across a network
containing one or more DiffServ regions. This approach has some advantages because it
removes the per-flow processing from the core routers. However, the per-flow process-
ing remains essential at both the edge and border roders [

The basic requirements and assumptions are that the resource signaling is done with
RSVP and that a mapping at the border routers for RSVP-based reservations to DSCP
values. Routers within the DiffServ region may be able to produce RSVP messages,
even though the forwarding operation is purely based on the DSCP values. This allows
more accurate resource coordination within the DiffServ domain. Also a SLA between
non-DiffServ and DiffServ regions is needed.

The primary benefit of combining IntServ and DiffServ is the increased scalability,
provided through the aggregate traffic control of DiffServ.

18



2.3. AUTHENTICATION AND CRYPTOGRAPHIC ALGORITHMS

2.2.4 QoS Support in Mobility

During a handover procedure, traffic flows should obtain QoS treatment as soon as a
new path has been set up. The QoS signaling should only add a minimal latency to the
(re-)registration procedure.

So far the protocols for supporting mobility and QoS have been worked on sepa-
rately. From the QoS point of view, the problems with mobility in a wireless access
network and mobility-related routing schemes are related to providing the requested
service when the mobile node changes its point of attachment from one access router
to another. When the service assured to the mobile node can not be provided after a
handover, a violation of the assured QoS may occur. In order to avoid such a violation,
the mobile node may perform a handover only when the requested service is assured in
the new pathZ9].

In macro mobility, although MIPv6 solution meets the goals of operational trans-
parency and handover support, it is not optimized for managing seamless mobility in
large cellular networks in terms of minimal delay. The latency involved in communicat-
ing the update messages with a corresponding node which locates remotely do harm to
QoS state establishment especially for real-time applications.

In micro mobility, since IntServ stores per-flow state in each router, thus the move-
ment triggers “local repair” of routing and resource reservation within the netv@atk [

For DiffServ, even though no state needs to be updated, the offered service level may
vary. Both IntServ and DiffServ have been extended to cope with tunneling and changes
to the IP addresslp]l. Some coupling of the macro and micro mobility protocols and
the QoS architecture may be necessary 89].

2.3 Authentication and Cryptographic Algorithms

2.3.1 An Overview of Authentication

Authentication is defined as the act of verifying a claimed identity, in the form of a
pre-existing label from a mutually known name space, as the originator of a message
(message authentication) or as the end-point of a channel (entity authentication).

Authentication is the most fundamental security service as all other security services
build upon it. The following two principle variants of authentication are distinguished
[93, 83

e Data origin authentication is the security service that enables entities to verify
that a message has been originated by a particular entity and that it has not been
altered afterwards. A synonym for this servicdigta Integrity . The relation of
data integrity to cryptographic protocols is two fold:
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Table 2.1:Cryptographic Algorithms

Typical Cryptographic Algorithms

Symmetric Cryptography DES, AES, CR4
Asymmetric Cryptography RSA, Diffie-Hellman Key Exchange, EIGamal
Integrity Check Values MD5, SHA-1, HMAC

— There are cryptographic protocols to ensure data integrity.

— Data integrity of messages exchanged is often an important property in cryp-
tographic protocols, so data integrity is a building block to cryptographic
protocols.

e Entity authentication is the security service, that enables communication part-
ners to verify the identity of their peer entities. In principle, it can be accomplished
by various means:

— Knowledge: e.g. passwords
— Possession: e.g. physical keys, cards or tokens

— Immutable characteristic: e.g. biometric properties like fingerprint and reti-
nal pattern

— Location: e.g. evidence is presented that an entity is at a specific place. (For
example, people check rarely the authenticity of agents in a bank)

— Delegation of authenticity: the verifying entity accepts, that somebody who
Is trusted has already established authentication

As in communication networks, direct verification of the above means is difficult or
insecure. Therefore, cryptographic protocols have been developed for the purpose of
authentication, confidentiality and integrity in the communication network.

There are two main categories of cryptographic algorithms which serve as funda-
mental building blocks of authentication protocols: Encryption algorithms and Integrity
check values. Encryption algorithms may be divided into symmetric encryption al-
gorithms and asymmetric encryption algorithms; Integrity check values may be fur-
ther divided into Modification Detection Code (MDC) and Message Authentication
Code (MAC). An overview of some common cryptographic algorithms are shown in
Table2.1.

2.3.2 Symmetric Cryptography

Symmetric Cryptography uses the same key s for encrypting and decrypting a mes-
sage between Nodes A and B.
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In the symmetric block cipher algorithms such as Data Encryption Standard (DES)
[65] and Advanced Encryption Standard (AE$p], a plaintextP is first segmented
into blockspy, po, ... with the block size ob. Then the plaintext is encrypted with a key
K, which has the size of and; < b. The encryption results denote @sc,, .... The
final ciphertext: is the combination of them.

In 1973 the National of Standards (NBS, new National Institute of Standards and
Technology, NIST) requested for proposals for a national cipher standard. The proposal
from IBM was adopted in 1977 as DES. From then on, DES was widely used especially
in financial applications.

The DES algorithm is a recirculating, 64-bit block product cipher whose security is
based on a secret key. DES keys are 64-bit binary vectors consisting of 56 independent
information bits and eight parity bits. (Since 56 independent bits are used in a DES
key, 256 such tests are required to guarantee finding the secret to a particular key. The
expected number of tests to recover the correct key is 45 [

When DES was reaffirmed by NBS in 1993, ending December 1998, the following
statement was included in the standard:

“At the next review (1998), the algorithm specified in this standard will be over
twenty years old. NIST will consider alternatives that offer a higher level of security.
One of these alternatives may be proposed as a replacement standard at the 1998 re-
view.”

As the knowledge of cryptanalysis developed and the need for fast software encryp-
tion and decryption rose, advances to the DES were required.

The official announcement of the AES standard took place in 2001. The lengths of
key and block can be 128, 192 or 256 bits. In case of the 128 bits as the sizes of block
and key, the algorithm operates on the fashion4f4array for state and key. 10 rounds
are taken for ciphering. Round 1 to 9 has the four different operations:

e ByteSub: a non-linear byte substitution;
e ShiftRow: the rows of the state array are cyclically shifted by various offsets;

e MixColumn: the columns of the state array are considered a sploynomials over
GF(2®) and multiplied modular? + 1 with a fixed ployomialc(x), given by
C(ZE) — “03’7ZE3 + 44017ax2 + “01”% + 4402”;

¢ RoundKey: a round-key is XORed with the state array;

whereas Round 10 does not have the MixColumn operation.

In the symmetric stream cipher algorithms such as RC4, one bit or one byte in a
digital data stream is encrypted. In RC4, the plaintBxts XORed with a pseudo-
random sequencBC4(IV, K), whereK is a key and'V' is an initialization vector.
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The IEEE8B02.11 standard defined the Wired Equivalent Privacy (WEP) encapsula-
tion of 802.11 data frames to provide data privacy to the level of a wired network. But
the 802.11 design community conceded that the WEP encapsulation failed to meet the
design goal because WEPs use of 40-bit RC4 as is encryption mechanism. Even though
it was suggested to migrate from 40-bit to 128-bit RC4 keys, the the WEP encapsulation
was proved to be unsaf@y).

In summary, the symmetric cipher algorithms are mainly used for the security ser-
vices of confidentiality. The symmetric cryptography is adapted in the design of IPSec
SA establishment in the thesis.

2.3.3 Asymmetric Cryptography

Asymmetric cryptography uses two different key& and+ K are used for encryption
and decryption, where- K denotes the private key being known only by the entity A,
+ K denotes the public key being known to publS].

Applications of asymmetric cryptography include confidentiality, authentication and
non-repudiation. Confidentiality relies on the fact that if B encrypts a message with A's
public key+ K 4, he can be sure that only A can decrypt it usingl 4; the last two
relates to signing: if A encrypts a message with his own private-kéy,, everyone
can verify the signature by decrypting it with A's public keyx 4; also A can not deny
a transmitted message since only A knows its private key and is able to generate the
signature.

The security of the asymmetric cryptography algorithms depends on the difficulty of
certain mathematical problems (e.g. RSA is based on the difficulty of factoring, whereas
Diffie-Hellman and EIGamal based on the difficulty of computing discrete logarithms).
In practice, asymmetric cryptographic operations are significantly slower than the sym-
metric operations.

Since the verification of a digital signature is relatively resource and time consuming
due to the computational burden, using asymmetric cryptography for authentication is
not favorable in the low-latency handover procedure.

2.3.4 Integrity Check Value

As the name suggests, Integrity Check Values are used to check the integrity of mes-
sages: whether a message has been modified during its transmission. Moreover, it can
serve as an authenticator to enable a receiver to verify the authenticity of a message.

In addition toMessage Encryptionwhich means the ciphertext of the entire mes-
sage serves as its authenticator, there are two other classes which are categorized as
“Integrity Check Value™:
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e Hash Function: A public function that map a message of any length into a fix-
length value that serves as the authenticator;

e Message Authentication Code (MAC) A public function of the message and a
secret key that produces a fixed-length value that serves as the authenticator.

Cryptographic Hash Functions

A hash value is generated by a function H of the form
h=H(M)

where M is a variable-length message did\/) is the fixed-length hash value. The
hash value serves as a “fingerprint” of a message. A hash fungtibas the following
important propertiesy3]:

e one-way property. for any given code, it is computationally infeasible to find
x such thatd (z) = h;

¢ weak collision resistancefor any given blocke, it is computationally infeasible
to findy # x with H(y) = H(x);

e strong collision resistance it is computationally infeasible to find any pdir, y)
such thatd (z) = H(y).

These properties are important for the design of the cookie mechanism (see the se-
curity analysis chapter).

MAC

It is assumed that two communicating peers A and B share a secrét .k&yalculates
a MAC as a function of a message and the key

MAC = Cy(M)

The MAC is appended to the message and sent to B. B can verify whether the message is
sent from A by computing a MAC of the received message andthiéthe computation
result matches the MAC appended with message, the verification is successful. Thus A
is authenticated by B with the evidence that A knows thekey

It is required that if an attacker observes the messdgand the MACC (M), it
should be computationally infeasible for the attacker to construct a medgagach
thatCr(M') = Cr(M).

This property, also callecdomputation-resistanceimplies the property dtey non-
recovery, that is the keyK' can not be recovered form the message and its MAC.

These properties are also important for the design of the cookie mechanism (see the
security analysis chapter).
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Table 2.2:Denotations in HMAC Structure9p]

I

embedded hash function (SHA-1 is used in the cookie mechanism
design in the thesis)

M message input to HMAC

Y; ithblockof M,0<i< L -1

L number of blocks in M

b number of bits in a block

n length of hash code produced by embedded hash function

K secret key

K™t K padded with zeros on the left so that the result is b bits in length
ipad 00110110 repeated b/8 times

opad 01011010 repeated b/8 times

v initial value with the length of n bits

HMAC

In addition to use a symmetric block cipher to produce a MAC, a cryptographic hash
code can be used for the purpose with the feature that cryptographic hash functions such
as MD5 and SHA-1 generally execute faster in software than symmetric block ciphers
such as DES.

This property matches the requirement to design a cookie mechanism (see the design
and specification chapter). Since HMAC-SHAL is used in the design of the cookie
mechanism which serves as the first authentication, the HMAC algorithm is introduced
more detailed as follows.

The overall operation of HMAC is illustrated in Figu&5. The corresponding
denotations are shown in Tablel

The HM ACY is produced as follows:

1. First the keyK is padded to length df bits by appending zeros at its end, the
resultisK'+;

2. thenK* is XORed withipad to generate & — bit block S;;

3. ann — bit hash code is computed by applying the hash function to the stream
which consists of; and the messag¥;

4. K+ is XORed withopad to generate & — bit block Sy;

5. another hash code is calculated by applying the hash function to the stream con-
sisting of Sy and the result of Step 3.

The HMAC can be expressed as
HMACK = H[(K™" @ opad)||H[(K" @ ipad)||M]]
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Figure 2.5:HMAC Structure P3]

2.4 Authentication Applications

2.4.1 Kerberos

Kerberos 61, 50] is an authentication and access control service for workstation clusters
that was designed at Massachusetts Institute of Technology (MIT) in 1980s. It is a
prominent example of arbitrated authentication which means that two or more entities
make use of a so-called Trusted Third Party (TTP) to verify the authenticity of one
another.

Kerberos provides the following services:

e Authentication: A will authenticate to aauthentication server (AS)which will
provide a “ticket” -ticket-granting ticket to demand access for services;
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e Access Control: A provides the “ticket” to dicket-granting server (TGS) to
grant access to a service provided by se&&r

e Key Exchange: ASprovides a session key for the communication betwéand
TGS; TGS provides a session key for the communication betwéemdS1The
use of these session keys also serves for authentication purposes.

2.4.2 X.509

X.509 [4]] defines a framework for provision of authentication services by means of
certificates. It is a direct authentication: the authentication is handled without direct
involvement of a trusted third party. In such a case, some security infrastructure is
needed to enable them to establish trust-relationship.

2.4.3 Authentication in IP Mobility Environment

When reasoning about and designing an authentication infrastructure and protocol for
Mobile IP, the following authentication relations should be consideB&8{ [

e Authentication between the mobile node and its home network serves to counter
hijacking attacks, by which an attacker may obtain access to the IP packets des-
tined to the mobile node.

¢ Authentication between the mobile node and the visited network serves to be able
to control access to network resources and to enable secure accounting of network
resource usage.

e Authentication between the visited network and the home network also serves
to control which mobile node may use network resources and ensure accounting
of the resource usage. Additionally it allows to control which networks may be
accessed by a mobile node.

In the security aspects of Mobile IPv6, the mobility registration messages must al-
ways be authenticated. The same procedure is to be used when updating location in-
formation to any correspondent node or router. Also the mobile node must be able to
identify itself when using its care-of address as a source address as sending packets to
correspondent nodes. The home address which is previously known to the correspondent
node can be used as an identifier.

Figure 2.6 shows the entities involved in a Mobile IP registration supported by an
infrastructure. The joined AAA and Mobile IP authentication procedure assumes some
static trust relationships that are depicted with continuous lines in FRjdr&8y making
use of these static trust relationships, the AAA and Mobile IP registration procedure
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allows to create dynamic trust relationships which are depicted by dotted lines in Figure
2.7

Broker

Broker Broker

AAAH

HA

¥ IntraDomain HO

Inter-Domain HO

Figure 2.6:Entities Involved in Integrated AAA and Mobile IP Authenticati@8]
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The AAA-server in the home network (AAAH) generates
the keys for dynamic trust relationships

Figure 2.7:Trust Relationships in AAA and Mobile IP Joint Architectu@&S]

2.5 Data Protection Over Wireless Channel

In the IEEE 802.11 Wireless LAN (WLAN) environment, Wired Equivalent Privacy
(WEP) claims to provide the security services of data origin authentication, confiden-
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tiality and data integrity at link layer. However, none of the claims holds. One of the rec-
ommended solution is Virtual Private Network (VPN) enabled by IP Security (IPSec).

In IP based cellular networks, IPSec can also be used to provide the security services
of data origin authentication, confidentiality and data integrity at the Network layer.
Since IPSec is applied in the design of data protection over wireless channel, IPSec is
introduced in more detail in the following.

2.5.1 An Overview of IPSec

IP Security (IPsec), which is an open, standard security technology, is developed by the
Internet Engineering Task Force (IETF). IPsec provides cryptography-based protection
of data at the IP layer of the communications stack. No changes are needed for existing
applications. IPsec is the industry-standard network-security framework chosen by the
IETF for both the IPv4 and IPv6.

IPsec protects signaling and data traffic using the following cryptographic tech-
nigues:

e Authentication: Process by which the identity of a host or end point is verified.

e Integrity Checking: Process of ensuring that no modifications were made to the
data while in transit across the network.

e Encryption: Process of ensuring privacy by "hiding" data and private IP ad-
dresses while in transit across the network.

Authentication algorithms prove the identity of the sender and data integrity by using
a cryptographic hash function to process a packet of data (with the fixed IP header fields
included) using a secret key to produce a unique digest. On the receiver side, the data
is processed using the same function and key. If either the data has been altered or the
sender key is not valid, the datagram is discarded.

Encryption uses a cryptographic algorithm to modify and randomize the data and key
to produce encrypted data known as ciphertext. Encryption makes the data unreadable
while in transit. After it is received, the data is recovered using the same algorithm and
key (with symmetric encryption algorithms). Encryption must occur with authentication
to verify the data integrity of the encrypted data.

These basic services are implemented in IPsec by the use of the Encapsulating Se-
curity Payload (ESP)46] and the Authentication Header (AH%%]. ESP provides
confidentiality by encrypting the original IP packet, building an ESP header, and putting
the ciphertext in the ESP payload.

The AH can be used alone for authentication and integrity-checking if confidentiality
is not an issue. With AH, the static fields of the IP header and the data have a hash
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algorithm applied to compute a keyed digest. The receiver uses its key to compute and
compare the digest to make sure the packet is unaltered and the sender’s identity is
authenticated.

2.5.2 IPSec Modes

Both AH an ESP support two modes of use: transport and tunnel mode.

Transport mode provides protection primarily for upper-layer protocols. The pro-
tection extends to the payload of an IP packet. Typically, transport mode is used for
end-to-end communication between two hosts. As shown in FB&eESP in trans-
port mode encrypts and optionally authenticates the IP payload but not the IP header.
As shown2.9, AH in transport mode authenticates the IP payload and selected portions
of the IP header.

Before applying ESP

Orig. IP | Exthdrs TCP Data
Header | if present

After applying ESP

Orig. IP hbh, dest ESP dest TCP Data ESP ESP
Header | Routing, fragment opt Trailer Auth
N Encrypted 7
Authenticated

Figure 2.8:ESP Transport Mode of IPv@if]

Before applying HA

Orig. IP | Exthdrs TCP Data
Header | if present

After applying HA

Orig. IP hbh, dest AH dest TCP Data
Header | Routing, fragment opt

Authenticated except for mutable fields

Figure 2.9:AH Transport Mode of IPv645

As shown in Figure2.10and2.11, Tunnel mode provides protection to the entire
IP packet. After the AH or ESP fields are added to the IP packet, the entire packet plus
security fields is treated as the payload of new “outer” IP packet, with a new outer IP
header. The entire original, or inner, packet travels through a “tunnel” from one point
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of an IP network to another; no routers along the way are able to examine the inner IP
header. Tunnel mode is used when one or both ends of an SA is a security gateway. In
this thesis, IPSec tunnel mode is applied to protect signaling and data traffic over the
wireless channel.

new I[P | Exthdrs| ESP | orig. IP Ext. TCP | Data ESP ESP
header | if present header header Trailer Auth
Encrypted
Authenticated

Figure 2.10:ESP Tunnel Mode of IPv&g]

newlIP | Exthdrs| AH | orig.IP Ext. TCP | Data
header | if present header header

Authenticated except for mutable fields

Figure 2.11:AH Tunnel Mode of IPv6 45]

2.5.3 Security Associations

The building block on which secure communications are built is a concept known as
a security association. Security associations relate a specific set of security parameters
to a type of traffic. With data protected by IP Security, a separate security association
exists at least for each direction and for each header type, AH or ESP. The information
contained in the security association includes the IP addresses of the communicating
parties, a unique identifier known as the Security Parameters Index (SPI), the algorithms
selected for authentication or encryption, the authentication and encryption keys, and the
key lifetimes as shown in Figui212

An SA normally includes the following parameters:

e [required]:

— Authentication algorithm and algorithm mode being used with AH
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Host Host

v

SA A

< SA B

SA = Security Association, consisting of:

Destination address

SPI

Crypto Algorithm and Format
Authentication Algorithm
Key Lifetime

Figure 2.12:The Establishment of a Secure Tunnel between Hosts A and B

— Key(s) used with the authentication algorithm in use with AH

— Encryption algorithm, algorithm mode, and transform being used with ESP
if encryption is used

— Key(s) used with encryption algorithm in use with ESP if encryption is used

— Presence/absence and size of a cryptographic synchronization or initializa-
tion vector field for the encryption algorithm.

e [optional]:

— Lifetime of the key or time when key change should occur.

— Source address(es) of the SA, might be a wild-card address if more than one
sending system shares the same SA with the destination.

— Sensitivity level (for example: Secret or Unclassified) of the protected data
[required for all system claiming to provide multi-level security, recom-
mended for all other systems].

A SA is unidirectional. An authenticated communication session between two hosts
will normally have two SPIs in use (one in each direction).

The encryption and authentication algorithms are directly responsible for the
strength the security the system can provide. There are however major drawbacks in
this area. As the Internet is an global network, the IP should provide uniform secu-
rity everywhere. Many countries, however, either restrict or forbid the use, or export
of encryption algorithms. This means that the IPSec must be able to balance between
the legal restrictions in use of strong encryption and authentication, and the one that is
available everywhere.
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All hosts claiming to provide IPSec services must implement the AH with at least
the MD5 algorithm using a 128-bit key as specified in the AH RFC. An implementa-
tion may support other authentication algorithms in addition to keyed MD5. All ESP
implementations must support the use of the Data Encryption Standard (DES) in Cipher-
Block Chaining (CBC) mode as detailed in the ESP specification. Other cryptographic
algorithms and modes may also be implemented in addition to this mandatory algorithm
and mode. MD5 and DES-CBC should be set as default algorithms.

2.5.4 Key Management

The key management portion of IPSec involves the determination and distribution of
secret keys. A typical requirement is four keys for communication between two appli-
cations: transmit and receive pairs for both AH and ESP.

Manual and automated are two types of key management. Oaklgis[a refine-
ment of the Diffie-Hellman key exchange algorithm; ISAKMBY] does not dictate a
specific key exchange algorithm. It defines procedures and packet formats to establish,
negotiate, modify, and delete security associations.

The Internet Key Exchange (IKEBf] describes a hybrid protocol using part of
Oakley and part of SKEMEF3] in conjunction with ISAKMP to obtain authenticated
keying material for use with ISAKMP, and for other security associations such as AH
and ESP for the IETF IPsec DOI. The purpose is to negotiate, and provide authenticated
keying material for security associations in a protected manner.

2.6 Authorization

2.6.1 An Overview of Authorization

Authorization is defined as the act of determining if a particular right, such as access to
some resource, can be granted to the presenter of a particular credential.
Generally, authorization can be categorized in two major clag€gs [

¢ Authentication-based mechanisms require an authentication of the subject as
precondition for the authorization. The information for the authorization deci-
sion is stored as a policy, such as in Access Control Lists (ACLs) of operating
systems in the form "User U is allowed to perform action A on an object O".

Authorization policies define those actions a subject is permitted to perform on
an object. An authorization policy may be positive (permitting) or negative (pro-
hibiting).
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Visited access
provider network Broker network Home IP network

AAA AAA AAA

AAA AAA

FA HA

MobileIP

MN

Figure 2.13:Mobile IP and AAA [9§]

e Credential-basedmechanisms use credentials which are trustworthy information
being hold by subjects of an authorization process. Credential-based mechanisms
are widely accepted in e-business, e.g., in form of micro-payments Millicent or
used in SPKITQ].

The credential-based mechanism has a great similarity with the authentication-
based mechanism. The credential has a similar form as a policy, whereby the set
of objects has only one element which is the user (may be anonymized) who owns
the credential.

2.6.2 Authorization in IP Mobility Environment

In the IP mobility environment, authorization is achieved by the interaction between the
Mobile IP and an AAA protocol.

Figure2.13provides an example of a MIP network that includes an AAA infrastruc-
ture.

Following is the registration actions after MN appears within the a foreign network:

e MN issues a registration to FA.

e FA sends an AAA request to AAAL including authentication information and the
registration request.

e AAAL determines whether the request can be satisfied locally through the use of
the Network Access ldentifier (NAI) which has the format of user@realm. AAAL
can use the realm portion of the NAI to identify the Mobile Node’s home AAA
Server. If AAAL does not share any security association with the MN's AAAH,
it may forward the request to its broker.
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e The broker which shares an SA with AAAH will forward the request.

e AAAH receives the AAA request and authenticates the MN since it has a security
relationship with it. Afterwards, it begins to authorize the request.

e The authorization includes the generation of dynamic session keys to be dis-
tributed among all mobility agents, optional dynamic assignment of a home agent,
optional dynamic assignment of a home address (HA) ( this could be done by
home agent also) and optional assignment of QoS parameters for th8 HIN [

e Once authorization is complete, the AAAH issues an unsolicited AAA request to
the home agent including the information in the original AAA request as well as
the authorization information generated by the AAAH.

e The home agent generates a registration reply that is sent back to the AAAH in
an AAA response. The message is forwarded to AAAL via the broker and finally
arrives at the FA which provides services to MN.

Concerning minimized latency involved in getting wireless (cellular) access to the
network, only one single traversal is needed to authenticate the user, perform autho-
rization and process the registration request. AAAL maintains session state information
based on the authorization information. If the MN moves to another FA within the for-
eign domain, a request to the AAAL can immediately be done in order to immediately
return the keys that were issued to the previous FA. This minimizes an additional round
trip through the Internet when micro mobility is involved, and enables smooth handover.

The key distribution issue is one of our interests. After the MN is authenticated,
the stage of authorizing the AAA requests includes the generation of three session keys
which to be shared between MN and HA, MN and FA and FA and HA respectively. Each
key is propagated to its related mobility entity through either the AAA protocol or MIP.
Once the session keys have been established, the mobility entities can communicate
without the AAA infrastructure. However the session keys have limited lifetimes, they
need to be updated after expiration.

2.7 DoS Attacks

2.7.1 An Overview of DoS

In general, Denial of Service (DoS) is defined as to prevent or inhibit the normal use or
management of communications facilities.
A DoS attack can occur in different forms:
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e destruction or alteration of configuration information: an attacker may modify
e.g. routing packets so that the complete routing tables of a single or multiple
nodes are corrupted,;

e consumption of scarce resourcesan attacker may send a large number of bo-
gus requests to a network. A network consumes so much of its resources such
as network connectivity, bandwidth and CPU cycles etc. that its performance is
significantly degraded;

¢ invalidation of scarce resourcesan attacker may reserve resources of a network
S0 as to make the resources unavailable to legitimate users. This may result from
a failed access control.

The last two items are related to the focus of the thesis.
Generally, the common measurements against DoS attacks include

e “Backscatter” Measurements of Flooding Attacks: Most attacking tools
choose the source addresses at random for each packet sent. As a consequence,
the responses are distributed also randomly and almost equally among the Inter-
net. While monitoring a sufficient number of hosts in the Internet, it is possible to
detect and evaluate the backscatter;

¢ Filtering rules: enabling filtering rules against IP proofing with a firewall;

¢ Indication of DoS attacks: using administrative tools to monitor the load state.
For example, if there are two many connections in the state "SYN_RECEIVED"
may indicate that the system is being attacked;

e Authentication and Access Control: before consuming resources on a request
or granting access to a requester, a network checks the authenticity of the request,
and tailors its access right to the request.

2.7.2 DoS in IP Mobility Environment

Two kinds of DoS attacks can be identified in IP mobility environment: resource ex-
haustion DoS and DoS due to access control failure.

The resource exhaustion DoS was addressed in the design of MABv6(orre-
sponding Node (CN) does not maintain any state about Mobile Node (MN) until an au-
thentic Binding Update arrives. This is a way to protect network nodes against memory
exhaustion DoS attacks. Also only symmetric cryptography is used to protect Corre-
sponding Node (CN) to be relatively safe against CPU resource exhaustion DoS attacks
[43]. In addition to the memory exhaustion and CPU resource exhaustion DoS attacks,
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a large number of bogus registration request can cause also the signaling capacity of the
links in an access network to be degraded considerably.

DoS attacks can occur if access control fails. If an adversary is granted access to the
resources of an access network mistakingly, it can send malicious requests to reserve
the resources. Thus an access network may have insufficient resources for legitimate
requests.

2.8 Summary

In this chapter, the related background information in the context of secure and efficient
QoS-aware mobility support in IP based cellular networks was given.

Regarding mobility, the evolution from IPv4 to IPv6 were described. The problems
when IP was used in mobility environment were identified and the introduction of Mo-
bile IP was motivated. The mobility support in IPv4 and IPv6 networks were described.
Mobility scenarios were classified into the global mobility and local mobility. Since
mobility issues are not among the focuses of the thesis, HMIPv6 was selected as the
micro mobility management protocol in the thesis.

Regarding QoS, two main approaches - IntServ and DiffServ were discussed. To
meet the requirement of QoS-aware mobility, the two approaches are considered in the
protocol design in the thesis.

To provide the background information for the security services of authentication,
confidentiality and data integrity, cryptographic algorithms were introduced. In a mo-
bility environment, the joint AAA and Mobile IP architecture were described for the
purpose of authentication and authorization.

Since IPSec was proposed to protect data over the wireless channel in the network
layer, it was described in terms of usage modes, security association and key manage-
ment.

Since DoS attack is one of the security concerns in the thesis, the general forms of
the DoS attack and the principle countermeasures to the threats were described.
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Chapter 3

Problem Statement

In this chapter, the problems in a QoS-aware mobility support for real-time applications
will be stated. At first, the general operations during a (re-)registration procedure will be
introduced. Then the importance to minimize the latency for the latency-sensitive appli-
cations in a (re-)registration procedure will be discussed. Afterwards, the threat of the
DoS attacks in the QoS-aware mobility scenarios is discussed. Finally, the requirements
to support secure and efficient QoS-aware mobility are identified.

3.1 General Operations In a (Re-)registration Proce-
dure

Generally, a handover procedure consists of two phases: IP connectivity establishment
and (re-)registratioh

In the phase of IP connectivity establishment, a Mobile Node (MN) configures a
stateless link-local IP address and performs a Duplicate Address Detection (DAD) to
ensure the uniqueness of the address. This phase may take afoundccording to
[52].

The focus of this thesis lies in the second phase - after the IP connectivity estab-
lishment. In such a phase, in addition to the binding update operation, the network
should provide QoS support to applications. The functionality which reserves desirable
forwarding treatment to a particular packet stream requires to estaldedsion states
along a end-to-end communication path. There are two kinds of session states:

e the state at an Access Router (AR) is used for packet classification, packet me-
tering and packet marking parameters in order to provide Differentiated Ser-
vices (DiffServ) L2];

LA registration procedure happens in inter-domain handovers whereas a re-registration procedure hap-
pens in intra-domain handovers.
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¢ the state along the whole path (which includes the AR) indicates e.g. the commit-
ted bandwidth to ensure the forwarding treatment in order to support Integrated
Services (IntServ)101].

Above all, before taking resource/time consuming actions on a registration request,
or committing resources to an applications, the network checks the authenticity of the
request. Authentication is the prerequisite of any other operations including other secu-
rity checks. After the authentication check, the network also needs to verify whether the
requested QoS is what the user is entitled to use (i.e. authorization).

After a successful binding update operation, a hew security association should be
established to protect the data packet especially between the MN and the new AR.

start

authentication

no

passes?
yes
\ 4
- (re-)authorization discard the request
- QoS provisioning

- binding update
- security association establishment

Figure 3.1:The General Operations in the (Re-)registration of a Handover Procedure

In summary, as shown in Figui®l, in the (re-)registration phase of a handover
procedure, authentication must be done first to protect the access network against DoS

attacks. If the authentication check passes, the operations which may demand significant
network’s resources are then performed.
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APPLICATIONS

Table 3.1:Specifications of Some Typical Real-time Applicatiob4,[97]

Application Type of Data Target Bit Rate \ Max Delay
One-way Voice | audio a few - tens of Kbps 150 ms
Video Telephony | static video < 500 Kbps 200 ms)
Digital TV high motion video| <1 Mbps <1 sec
Video Conference natural text 512 Kbps <1 sec

3.2 (Re-)registration Procedure with Latency-sensitive
Applications

For the latency-sensitive applications such as Voice over IP (VsdBgmless connec-
tivity is crucial B2]. Therefore, in a (re-)registration procedure, all the operations in-
cluding security checks, QoS provisioning, mobility management and Security Associ-
ation (SA) establishment should introduce minimal latency.

Real-time applications, which demand the typical operations of packetization of a
stream, transmission of the packet flow and de-packetization at a distant sink, are loss-
tolerant and delay-sensitive. The applications do not work properly if packets are de-
layed for more than a tolerated amount of time.

Generally, real-time applications wittvo-way communicationrequire a low delay
of 100s of ms [11, 54] in order to ensure the interactivity of the applications. The real-
time applications wittbne-way communicationrequire a minimal delay. Within the
minimal delay, any packets buffered in the play-out buffer are used to reconstruct the
original stream 20, 78]. Packets arriving after the minimal delay become useless.

Table3.1lists the requirements of some typical real-time applications. A minimum
of bandwidth at each node on the communication path should be provided in order to
meet the requirement of the target bit rate.

Figure3.2 shows an example of one-way communication (i.e. a receiver is receiv-
ing H.263 video streams) during a handover procedure with the registration operations.
During the procedure, the operations as shown in Fi@utenust be done. In the in-
terruption period, some frames maybe re-sent and some maybe buffered. Therefore, in
such a mobility scenario, a (re-)registration procedure should introduce a minimal delay
so that the perceived quality of the applications is not impaired.

Regarding the operations in a (re-)registration procedure, the following two issues
should also be considered in addition to the requirementionimal latency:

¢ In a registration procedure, the authorization data of a mobile node is transferred
to the access network so that the access network is able to perform re-authorization
without involving the mobile node’s home domain. Thus, the latency can be min-
imized in a re-registration procedure. However, it should to avoid unnecessary
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Figure 3.2:An Example of Registration Procedure with H.263 Stream

disclosure of a mobile user’s subscribed values of QoS parameters as the autho-
rization data in the access network since these values may be regarded as confi-
dential information;

e protection of the signaling for the SA establishment and the user data should use
different keys in order to reduce vulnerability caused by a compromised key.

3.3 Denial of Service in QoS-aware IP Mobility

QoS mechanisms which aim to guarantee certain service characteristics in networks
supporting mobile communications give rise to DoS threats: these mechanisms could
be abused by malicious entities launching so-called Denial of Service (DoS) attacks,
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which aim to reduce the availability of services to legitimate users. If the network can
not efficiently check the "credibility” of a QoS-request during a handover process, ma-
licious entities could flood the network with bogus QoS-requests in order to cause the
exhaustion of the available resources by temporal reservations. This represents one spe-
cific DoS threat.

A simple solution could be realized with the following procedure: when an access
router (AR) receives a QoS request, before starting the resource reservation process, the
AR communicates with a local security authority, e.g. a local AAA server (AAAL), to
authenticate the MN and authorize the QoS request. Only when the check passes, the
path reserves resources according to the request. Obviously, the latency introduced by
proceeding to security checks at the AAAL, which includes the contribution of the prop-
agation delay and processing time at AAAL, is not desirable when low latency of the
registration process is a major concern. Moreover, the same checks at an AAA server
have to be performed on all the bogus requests from attackers. Thus all the security
check signaling may degrade the performance of the access network substantially by
depleting the signaling capacity of the path between the AR and the AAAL and ex-
hausting the computing resource of the AAAL. This represents another specific DoS
threat [L§].

3.4 Requirements

Identifying the requirements for a secure efficient QoS-aware mobility support is essen-
tial in protocol design. Based on the discussion above, the requirements are summarized
as follows:

e Various operations:

A (re-)registration procedure should include the following operations: authentica-
tion, authorization, QoS provisioning, binding update and SA establishment. QoS
provisioning include QoS path set up and DiffServ support.

— QoS path set up:in order to guarantee bandwidth at each involved node for
a particular session, session state should be set up along the new QoS path
during a handover.

— DiffServ support: Connection state for appropriate treatment to a specific
session should be re-established at an edge router in the access network dur-
ing handovers.

e Minimal latency:
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A (re-)registration procedure should introduce minimal latency during handovers.
The latency results from both an individual operation and the integration of the
operations in a complete procedure.

Avoidance of disclosure of the subscribed QoS Values:

When MN’s home AAA server gets involved in authorization, it should not dis-
close unnecessarily the subscribed QoS values which are regarded as the MN’s
confidential information.

Separation of keys in the SA establishment:

A SA should be established efficiently to protect the data between MN and the
new AR. The corresponding signaling should be protected with a key different
from the key to protect the user data.

Moreover, the data between MN and the old AR should be protected with a dif-
ferent SA from that for data protection between MN and the new AR. If both SAs

use the same key, when the key for the SA between MN and the old AR were
compromised, vulnerability would be introduce to the SA between MN and new

AR.

Protection against DoS:

Before the access network commits its resources (e.g. computing power, storage
space and signaling capacity) on a request, authentication should be performed
first.

Authentication may introduce vulnerability to DoS attacks itself. Authentication
should be light-weighted in terms of cryptographic computation.

3.5 Summary

In this chapter, the requirements to support a secure and efficient QoS-aware mobility
was introduced.
The question that this thesis attempts to answer is

how can a QoS-aware mobility in IP based networks be achieved in an secure and

efficient manner?

This question is important to answer based on the following considerations:

e Involved Operations: in a QoS-aware (re-)registration procedure, in addition to
the operation for mobility management, some actions also need to be taken such as
(re-)authentication, (re-)authorization, QoS provisioning and SA establishment.

42



3.5. SUMMARY

e Low-latency in (re-)registration procedure: To keep active communications
uninterrupted during a handover, the registration latency should be minimized.

e Robustness against DoS attacksConsuming minimum resources such as sig-
naling capacity and computing power for QoS signaling is favorable not only for
networks, but also for mobile hosts to guarantee high throughput. This is true
especially when the network is facing a great amount of malicious QoS requests -
DoS attacks.

e Security Considerations:

An access network should always maintain a balance between the two conflicting
requirements: efficiency and security. The cost of providing efficient QoS-aware
mobility support should be evaluated in terms of security.

In addition to the security goals identified in the MIPv6 desi8|,[some security
issues were identified for a secure and efficient QoS-aware mobility support such
as avoidance of disclosure of confidential data in an access network and separation
of keys for signaling and data protections.

In the following chapter, the design space will be discussed to meet the above men-
tioned requirements. Also the related work will also be described.
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Chapter 4

Design Space and Related Work

To meet the identified requirements in Secti4, this chapter first discusses the design
space for a secure and efficient QoS-aware support in IP mobility. Then related work
in the design space will be introduced. Finally, the design oneline for the formulated
proposal will be specified based on the discussion of the design space and related work.

4.1 Design Space

The discussion on “design space” is organized as the following:

1. first, how to provide theecurity services in the QoS-aware mobility environment,
such as authentication, authorization, data protection over wireless, and network
protection against DoS;

2. secondly, how to provide ti@oSservices such as IntServ and DiffServ in the IP
mobility environment;

3. finally, how to perform the operations related to the two kinds of services (i.e.
security and QoS) jointly in aefficient manner.

4.1.1 Design Space of Security Schemes

The security design includes authentication, authorization, data protection over wireless
channel, and DoS protection.

Authentication

When MN presents a request to an AR (termed@s ARIn the access network, the
network should check the authenticity of the request first.

The network-layerauthentication can be performed by either by A or alocal
security authority .
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¢ Authentication Check By AR:

In case thaticcess routergperform the authentication check, when receiving an
authenticator from the MN, theew ARverifies the authenticator based on

— the relevant security information likekeytransmitted from the AR which
the MN previously associates with (termedad AR. (This is adapted in
Context Transfer (CT) which will be introduced in Sectii2.13; or

— the security information transmitted from a local security authority (e.qg.
AAAL); or

— its own knowledge of some security information. For example, when the
authenticator is encrypted withkeywhich is known to all ARs in the ac-
cess network, theew ARcan verify the authenticator without obtaining any
information from other entities.

e Authentication Check By A Local Security Authority:

In case that docal security authority performs the authentication check, when
receiving an authenticator from the MN, thew ARforwards it to the local au-
thority i.e. Local AAA Server (AAAL). The idea was adapted in two related work:
PANAandDiameter MIPv6 Applicatiopwhich will be introduced in Sectiof.2.1
and Sectior#.2.2respectively.

Authorization

The authorization check is always integrated with the authentication check. Similar to
authentication, authorization can be performed by eithenéve ARor a local security
authority.

e Authorization Check By AR:

The authorization information can be presented tothe ARby either an entity
in the access network or the MN itself. Two related works use the i@eatext
Transfer (CT)and token-basedapproach, which will be introduced in Section
4.2.13and Sectior#t.2.3respectively.

e Authorization Check By A Local Security Authority:

The authorization check can be done by using an AAA protocol such as “Diame-
ter”. The operations shown in Figude3 can be applied for authorization. When
receiving a request from MN, AR sends a Diameter message to e.g. AAAL for
the authentication and authorization checks. The authorization data is conveyed
as theAuthorization Attribute Value Pair (AVR) the Diameter messages.
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Additionally, an AAA server may get involved in@ervice Level Agreement (SLA)
based authorization procedure. A related work ussh@\ will be described in
Sectiord.2.4

Data Protection Over Wireless Channel

Since the wireless channel is the most vulnerable part in an end-to-end communica-
tion, some measures need to be taken to protect both signaling and data traffic over the
wireless channel.

Similar to authentication, the data protection over wireless channel can be done at
different layers. For exampl&Vired Equivalent Privacy (WERYas proposed to offer
authentication, confidentiality and data integrity services in the IEEE 802.11 environ-
ment at the link layer. However, some security problems have been identified when
WEPis used to provide the security servic89,[5]. The improvement on IEEE 802.11
security by integrating IEEE 802.1X - IEEE 802.11i has been approved recently in IEEE
802.11 Task Group |.

At the network layer or above, the data protection over wireless channel can be
provided bylPSecor TLS

e |IPSec IPSec can be used to protect user data over wireless chafdgtdcu-
ments the proposal to establishi®secSecurity Association (SA) and thPsec
based access control.

The Internet Key Exchange (IKE) scheng8] is used for establishing the IPsec
SA between the MN (termed as PaC) and the AR (termed as EP). It is proposed
that MN and AR use the “session ID” and “Key ID” to identify the pre-shared key.

ID_KEY _IDgu, = (Session — Id|Key — 1d)

As aresult, an ESP tunnel mode is used for protecting the traffic between MN and
AR inalPSec SA.

e TLS TLS was adapted in the design of CASP QoS Client Protocol which will be
introduced in Sectiod.2.10

DoS Protection

If authenticatioris performed by means of verification of a digital signature, the verifier
may consume a relatively large amount of resources on it. Moreover, if AR sends a
thenticationrequest to the AAAL server whenever it receives a user’s request, extensive
bogus requests may degrade the signaling capacity in an access network significantly.
Therefore authenticatiormay introduce the risk of Denial of Service (DoS).

47



CHAPTER 4. DESIGN SPACE AND RELATED WORK

In order to prevent the DoS threats in the above mentioned scenarios, a two-step
authentication is necessitatedw&ak authenticatiors used as the first step authentica-
tion, followed by astronger authenticatioas the second step(]. Theweak authenti-
cationshould involve a cryptographic algorithm which requires easy computation. The
algorithm may be the symmetric algorithm or the HMAC algorithm.

Two approaches can be used as the first step authenticelient puzzleor cookie
Client puzzle will be introduced in Secti@gh2.5and cookie usage in Mobile IP will be
introduced in Sectiod.2.6

4.1.2 Design Space of QoS Schemes

The QoS design is classified into RSVP-similar approach for IntServ Support, policy-
based approach for DiffServ Support and QoS brokers for IntServ and DiffServ support.

RSVP-Similar Approach for IntServ Support

Resource ReSerVation Protocol (RSVR}|[is a network control protocol that allows
Internet applications to obtain special Quality of Service (QoS) for their data flows.
RSVP was designed without the issue to support scenarios with high mobility. The
addresses of the hosts were assumed to be fixed and route changes were considered as
an exception.

In RSVP, every reservation needs therefore a two-way message exchange. A si-
multaneous reservation setup in uplink and downlink direction with only one message
exchange is not possible.

RSVP was originally designed to support multicast applications. An RSVP router
can merge different data flows based on the information ifPdtemessage. It was not
designed for unicast applications.

RSVP is often considered as being to complex and therefore error-prone. Therefore,
some issues raise concern when RSVP is used in the mobility scenarios. For example,
when an MN changes locations, the handover may force a change of its assigned IP
addresses. RSVP uses the destination address of a message flow as identifier. As a
consequence the filters associated with a reservation are not able to identify the flow
anymore and the resource reservation is ineffective, until a refresh with a new set of
filters is initialized. f].

There have been several designs for extensions to RSVP to address the above men-
tioned issuesMobile RSVRwill be introduced in Sectiod.2.7, MIPv6+RSVPwill be
introduced in Sectiod.2.8 and theQoS-conditionalized Blapproach will be intro-
duced in Sectiord.2.9 andCASP QoS Client Protocalill be introduced in Section
4.2.10
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Policy-based Approach for DiffServ Support

The general solution for DiffServ support is to enforce policies at the edge router (i.e.
AR) to filter data traffic from and to the MN to pass through.

One example has been shown in Figdr& in which the policies are transmitted to
the access router in the form 8LA Then the router translates the policies into router
rules, allowing particulatreatmentto the user packet.

QoS Brokers for IntServ and DiffServ Support

QoS Broker (QoSB) is an network entity which can be used for network resource man-
agement. It can perform resource allocation and resource release for IntServ support,
and admission control for DiffServ support. The idea was adaptbtbivy Dickproject

which will be introduced in Sectiod.2.11

4.1.3 Design Space of Solutions to the Efficiency Issue

Some ideas were proposed to perform the operations of security, QoS and mobility
management efficiently:

e Fast Handovers: allowing an MN to form a new IP address before it attaches to
the new AR, and buffering and forwarding packets from old AR to new AR before
packets can arrive at the new IP address directly. The idea will be introduced in
Sectiond4.2.12

e Context Transfers: transferring session states regarding e.g. QoS and security
data from old AR to new AR. It will be introduced in Sectidr2.13

e Tight Coupling and Processing in Parallel:integrating different operation pro-
cesses if possible; performing different operations in parallel if possible.

In order to improve the behavior of reservation-based QoS, as defined in the
IntServ, the QoS signaling and mobility signaling can be coupled in HMIPv6
network during an intra-domain handover. Three levels of coupling are discussed
as follows p8g:

— De-coupled
In this mode, QoS and micro-mobility mechanisms operate independently
of each other and the QoS implementation is not dependent on a particular
mobility mechanism. QoS of the session will not be resumed until a new
reservation is complete in the path from the across-over router and the new
access router. The old path between the cross over router and the old access
router cannot be explicitly removed until the lifetime times out.
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— Loosely Coupled

The loosely coupled approach uses mobility events to trigger the generation
of QoS signaling once valid routing information has been installed in the
network and can be localized to the path from Cross-over Router (CR) to the
nAR.

— Tightly Coupled
The closely coupled uses the same signaling mechanism to propagate the
mobility and QoS information. This approach minimizes the disruption to
traffic streams after handover by ensuring that the reservation is set up as

soon as possible after installing routing and QoS information simultaneously
in a local area.

Coupling the QoS and micro-mobility mechanisms provides definite performance
advantages over the normal de-coupled approach. In the HMIPv6 network, the
tightly coupled(also denoted aQoS+BU mode can provide improvements in
performance in terms of efficiency during a intra-domain handover.

Besides the condition that the new path can satisfy the requested QoS, successful
authorization is another condition for a successful QoS-aware handover. There-
fore, a re-authorization process must be performed in a handover procedure. In or-
der to achieve an efficient handover, @eS+BUprocess and the-authorization
process can undergo in parallel.

4.2 Related Work

All the related work mentioned in the discussion of the design space will be described
in this section.

4.2.1 PANA

In the Protocol for Carrying Authentication for Network Access (PANA) appro2éh [
anAuthentication Server (Afcts as the local authority.

PANA is designed as a generic framework to provide a link-layer independent au-
thentication service for access control. PANA carries Extensible Authentication Pro-
tocol (EAP) 2] which can adapt various authentication algorithms and protocols. The
framework PANA is shown in Figuré.1

After configuring a new IPv6 address, a MN (termed as PaC) first seRA&dDis-
coverymessage to find a PANA Authentication Agent (PAA) in the access network since
it is assumed that the MN is new to thew AR(termed as Enforcement Point (EP)).
After discovering PAA, it start$AA Authenticatiorby the Extensible Authentication
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PaC EP PAA AS
|
IPaddr. |
configure PAA Discovery
PANA Authentication AAA
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SNMP
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Data Traffic
v v v v
PaC: PANA Client PAA: PANA Authentication Agent
EP. Enforcement AS. Authentication Server

Figure 4.1:PANA Framework 56]

Protocol (EAP) exchange with the PAA. The PAA initiates an authentication process
with the Authentication Server (AS) using an AAA protocol.

Upon receiving the authentication and authorization result from the AS, the PAA
informs the MN about the result of its request. Meanwhile, the PAA sends the MN'’s
specific attributes such as cryptographic keys and access control policyrievh&R
by using Simple Network Management Protocol (SNMP).

A Security Association (SA) has been established between the MNewdAR
MN'’s data traffic can be protected under the SA.

The PANA approach can provide authentication and authorization by using an AAA
protocol or Context Transfer Protocol. However, it does not address the problem of
disclosing the confidential authorization data.

The first phase of the PANA protocol run is discovery and initial handshake, in
which a MN discovers the next authentication agent and negotiates with it. This phase
may introduce a great latency which is not favorable to a registration procedure which
demands low latency.

When using EAP, authentication signaling is protected by the Security Association
(SA) between MN and the authentication server. This key is different from that used
by IPSec, which can be enabled in PANA to protect user data over wireless channel.
Therefore, the signaling and data are protected by different keys. However, in handling
mobility, PANA does not address to use different keys for the old SA (i.e. SA between
MN and the old AR) and the new SA (i.e. SA between MN and the new SA).
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PANA uses the cookie mechanism to prevent the DoS attack of memory allocation
with a single message§].

The issues PANA does not address include QoS provisioning for IntServ support and
mobility management.

4.2.2 Diameter MIPv6 Application

In the approach of Diameter Application in MIPvBY], a local AAA server serves as
the security local authority. It enables to authenticate and authorize a mobile node in
order to give it access to network resources by carrying the AAA information and the
binding update information in one message.

Figure 4.2 shows involved entities and Figude3 illustrates a typical registration
procedure.

Visited Domain Home Domain
abc.com | ARRIARA .| Xyz.com
AAAL | "|  AAAH
y
ARR/IARA HOR/HOA
\ 4
AAA AAA Home
Client Client Agent
4
Mobile IPv6
A
Mobile
Node mn@xyz.com

Figure 4.2:Involved Entities in Diameter Mobile IPv6 Applicatio2%]

1. When entering a new network or at power up, the MN listens to the router adver-
tisements and retrieves the local challenge, the visited network identifier, and the
information to derive a CoA.

2. MN generates a new CoA based on the network’s information. It composes a
registration request message destined to the AR which acts as an AAA client in
the AAA infrastructure.

3. The AAA Client first verifies the freshness of the request thanks to the local
challenge contained in it. If successful, it performs Duplicate Address Detec-
tion (DAD) and creates a Diameter ARR (AA-Registration-Request) message. It
then sends the message to AAAL.
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Mobile Node AAA Client AAAL AAAH Home Agent

1. Advertisement
and challenge

|

2. Registration request

3. ARR ~
4. ARR
5. HOR ~
. 6. HOA
7. ARA -
8. ARA

A

9. Registration reply

|

Figure 4.3:Message Flow of Registration Procedure of Diameter MIPv6 Application

[25]

4. When AAAL receives an ARR message, first it verifies if the message is coming
from a valid AAA Client. Then it checks the MIPv6 Feature Vector Attribute
Value Pair (AVP). Finally, it sends the ARR to the MN’s home AAA server.

5. When receiving an ARR message from an AAAL, AAAH first verifies the mes-
sage is coming from a valid AAAL. Security associations between AAA server
are assumed to be pre-existing. AAAH then authenticates the user using the NAI
provided by the MN as MN identity. If the mobile node is successfully authenti-
cated, AAAH also computes some network authentication data based on the host
challenge and eventually other information depending on the authentication al-
gorithm adopted. AAAH sends a HOR (Home-Agent-MIPv6-Request) message
to the HA including a newly created binding update. It also sends some security
keying material to allow the home agent to compute the key(s) for the security
association between the MN and the home agent to authenticate future binding
updates.

6. Home agent creates a binding cache and computes the key(s) for the security
association with the MN from the data received. It also generates a binding ac-
knowledgement message to be sent encapsulated to the MN. HA sends a HOA
(Home-Agent-MIPv6-Answer) message to AAAH including the Binding Ack.

7. AAAH may also compute other keying material according to the keys requested
by the MN and send it to the MN passing through the AAAL. AAAH then send an
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ARA (AA-Registration-Answer) message to AAAL including the MIP-binding-
acknowledgement Attribute Value Pair (AVP) if the MN sent an embedded Bind-
ing Update (BU) or request for a Home Agent (HA).

8. When receiving a ARA message from AAAH, the AAAL may optionally store
locally information contained in the AVPs of the message received from AAAH
(e.g. authorization information, session keys, etc.) and then forwards the message
to the AAA client.

9. When receiving an ARA message from AAAL, the AAA client converts the mes-
sage to the appropriate protocol to the MN; this message carries the authentication
data, binding acknowledgement, keying material to set up the different session
keys. It sends the corresponding registration reply message to the MN.

The Diameter MIPv6 Application approach can be used for authentication and au-
thorization in mobility scenarios. It tries to minimize latency in a registration procedure
by embedding binding update information in the AAA signaling. However, it does not
introduce the micro mobility schemes to minimize handover latency during intra-domain
handovers.

During an intra-domain handover, in addition to be fully responsible for authenti-
cation and authorization with involving MN’s home AAA servé4], the local AAA
server is also responsible for deploying Security Association (SA) between MN and the
new AR. In such a case, even though signaling and data are protected with different
keys, the key for data protection over wireless channel between MN and the old AR is
same as that for data protection between MN and the new AR. Thus, if the key between
MN and the old AR is compromised, vulnerability is introduced to the SA between MN
and the new AR.

Authenticating requests at the local AAA server via the AAA protocol may introduce
threats of DoS attacks.

Moreover, it does not address QoS provisioning and protection of confidential au-
thorization data to be disclosed in access network.

4.2.3 A Token-based Approach

A token basedpproach can be used MN to provide its own authorization information.
That is, when the token is authenticated, the authorization data is the token is also au-
thenticated. Thus the authorization data can be used to authorize the request.

The token approach is illustrated as follows.

A token in the context is used as an optimization mechanism that provides fast re-
authentication and re-authorization when the mobile node roams within the same ad-
ministrative domain. An authorization token is a Cryptographic Message Syntax (CMS)
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[40] encapsulated (digitally signed or encrypted) collection of objects. An authorization
token consists of the following field82, 33]:

e AUTH_ENT _ID: The unique identifier of the entity which authorized the session
e SESSION_ID: Unique identifier for this session

e SOURCE_ADDR: Address specification for the session originator

e DEST_ADDR: Address specification for the session destination

e START_TIME: The starting time for the session

e END_TIME: The end time for the session

¢ RESOURCES: The resources which the user is authorized to request

e AUTHENTICATION_DATA: Authentication data of the session authorization
policy element

Authorizing ¥. i. Shared private keys
entity | e ii. Kerberos (a local KDC involved)
.......... iii. Public key based
AUTH SESsION | e (certificate issued by an CA)
v A
AUTH_SESSION
MN > AR

Figure 4.4:An Example Operation of Authorization Token

Figure 4.4 illustrates an example operation of authorization token, which enables
per-session admission control via a session authorization policy ele@&84].

An authorizing entity first issues a MN a session authorization policy element to-
ken, denoted aBUTH_SESSIONauthorizing an access to the resources for a session.
Then the MN inserts thAUTH_SESSIONIlement in the resource reservation message
to an AR. AR thus verifies the authenticity of the request and processes the resource
reservation message based on admission policy. The authenticity can be done by three
approaches:

e Shared symmetric keys: This assumes that th&uthorizing Entityand theAR

shares a symmetric key and with policies detailing which cryptographic Al algo-
rithm to be used for the authentication.
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e Kerberos: It is assumed that a Kerberos Distribution Center (KDC) is present to
support the Kerberos authentication. When receiving a resource reservation re-
guest ARcontacts the local KDC to request credentials forab#horizing entity
The KDC responds with the credentials consisting diciet for the authorizing
entityand a temporary encryption key (also termed agssion key Theticket
is used to access the authorizing entity andgbssion keywhich is now shared
by theAR and theauthorizing entityis used to authenticate the two entities each
other. Thus, the two entities communicate to authenticate the request from MN.

e Public key: In a public key environment, it is assumed that #ughorizing entity
has a key pair private keyand public key The private keyis secured at the
authorizing entitywhereagpublic keyis stored in digital certificates and a trusted
party - Certificate Authority (CA) which issues these digital certificates.

Theauthorizing entityuses its private key to generadf®& THENTICATION_DATA
AR uses the authorizing entity’s public key, which is stored thgital certificate
to verify theAUTHENTICATION_DATAThe certificate can b¥.509 V3 digital
certificatesor Pretty Good Privacy (PGP) digital certificates

Since theAUTHENTICATION_DATAield contains the authentication data of the
AUTH_SESSIONbolicy element and signs all the data in the policy element up to the
AUTHENTICATION_DATAthe verification of the authenticity of the request passes,
the integrity of the policy element can be ensured.

In summary, the token based approach addresses the issues of authentication and
authorization. It is inferred from the design of CASP Client Proto88] fhat a token
can be used for QoS path set up and policy deployment to support DiffServ.

When AR receives th@AUTH_SESSIONoken sent by MN, it first performs au-
thentication. That performing authentication before any other operations may be useful
against DoS attacks. But the Kerberos and public key based approaches for authentica-
tion may introduce DoS themselves since many message exchanges are required.

It does not address mobility management, avoidance of disclosure of confidential
authorization data and use of separated keys.

4.2.4 Service Level Agreement

SLAof a mobile user is a set of agreements between a mobile user and a Internet Service
Provider (ISP). To translat8LAinto device-dependent configuration is done through
policies R7]. A policy may include one or more conditions and actions. Thus, when the
conditions are evaluated to be true, the AR takes actions to enable the access control on
MN’s traffic.

Figure4.5shows an example of a SLA based access management approach.
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MN Access Router Radius Server
|
configure Login / password
Radius Request
Radius Response
_ (containing SLA
Accept / Reject if authentication passes)
v v v

Figure 4.5:An Example of a SLA Based Access Management Approadch [

When a MN arrives in an access network, it obtains an IPv4/IPv6 address using e.g.
stateless configuration mechanism.

The MN needs to give its login name, password and its ISP in the registration request.
Once the information is validated, the router sends a request to an authority (e.g. an
Remote Access Dialing User Service (RADIUS) AAA server) for authentication and
authorization checks. If the AA check is successful, the server responds with the user’s
SLAincluding the authorized traffic, associated bandwidth and authorized time. Then
the router translates the corresponding policies into router rules, allowing the MN to
access its requested services.

This approach supports authentication, authorization, Security Association (SA) es-
tablishment, and DiffServ. However, it has no mechanism to set up a QoS path. This
approach has some potential problems:

e The DoS Attack Threat:

Since the AA check has to be performed at the AAA server on all requests, attack-
ers are able to generate extensive bogus requests to trigger so many such processes
as to degrade the performances of the access network and the AAA server sub-
stantially by depleting the signaling capacity of the path between the AR and the
AAAL and exhausting the computing resource of the AAAL. This represents a
specific DoS threat.

e SLA Confidential Data Exposure:

A premier user (whose permission is e.g. 10 Mbps) may not want to disclose its
identity by exposing the content of his SLA (i.e. 10 Mbps) in a foreign access
network , especially when he requests only a low QoS (e.g. 10 Kbps) to check his
mail.
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Therefore, it is not desirable to disclose unnecessarily the overall service contract
which includes service provisions the MN subscribes in its home network in the
visited network since the contract content is somehow regarded as confidential
information for an MN.

This approach does not address the mobility management. Also it does not address
the requirement of low latency in a registration procedure.

4.2.5 Client Puzzle

Client Server
C commitsitsresources puzzle S does not save data nor
Into solving the puzzle do expensive computation
solution - _
> Sverifies the solution

S may now commit resources
to expensive parts of the authentication

Figure 4.6:An Example Operations of the Client Puzzle Idea

The basic operations of tlilient puzzleapproach is illustrated in Figude6. When
a client sends a request to a server, the server does not save any data nor do expensive
computation. Instead, it sends a cryptographic puzzle to the client. The client has to
commit its resources to solve the puzzle. Only after the server verifies that the solu-
tion from the client is correct, it may now commit its resources keeping state or doing
expensive computatiors].

In one of the proposals of the client puzzle idé§ the difficulty of the puzzle is
controlled by the number of first digits which must be zero in a hash digest:

h(C, N,, N., X) = 000...000Y

The more zeros there are, the more difficult for the client to find the solution. The
denotations refer to Tablke 1

Thus, the puzzle can prevent intensive connection initiations from attackers hence
enhance the DoS-resistance of a server.

However, solving cryptographic puzzles also imposes a computational burden to
any legitimate client and the server as well as requiring additional message exchanges.
It would add non-trivial latency to setting up a connection between client and server.
Therefore, it is not desirable in our application scenario where fast handover support is
a major concern.
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Table 4.1:Denotations in the Example Operations of the Client Puzzle l6fea [

a cryptographic hash function (e.g. MD5 or SHA)
the client identity

the server’s nonce

the client’s nonce

the solution of the puzzle

the puzzle difficulty level

000...000 the k first bits of the hash value must be zero

Y the rest of the hash value may be anything

~ X zZ2zZ20-=
o o

4.2.6 Cookie Usage in Mobile IP

The concept of “cookie” in the context of client-server transactions started from
“Netscape cookie”, which were pieces of information generated by a Web server and
stored in the user’s computer ready for future access. The concept was developed to be
a popular defense against Denial of Service (DoS) attacks due to the fact that verify-
ing a cookie introduced low computational burden to a server. For example, TCP/IP in
Linux uses cookies to defend against $%¢Nattack B]. In [44], a cookiewhich was a
light-weight authenticator was proposed to be presented in each message, and no further
processing was needed on the message unless the verification of the cookie passed.

Attacker| ...
................... I P addres sproofing
1. A BU request -
2. Cookie according to the
source addressin BU
MN < CN

3. Messages including the cookie

»
»

Figure 4.7:The Cookie Concept in Mobile IP

The concept was adapted in Mobile IP design. As shown in Figutevhen a MN
sends a Binding Update (BU) request to a Corresponding Node (CN), the CN does not
keep any state of this binding. It sends a cookie to the source address in the BU. If the
preceding BU request is sent by the owner of the source address, i.e. the MN, it can
continue the communication with CN by including the cookie in messages. Only the
CN is able to verify the cookie so as to prevent DoS from attackers. If an attacker sends
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a BU request spoofing the MN's address, it can not receive the cookie hence it can not
continue the communication.

In the above examples, cookies can be verified only by their generator. In a mobility
scenario, for example MN moves from thé& ARto thenew AR an entity (e.g.new
AR), which is not the cookie generator, should be able to verify a cookie immediately
when receiving a request, without preceding communications or existing information
about the cookie. Therefore, if the cookie idea is used in defending against DoS, some
modifications on the existing solutions are necessitated.

4.2.7 Mobile RSVP

Mobile RSVP (MRSVP) 95] is a protocol which extends RSVP in order to support
mobility. Itis based on the mechanism to reserve resources for a mobile node in advance
before it performs a handover.

For making advance reservations, it is necessary to specify the set of access routers a
mobile node will eventually visit. Each access router has the function of a proxy which
reserves the resources for the mobile node with the proper parameters. The currently
unused reservations are called passive reservations.

When the mobile node arrives at a particular access router, the path becomes active
and the path to the previous one passive, so the data can still be delivered effectively.
The active and passive reservations can be merged by calculating an effective flow spec-
ification. Thus, multiple reservations over long distances through the Internet can be
avoided.

Since the reservations have been established before an MN determines an access
router to perform a handover, this approach supports seamless QoS. However, it reserves
resources unnecessarily at the access routers and paths which will not be used by the
MN.

The protocol replies on the security mechanisms of RSVP. A mobile user must be au-
thenticated before accessing resources of the network. The user authentication is useful
to prevent DoS attacks. However, authentication itself may introduce DoS threat. The
protocol does not address the issue. Also it does not address the issues of authorization
and protection against DoS.

4.2.8 MIPv6+RSVP

A Mobile IPv6 and RSVP integration model was proposed1f].] When the MN
performs a handover, it gets a new CoA and subsequently sends a binding update to the
CN. The CN then sends a PATH message associated with the new flow from CN to MN.
Upon receiving this Path message, the MN replies with a RESV message immediately to
reserve resources for the new flow. For each handover, the MN as a receiver has to wait
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for a new PATH message from the CN, it can only issue a new RESV message to the CN

after getting the PATH message. However, all these RSVP re-negotiations are conducted
end-to-end even though the path change may only affect a few intermediate routers.

Hence, the long handover resource reservation delays and large signaling overheads
caused by this end-to-end RSVP re-negotiation process could lead to notable service
degradation in providing real-time services.

4.2.9 QoS-conditionalized BU

QoS-conditionalized Binding Update (QoSBg] was designed to optimize the QoS-
aware re-registration procedure of an intra-domain handover in HMIPv6-based net-
works. The main point is to piggyback QoS signaling on local binding update message
being sent from MN to MAP.

A QoS hop-by-hop option piggybacked in the binding messages is used for QoS
signaling. A handover takes place only upon the availability of sufficient resources
along the new transmission path.

The MAP where old and new
paths meet checks local
QoS availability and, if

possible, performs handover
from old to new path

Correspondent host

Highest MAP

Intermediate MAP

Station Station

Mobiletminal
Figure 4.8:An Example Operation of the QoS-conditionalized BU Approd9j

As shown in Figuret.8, a QoS hop-by-hop option is carried in the message contain-
ing the BU option to the MAP — this message is called BU+QoS message. Each QoS
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entity between the MN and the MAP (including the MAP) will pass the QoS require-
ment represented by the QoS option to internal QoS mechanisms and check its resource
availability. If resources are available locally, they are reserved and the message will
be forwarded along its route. If resources are not available, negative feedback will be
provided to the MN by means of an extended Binding Acknowledgement (BA+QoS)
message. If a BU+QoS message has reached the switching MAP and passed the local
QoS test as well, the binding update will take place (the binding cache in the MAP is
updated to reflect the new LCoA) and a positive BA+Q0S message is returned to the
MN. Otherwise, no handover is performed and a negative BA+Qo0S message is returned
to the MN. When observing a negative BA+Qo0S message, intermediate QoS entities can
release reservations that could not be granted further upstream.

In summary, the QoSBU approach builds upon the hierarchical mobile IPv6 protocol
and is especially fit for local mobility, where the signaling overhead is reduced. It also
enables the mobile node to flexibly choose among a set of available access points so that
the mobile node can transmit packets through a route which offers satisfying QoS for
IntServ support. However, it does not address how to support DiffServ.

The approach uses an AAA infrastructure for authentication and authorization. But
it does not consider the DoS threat.

Due to the fact that the QoS information is embedded in the IPv6 hop-by-hop ex-
tension header, this approach is not scalable to be used for an end-to-end QoS path
establishment, it can not be used as a generic QoS signaling protocol. These issues were
addressed by the two-layer signaling design in an IETF working group Next Steps in
Signaling (NSIS). The CASP QoS Client Protocol is one typical design in the family.

4.2.10 CASP QoS Client Protocol

The Cross-Application Signaling Protocol (CASP) provides a generic signaling service
by establishing state along the data path from a sender to one receiver for unicast data,
or multiple receivers for multicast dat87]. As shown in Figuret.9, the modular CASP
framework includes a general purpose messaging layer (M-layer) and a number of client
layers for various signaling applications.

A messaging layer (i.e. M-layer) session state consists of a session identifier, a flow
identifier, a previous and next CASP hop, a refresh interval and a branch identifier. The
session identifier is independent from the IP address of the sender and is therefore suited
to identify the message flow from a mobile node even after a change of the care-of ad-
dress due to a handover. The support by the CASP hops for different client layers is
optional. An intermediate node is not required to support the client layers. The M-layer,
referring to NSIS Transport Layer Protocol (NTLP) in the NSIS working group, is com-
bined with a standard transport protocol like TCP or UDP. The different CASP clients
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Figure 4.9:The CASP frameworkd7]

are allocated to the NSIS Signaling Layer Protocol (NSLP) in the two-layer design in
NSIS.

In CASP design, signaling and discovery message delivery are separatesicdute
protocol is used to discover the next suitable CASP node and the required soft-state
refresh interval if the next CASP node is more than one network-layer hop away. It is
only needed in case that no other suitable means of discovering the next CASP node
are available. In environments with high mobility, however, the discovery process with
scout will increase a considerable overall handover latency.

CASP QoS client85] is a client protocol for CASP. It offers per-flow resource al-
location and reservation. A process for resource allocation and reservation may contain
one of the five message typd&3uery, Reserve, Commit, Release and Success

The mobility issue is being discussed in the NSIS working grd@&% 80. In a
mobility environment, the CASP QoS Client Protocol was designed to be able to react
on route changes in a more comfortable way. It only requires the creation of a reservation
along the new path until the merge point (i.e. the crossover router) with the old path is
reached. The scope of a reservation can be restricted to the new part of the path by
generating and deleting the appropriate signaling messages at the affected nodes. The
separation of the Session ID and the Traffic Selector enables the merge point to associate
an existing reservation with the 1D provided by the incoming signaling message.

In the design of CASP QoS Client Protoc®l.Scan be used to set a SA between
MN and AR.

Figure4.10shows a general message exchange of the CASP QoS Client protocol.
From the figure, it is observed that a TLS setup may take 4-6 message exchanges. Ob-
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Figure 4.10:The General Message Exchange of CASP QoS Client Protocol

viously, the process is not able to provide seamless handover support.

Moreover, there is no proposal to address the seamless handover procedure featuring
Authentication and Authorization (AA) checks, IntServ and DiffServ support and pro-
tection against DoS. As one of the drawback in the CASP QoS Client protocol design,
the surplus message exchanges were shown in Fgliée

4.2.11 Moby Dick Project

In the Moby Dick project$2], a QoS Broker (QoSB) is used to take admission control
decisions and configure all access network components according to a set of conditions
given by the administrative entity. The QoS Broker has the information of all nodes (in-
cluding access routers and intermediate routers) and links in the access network. Figure
4.11shows the functionalities of a QoS broker, which include allocating resources all
the nodes involved in IntServ support for a session; enabling admission control in an
access router; and interacting with AAAL for Authentication, Authorization, Account-
ing (AAA) purposes.

In addition to QoS provisioning, Moby Dick can cooperate with Diameter MIPv6.
Therefore, it provides authentication, authorization, and partial optimization in a regis-
tration procedure as discussed on the Diameter MIPv6 protocol. However, MN’s home
AAA server distributes MN’s SLA to the visited network, disclosing the MN’s confi-
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Figure 4.11:Functionalities of a QoS Broker

dential data unnecessarily. Also the AAA signaling for authentication may introduce
DoS attacks.

4.2.12 Fast Handovers

Fast Handovers are required to ensure that the layer 3 (Mobile IP) handover delay is
minimized, thus also minimizing and possibly eliminating the period of service disrup-
tion which normally occurs when a mobile node moves between two ARs. This period
of service disruption usually occurs due to the time required by the mobile node to
update its Home Agent (HA) using Binding Updates after it moves between ARs. Dur-
ing this time period the mobile node cannot resume or continue communications. This
mechanism allows the anticipation of the layer 3 handover such that data traffic can be
redirected to the mobile node’s new location before it moves tidie [

Figure 4.12 illustrates a sequence of the message flows in the Fast Mobile IPv6
Handover protocol. The process consists of four phask2[3]:

e Phase 1: Router Solicitation for Proxy and Proxy Solicitation Advertisement

Either the MN or the old AR (0AR) can initiate the Fast Handover procedure by
using the L2 triggering information.

— If the L2 triggering information is received at MN (Mobile initiated han-
dover), MN sends Router Solicitation for Proxy (RtSolPmessage to oAR
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Figure 4.12:Fast Mobile IPv6 Handover Protocd]]

initiating an L3 handover. oAR will respond withRroxy Router Advertise-
ment (PrRtAdv)message. This message includes the network prefix infor-
mation of the new AR (nAR) which will be used by MN to configure a new
IPv6 address.

— If the L2 triggering information is received at oAR (Network initiated han-
dover), 0AR sends therRtAdvmessage to MN without the solicitation mes-
sage.

Note that thePrRtAdvis essentially a router advertisement message from nAR
which is the handover target. The advertisement carries the information for MN
to form the new IPv6 address.

e Phase 2: Handover Initiate and Handover Acknowledgement

The old AR (termed as “0AR”) needs to negotiate the validity of the new IPv6
address with the new AR (termed as “nAR”) on behalf of MN. 0AR sendsia:
dover Initiate (HI) message, including either the new IPv6 address of the MN
directly or the link-layer address of the MN which nAR can use to compute the
new IPv6 address.
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In the correspondingdandover Acknowledgement (HACK)essage, nAR in-
cludes the result of negotiating the new IPv6 address. In case the new IPv6 address
is not permitted, NAR creates a host-specific entry allowing the use of previous
IPv6 address for the MN on its link until the MN obtains a correct IPv6 address.

After the negotiation, a forwarding path is set up for the packets destined to the
MN'’s previous IPv6 address.

Phase 3: Fast Binding Update and Fast Binding Acknowledgement

To enable the forwarding path, MN needs to senBaat Binding Update (F-
BU) message to 0AR. 0AR is not allowed to use the forwarding path until it is
authorized by MN. After receiving thE-BU, 0AR starts forwarding packets to
NAR and stops forwarding packets to the MN on its old link.

At the time when nAR receives the forwarded packets, MN may have not yet
established connectivity with it. In such a case, nAR needs to buffer the packets
until it is able to forward the packets to MN'’s new IPv6 address.

MN needs to receivBast Binding Update Acknowledgement (F-BA@i§n oAR

to use the new IPv6 address. However, it is possible for MN to lose its connec-
tivity with oAR before receiving thé&-BACK Hence, 0AR should also send the
message to nAR so that nAR can buffer R&BACK or any packet meant for
MN’s previous IPv6 address for packet delivery once the MN establishes a new
connectivity with it.

Phase 4: Fast Neighboring Advertisement and Fast Neighboring Advertise-
ment

In case MN does not receive tkeBACK it does not know whether its new IPv6
address is valid. To ensure the uniqueness of the new IPv6 address, MN sends
NAR aFast Neighboring Advertisement (FNwich includes MN’s old and new

IPv6 addresses. nAR respond&ast Neighboring Advertisement acknowledge-
ment (FNA-ACKand start forwarding the buffered packets and the packets being
forwarding from oAR continuously to MN.

In order to enable the packet being routed directly to MN’s new IPv6 address, the
location management operations (i.e. binding update) is then initiated.

In case MN can receiv@uter advertisemennessage directly from nAR by means

of e.g. channel scanning, MN is able to form a stateless IPv6 address without involving
0AR. To check the uniqueness of the new IPv6 address and enable a forwarding path,
MN can send th&-BU to 0AR without the message exchange in Phase 1. Subsequently,
0AR negotiates validity of MN’s new IPv6 address and establishes the forwarding path
with nAR by taking the operations in Phase 2.
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The simplified sequence of the message flows is shown in F@gaRe In the per-
formance analysis chapter, this model is used.

MN 0AR nAR

L2trigger X Fast Binding Update

A 4

Handover Initiate

\ 4

Handover ACK

A

Forward packets
Discomnect X |, >

Fast Binding Update ACK Fast Binding Update ACK

X <

Connect X Fast Neighbor Advertisement

Fast Neighbor Advertisement ACK + Forward packets
4. .................................... [ ......................................

|
Start the location management operation, i.e. BU

v l \4

Figure 4.13:A Simplified Fast Mobile IPv6 Handover Protocol

A 4

An integration ofFast Mobile IPv6 HandoverandHMIPv6 were proposed as shown
in [9]].

As shown in Figurel.14 the HI_/HACK messages now occur between the MAP and
NAR, checking the validity of the new IPv6 address and establishing a temporary for-
warding tunnel. Therefore, the functionality at new ARFast Mobile IPv6 Handovers
scheme is moved to Mobile Anchor Point (MAP) in the HMIPV6 infrastructure.

The models of MIPv6 and MIPv6+HMIPv6 will be used in the performance analysis
in the corresponding chapter.

In summary, the essences of the Fast Handover Protocol are:

e new IPv6 address: MN obtains a new IPv6 address even when it is connect-
ing with the old AR. Thus MN is able to start sending and receiving IP packets
immediately once establishing a connectivity with the new AR.

o forwarding path: A forwarding path is set up between the old AR and the new
AR. Hence no packet will be lost after MN loses its connectivity with the old AR.
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Figure 4.14:Fast Mobile IPv6 Handover Protocol using HMIP&L]

However, the forwarding mechanism has some issues. For any real-time applica-
tions, if packets are buffered for a longer time than the admissible end-to-end delay,
they can become useles&]. Moreover, there is no QoS guarantee for the forwarded
packets since the QoS signaling is not complete during the forwarding period. Also the
packets are forwarded from nAR to MN without protection before a SA is set up.

Therefore, for the real-time applications which are delay-sensitive, minimizing reg-
istration latency is more important than reducing packet loss. Moreover, in a QoS-aware
handover procedure, the validity of the new IPv6 address does not mean the success of
the handover. The success of the handover also depends on whether the path can meet
the requested Qo0S, whether the requested QoS is authorized to be used by the requester,
whether the requester is authenticated.

4.2.13 Context Transfer

The service context can be transferred from the old AR to the new AR to enable a
quick re-establishment of session states. The transfer of service context is designed to
minimize the impact of host mobilityg[7].

The service context that could utilize a context transfer solution include Authenti-
cation, Authorization, Accounting (AAA), QoS and header compression information.
Therefore, CT can be used to re-established session states efficiently in the intra-domain
handover scenarios. The detailed protocol operations are documen®agl in [

Context Transfeprotocol was proposed to integrate with #est Handoveprotocol
in [51, 52].

The sequence includes phases as shown in Figafe
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Figure 4.15:Context Transfers with Handover Signalirigfl]

1. After forming a new IPv6 address, MN sends-8U message to 0AR, indicating
its desire for context transfer.

2. 0AR sends &l message to nAR, including ttf@mooth Handover Reply (SHREP)
option which is used in an “unsolicited” fashioW{SHREB. The message also
includes all the relevant feature contexts and the authentication option.

3. When associating with nAR, MN send$aooth Handover Initiate (SHINDes-
sage. nAR first verifies the authentication data presented S8l message
based on the authentication option from oAR. When the authentication passes,
NAR activates the transferred context.

4. nAR may include &HREP-ACKoption in theHACK message being sent to oAR.

This model will also be used in the performance analysis in Ch&pter

However, for a end-to-end IntServ QoS support, transferring context at the last hop
router may be insufficient to completely re-initialize the mobile host’s QoS treatment,
since some number of additional routers in the path between the mobile host and corre-
sponding node may also need to be involved.

In case that the MN upgrades its QoS request during a handover, the authorization
data transferred from 0AR to nAR may not be useful to authorize the new QoS request
by the nAR.

The integration of “Fast Handovers” and “Context Transfers” aims to achieve seam-
less handover procedure consisting of the IP connectivity establishment phase and reg-
istration phaseJ2]. The proposal can provide authentication and authorization. Trans-
ferred context can be used to set up a SA between MN and the new AR. However, the
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new SA is identical with the old SA between MN and the old AR. If the old SA is
weaken, vulnerability is introduced into the new SA.

Regarding QoS provisioning, DiffServ can be supported by transferring network
features from the old AR to the new AR. However, IntServ support can not be provided.

As stated in $7], DoS attacks may be launched from MNs towards the ARs by
requesting multiple context transfers and then disappearing. And a bogus AR may flood
MNs with packets, attempting DoS attacks, and issue bogus context transfer requests
to surrounding routers. Therefore, the risk of DoS attacks exists in “Context Transfer
Protocol”.

4.3 Summary

How related work can meet the requirements identified in Se@ibrs summarized in
Table4.2

In a QoS-aware handover procedure, the condition for a validity of a MN’s IPv6
address is different from the handover procedure featuring only mobility. As discussed
in Section4.2.12 the MN’s new IPv6 address is valid if the AR performs Duplicate
Address Detection (DAD) check successfully or the AR proves the uniqueness of the
address. Once the address is validated, the MN is able to send and receive packets using
the new address. The operation of binding update does not impact the success of a
handover procedure.

Success of A QoS-aware Handover Procedure

Access to the new AR can be granted

/ N

The QoS requester The requested QoS The requested QoS
is authenticated is authorized is satisfied on the path

Figure 4.16:Factors Determining The Success of a Handover Procedure

In contrast, if a QoS-aware handover procedure occurred in a HMIPv6 based access
network, the success of a QoS-aware handover procedure can not be claimed when the
addresses (i.e. Local Care-of Address (LCoA) and Global Care-of Address (GCoA))
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are validated by the AR and the MAP respectively. as shown in Figl@ besides de-
pending on the validity of the new IPv6 addresses, the success of the handover depends
on whethemwhether the access of a QoS path can granted to the Wihich further
depends on three factors:

1. whether the QoS requested is authenticated
2. whether the requested is authorized

3. whether the requested QoS can be satisfied on the path

Therefore, th&=MIPv6 andCT schemes are unable to provide the same efficiency
in a QoS-aware handover procedure as in a normal handover procedure featuring only
mobility.

Based on the discussion on the design space and the related work, the main design
outline is concluded as the following:

e two step authentication a weak authentication is used as the first step in order to
protect an access network against DoS attacks and also provide the authentication
service; An AAA protocol provides the second step of authentication, as well as
authorization.

¢ Tight coupling: the mobility management signaling and QoS signaling can be
integrated in one process. Moreover, negotiation for an IPSec Security Associa-
tion (SA) establishment can be integrated in a registration request.

e Processing in parallel the integrated mobility management and QoS process can
happen in parallel with the AAA process.

73



CHAPTER 4. DESIGN SPACE AND RELATED WORK

74



Chapter 5

Protocol Design and Specification

The design space and related work were discussed in the last chapter. The design out-
line was also concluded. Based on the conclusion, the details of protocol design and
specification for a secure and efficient QoS-aware mobility support in IP-based network
will be described in this chapter.

Since mobility design is not the focus within the thesis, the network architecture of
Hierarchical Mobile IPv6 (HMIPV6) is used to realize the design ideas. Generally, the
design includes the following items:

e Enhanced advertisements. The MAP entity in the Hierarchical Mobile IPv6
(HMIPv6) infrastructure advertises its network information and its resource in-
formation (e.g. its available bandwidth) periodically at a rate/,Qf,; ARs also
advertise their network information and the resource information of the path (e.g.
the aggregate bandwidth value) at a ratefgf Therefore, in addition to the
information of an IPv6 advertisement defined @], the advertisements a Mo-
bile Node (MN) receives also inclugen MAP optiorwhich contains the MAP’s
information andhe resource informatiowhich can be provided by the path. Op-
tionally, they also include the address of the “next CASP ndde"which a MN
sends its registration request.

e Handover criteria. An MN has a mobility mode of “eager” or “lazy” based on
the fact whether its request of the desired bandwidth has been satisfied by the
current path. Its mobility mode is “eager” when its request has been satisfied. In
such a case, a MN always prefers to move to a new AR which can satify its desired
bandwidth request better. An MN selects a most suited handover target based on
the advertised resource information from ARSs.

e Two-step authentication.In case of Intra Domain Handover (Intra Domain HO),

lit means the Cross Application Signaling Protocol (CASP)-enabled the entity in the access network
having the short distance to the mobile nodes. AR is assumed to be the “next CASP node” in the thesis.

75



CHAPTER 5. PROTOCOL DESIGN AND SPECIFICATION

when receiving a re-registration request, an AR performs a preliminary check of

the authenticity of the request as the first-step authentication before performing
any further operations on it. If the first-step is successful, the second-step authen-
tication will be performed while other operations are being carried out.

e Optimization of signaling processes.In case of Intra Domain Handover (Intra
Domain HO), the QoS signaling and mobility signaling processes are integrated in
one operation. This integrated signaling process (i.e. QoS+BU process) happens
in parallel of the security signaling process (i.e. authorization and the second-step
authentication).

e User data protection by a temporary SA.In case of Intra Domain Handover (In-
tra Domain HO), the MN and its associated AR communicates with the protection
of a temporary Security Association (SA) if the security signaling process has not
been completed when the QoS+BU process is finished.

This chapter is structured as the following: an overview of the network structure
and the protocols is given Sectiéril, the design details of the above mentioned items
are given in Sectiob.2, the protocol operation in case of Intra Domain Handover (Intra
Domain HO) which includes all design items is discussed Seéti@rhe corresponding
specification of the protocol is illustrated in Sectiod; a summary is given iB.5.

5.1 System Overview

Figure5.1 shows an overview of the network architecture. It is a joint architecture of
HMIPv6 and AAA components. A Mobile Node (MN) may move from one access net-
work to another (i.e. inter-domain handover), or within one access network (i.e. intra-
domain handover) while keeping a session alive with the Corresponding Node (CN).
During a handover, MN’s home domain may get involved in security checks and mobil-
ity management. The system architecture consists of the following entities:

e in an access network

— Gateway (GW): The gateway is a network node that connects one access
network to the Internet. It is also connected with a Mobile Anchor Point
(MAP) and the local security authority (i.e. Local AAA Server (AAAL)). In
each access network, there is one MAP and one AAAL.

— Mobile Anchor Point (MAP): In Hierarchical Mobile IP, the MAP re-
ceives all packets on behalf of MNs it is serving and encapsulates and for-
wards them directly to the MN'’s current address (i.e. Local Care-of Ad-
dress (LCoA)).
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Figure 5.1:An Overview of the Network Architecture

— Intermediate Router (IR): Intermediate routers are located between AR
and MAP. In a QoS-aware handover procedure, they reserve resources for
specific sessions of a MN.

— Access Router (AR):The access router is the “last hop” for a MN to be
connected with an access network via a wireless channel. It broadcasts ad-
vertisements to the mobile users in the radio cells covered Byritcase of
intra-domain handovers, when receiving registration requests from mobile
users, it performs an authentication check first; when the check passes, it
performs operations on the requests. Policies for the DiffServ support are
enforced at ARs. Also the wireless channel between ARs and MN should be
protected in a proper way.

— Local AAA Server (AAAL): AAAL is the local security authority respon-
sible for authentication and authorization checks in the intra-domain cases.
It stores the authentication information (e.g. session keys) and the authoriza-
tion information.

— Mobile Node (MN): The mobile node is an IP host with possibly multiple
interfaces of different wireless technologies suci®@s11a/b for wireless
LAN access, W-CDMA (the physical layer of UMTS) for cellular access.

e in the home network,

2It is assumed that a cellular network in which different radio cells will generally be addressed in
different IP subnetworks, each one under the control of one access router.
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— Home AAA Server (AAAH): A MN’'s AAAH is MN’s home authority
which is able to authenticate the MN. It knows the MN'’s specific autho-
rization data in a user profile. It also enables MN to obtain a session key
to be used for the sessions in the access network based on the long term
security relationship with the MN.

— Home Agent (HA): The MN’s home agent is responsible for intercept-
ing packets destined to the mobile node’s home address, and encapsulating
and tunneling them to the mobile node’s registered Care-of Address (CoA).
In the Hierarchical Mobile IPv6 (HMIPv6) architecture, MN registers its
Global Care-of Address (GCoA) to its home agent, which is a globally ad-
dressable IPv6 address of the MAP.

5.1.1 Involved Protocols

The scope of the involved protocols within the thesis is Intra Domain Handover (Intra
Domain HO). In the power-up cases and the Inter Domain Handover (Inter Domain HO)
cases, the registration procedure is assumed to be handled by an appropriate protocol.
The Next Steps in Signaling (NSIS) working group of the Internet Engineering Task
Force (IETF) is working on the issue of QoS signaling in a generic mobility scenario
[30]. To cooperate with the protocols for the Intra Domain Handover (Intra Domain
HO) proposed in the thesis, any solutions for the Inter Domain Handover (Inter Domain
HO) cases are required to issue a cookie and distribute a set of parameters for a IPSec
Security Association (SA) establishment.

The protocol overview of the Intra Domain Handover (Intra Domain HO) cases is
shown in Figures.2

¢ In the infrastructure of AAA protocols, ARs act as the “attendants”. The commu-
nications between an attendant and AAAL, AAAL and AAAH are realized with
the Diameter protocol.

e The CASP Mobility Client protocol is used for QoS signaling. Also the QoS sig-
naling is integrated with the HMIPv6 operations as a combined QoS and mobility
process.

e AnIPSec SAis used to protect user data over the wireless channel. The IPSec SAs
between any pair of MAP, AAAL and ARs are assumed to be pre-established. The
trust relationships between AAAL and AAAH, between MN and AAAH are also
assumed to pre-exist. The trust relationship refers to FigLge
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Figure 5.3:Trust Relationships in Intra-Domain Handover Cases

5.1.2 Services Provided by the Protocols

The protocols offer the following services to a Mobile Node (MN):

e QoS:

— Announcement of available resources which can be provided by a certain
path via enhanced advertisements;

— Resource reservation upon QoS requests along a path;
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— Updating session states upon upgraded QoS requests on the existing ses-
sions;

— DiffServ support by deploying policies;
e Mobility:

— Registration and re-registration;
— De-registration in the access network;

— Support of the “break-before-make” and “make-before-break” handover
modes;

e Security

— Authentication and re-authentication;
— Authorization and re-authorization;
— User data protection with IPSec security associations;

— Signaling protection.

5.1.3 An Overview of A Re-registration Procedure

Since the thesis focuses on re-registration procedures, the remainder of the chapter
mainly discusses the design and specifications of the intra-domain handover cases.

An overview of the protocol operations of re-registration procedures in intra-domain
handovers is given in Figuie4. After receiving enhanced advertisements and deciding
to make an handover, MN sends a re-registration request to its “target” AR. The AR first
performs an cookie verification as the first step authentication in an two-step authenti-
cation approach. If the check is successful, it starts the BU+QoS and re-authorization
procedure in parallel. Since the processes go in parallel, it is possible that the the result
of QoS+BU process arrives earlier than that of the re-authorization process. In such a
case, it is necessary to set up a temporary IPSec SA to protect the user data. From the
sending of the re-registration request message and the receipt of the re-registration an-
swer message, CASP mobility protocol is used for the signaling. In the re-authorization
process, a specific policy for DiffServ support and the session key for the request need to
be transmitted from AAAL to AR. With such information, AR is able to enable DiffServ
support and perform the second-step authentication.

5.2 Design Details

In this section the key design items will be described according to the message flow
shown in Figures.4:
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Figure 5.4:An Overview of the Re-registration Procedure and Key Design Items

I. Enhance advertisements and handover decision criteria (S&cadi

Il. a two-step authentication approach with a cookie verification as the first step;
(Section5.2.2);

[ll. Temporary security association for the user data protection (SebtihB);
IV. CASP Mobility Client Protocol (Sectiob.2.4);

V. QoS-aware re-authorization (Sectibr2.5.

5.2.1 Enhanced Advertisements and Handover Decision Criteria

Presently, the ICMP advertisements definedod pnly include the topology informa-
tion of the access network. A mobile node can construct a new Care-of-Address (CoA)
based on the advertised prefix information. Before performing a handover, a mobile
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node may receive multiple advertisements from different access routers. The mobile
node may select a handover target randomly and send a (re-)registration request. If the
path can not satisfy its QoS request, it has to try with another one. It may introduce
unnecessary delay to the (re-)registration procedure.

In order to assist mobile nodes to select the most suited access router (i.e. which can
satisfy the MN's Desired Bandwidth (DBW)) as the first try, aggregate QoS information
of a path is introduced in advertisements. When a mobile node receives such advertise-
ments from different ARs, it is able to select the most suited AR as the handover target
upon a handover decision criteria, in which the aggregate QoS information is taken into
account.

Advertisement Propagation

MAP is responsible for being discovered by mobile nodes. Therefore, it advertises its
presence downstream in the access network with a “MAP opti6d. [Additionally,

the MAP puts its available QoS value in the advertisement. If it is a CASP node, MAP
will also add its own IPv6 address in the “next CASP node” field.

Every Intermediate Router (IR) or Access Router (AR) is able to receive and propa-
gate advertisement messages from its upstream nodes in the access network. As shown
in Figure5.5, a node in leveh + 1 sends an advertisement to the nodes in leyeh-
cluding e.qg. its prefix information, the bandwidth value it can provide. A node in level
n extracts the useful information from the advertisements being receiving from the node
in leveln 4+ 1, and composes its own advertisement containing

o the prefix information of the upper router and itself;

e the aggregate QoS value the path can provide; (it fill in the QoS value it can
provide in the QoS parameter field if the value is smaller than that in the received
advertisement from the upper node;

e its own IPv6 address as the address of the “next CASP node” if it is CASP-
enabled.

Advertisement Message Format

The message format of an enhanced ICMPV6 router advertisement message is shown in
Figure5.6. The details of IPv6 header and ICMPV6 router advertisement are described
in [22] and [64]. The fields of the enhanced features include the IPv6 address of the next
CASP node and the Aggregate Available Bandwidth (AABW) informatiboij.

Next CASP node Option:
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Level n+1 O
/ \
Level n O O
/ \4 >/ \4 Direction of the
Level n-1 O O O O advertisement

/ \ / \ / \ z \4 v propagation
v v oo

e
VAN ANEVANAN

L

Figure 5.5:Advertisement’s Propagation

Type To be Determined (TBD)

Length 8-bit unsigned integer. The length of the option (in-
cluding the type and length fields) in units of 8 octets.
The value is 3.

Reserved This field is unused.

Valid lifetime This value indicates the validity duration of the an-
nounced CASP node.

CASP node addr The IPv6 address of “the next CASP node”. This ad-
dress is used as the destination address for the CASP
messages which are sent by the mobile node to re-
serve bandwidth in the access network.

Bandwidth and Price Information Option:
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Figure 5.6:Message Format of An Enhanced Advertisement
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Type To be Determined (TBD)

Length 8-bit unsigned integer. The length of the option (in-
cluding the type and length fields) in units of 8 octets.
The value is 1.

Flg A 2-bit flag to indicate the presence of the available
bandwidth and the price reference label. 11 means the
advertisement contains available bandwidth and price
reference label information; 10 means only available
bandwidth and no price reference label; 01 means
only price reference label and no available bandwidth
information.

bandwidth field 16-bit unsigned integer represents the Aggregate
Available Bandwidth (AABW) for each mobile node

at the router.
The default “next CASP node” is an AR in the thesis. Another application of the

area of the “next CASP node” is to carry the address of the bandwidth broker in the
access network.

Handover Decision Criteria

In a related work 8] of a QoS-enabled mobility concept based on HMIPv6 , the han-
dover decision was made by a MN based on a “context field” as shown in Fagtire

The value of the “context field” is calculated when the MN receives an advertisement
from an access router. The flags are arranged in an order (depending on the policy) such
that the router with the largest value in the context field is regarded as the target AR for
a handover.

This criteria is not suitable when the enhanced advertisement scheme is deployed
since the aggregate available bandwidth information is not considered in the handover
decision. To take the aggregate available bandwidth information into account for the
handover decision, the Aggregate Available Bandwidth (AABW) information is de-
signed to follow the “has MAP-Option”. Therefore, MN’s handover decision criteria
in an environment where the enhanced advertisement scheme is deployed is shown in
Figure5.8.

The reasons for the determined position for the new field are given in the following:

e Ifthe AR is located in MN’s home link, the “home link” field is assigneditoAs
MN stays in its home domain, no QoS-aware mobility is necessary. Therefore,
the “home link” field should have higher priority than the “AABW” filed.

¢ In any HMIPv6 architecture, ARs advertise the availability of a MAP. Therefore,
the “has MAP option” field must has the value of This field should also have
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( router_propose() ] AR properties for
Context-field

parse head_AR and set "Context—field":

is valid
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home link
has MAP-Optionw
. <”:::: MAP specific
is current MAP "I properties
| MAP confirmed “[
—T is current Router
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Figure 5.7:Handover Decision Criteria in a Related Wof/]

home link

has MAP option

16-bit AABW

iscurrent MAP

HEEEEN HENEENEEEN

Figure 5.8:Handover Decision Criteria When Enhanced Advertisements Are Present

higher priority.

¢ A MN may receive multiple “MAP option”s which present different MAPs. Since
one access network has only one MAP, MN thus may receive advertisements from
different access networks. Even though the focus of the thesis lies in the intra-
domain handover cases, Itis possible for MN to make a handover to another access
network if it can provide better QoS. Therefore, the “is the current MAP” is less
important than the “AABW?” field. Therefore, the “AABW"” field is positioned
between “MAP option” and “is current MAP”.

The criteria, however, has a potential problem: as shown in Fig@rét is assumed
that both paths can provide e.g. 20 Kbps as the aggregate available bandwidth value. If
MN associates with AR1 requesting 5 Kbps successfully, the next advertisement from
AR1 will indicate 15 Kbps while AR2 advertises also 20 Kbps. Based on the new
criteria, MN moves to AR2 which can provide higher AABW value. As the result, AR2
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Problem Statement:

1. MN associates with AR1: MAP
AR1: aabw=15, rbw=5; / \
AR2: aabw=20, rbw=0;
2. MN associates with AR2: AR1 AR2
AR1: aabw=0, rbw=20; * \ / *
AR2: aabw=15, rbw=>5 \ Vs
3. MN associates with AR1: N - - s
AR1: aabw=15, rbw=5;
AR2: aabw=20, rbw=0;
...... EE— advertisement

MN |~

rbw: reserved bandwidth »Ping Pong*“ handover
aabw: aggregate available bandwidth Between AR1 and AR2

Figure 5.9:The Problem of the Oscillating Handover

advertises 15 Kbps and ARL1 is able to provide 20 Kbps. Then MN should move back to
AR1. Consequently, MN oscillates between the two ARs.

To solve the problem, two handover mode are defilady andeager. If MN’s
DBW is satisfied, MN is “lazy” to move and stays with the current AR even though
another AR can provide more bandwidth. If MN’s DBW is not satisfied, MN becomes
“eager”. When MN receives an enhanced advertisement, it computes a context-field
value. If the new AR can provide MN more than the MN’s current reserved bandwidth,
it moves to the new AR; otherwise, it stays with the current AR. The state machine is
shown in Figures.10

rbw < dbw

(e e

rbw = dbw

rbw = dbw

rbw < dbw

rbw: reserved bandwidth
dbw: desired bandwidth

Figure 5.10:The State Machine of MN’s Handover Mode
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5.2.2 Two-step Authentication

In the two-step authentication scheme proposed in the thesis, a cookie verification serves
the first step authentication. In this subsection, the cookie mechanism is isolated from
the integrated process and described in details.

The Data Structure of a cookie

Figure5.11shows the data fields of a cookie. The purpose of each field may be listed
as follows:

MN_ID# | Gen ID# | Creation T | Random_Nr] Hash Code I

Figure 5.11:Cookie Data Fields

e MN_ID: is the MN’s unique identifier. This can be a local unique identifier the
MN gets after its first registration.

e Gen_ID identifies the cookie generator which is always an AR. It can be the AR’s
IP address or another unique identifier acceptable in the access network.

e Creation_T is the timestamp marking when the cookie was generated. It is used
to limit the cookie’s period of validity.

e Random_Nris used to distinguish two cookies which are generated at the same
time.

e CookieHash The hash code is a message digest of the cookie information and
a cookie key. The hash function can be of eithdAC-MD5 or HMAC-SHA1
HMAC-SHAIis selected in the thesis. The cookie key could be distributed from
the MAP to each AR and updated by the MAP periodically. For example a new
cookie key is distributed by the MAP every hour or day.

In brief, a cookie is defined according to the following formula:

Cookielnfo = (MN_ID, Gen_ID,Creation_ T, Random_Nr)
CookieHash = HMAC (Cookz'eKey, Cookz'elnfo)
Cookie = (Cookielnfo, C’ookieHash)
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Mechanism Description

e First cookie generation

When a mobile user enters an access network (e.g. it performs a global move-
ment or powers up), the authentication on its first QoS request must involve a
trusted network entity (e.g. in the mobile user's home network) because the user
is unknown to the access network at the moment.

AAAH Sh— AAAL MAP

Cookie is generated by AR2
Cookieis encrypted with the session key

Figure 5.12:First Cookie Generation

As shown in Figures.12 when an AR receives a QoS request from an MN, it
first sends a message to the AAAL server for security check. Since the MN is
unknown in the access network, AAAL sends sends message to the MN's AAAH
for the authenticaiton check§]. After the authentication is done successfully

at AAAH, the access network knows that the user is credible, AAAL caches the
MN'’s authorization information and the session key which is generated by the
AAAH. MAP, AR2 (taken to be the associated AR in the example shown in Figure
5.12 can also learn the session key. MN derives the session key based on its long
trust relationship with its home domain.

AR2 generates a cookie, encrypts the cookie with the session key, inserts the
encrypted cookie in the BU acknowledgement (BU ACK) message which is gen-
erated by MAP and destined to MN. Thus MN gets its first cookie from the access
network.

e Cookie verification

In a local movement, as shown in Figlsd.3 MN presents the cookie to a neigh-
boring AR server (i.e. AR3). Because there is no security association between
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AAAL

755

@

Cookieis generated by AR2
Cookieistransmitted to AR3 in plain text

Figure 5.13:AR3 Verifies the Cookie Presented in Plaintext from the MN

MN and AR3 so far, the cookie is transmitted in plaintext. When receiving the
cookie, AR3 first verifies that the cookie is valid with the following checks:

— check the timestamp in the cookie to verify the cookie is not expired;

— check the identity of the cookie generator to verify the cookie is created by
an AR on itstrusted list?;

— verify that the cookie is not on thaotified cookie list;

— if the above checks pass, AR3 computes a key-hashed digest of the cookie
information by using a cookie key, and compares the computation result with
the hash digest contained in the cookie. If the two hash digests match, the
cookie check verification is completed successfully.

After verifying a cookie successfully, AR3 informs AR2 who originally generated
the cookie that the cookie has been presented to it. AR2 then notifies all other
ARs on itstrusting list® to invalidate the cookie, preventing these ARs to accept

it again; indeed, an attacker could intercept the cookie from the open wireless
interface and replay it to cheat these ARs for access. The threat will be discussed
in Section6.2

After the expiration of a cookie’s lifetime, all ARs can delete it from the notified
cookie list.

3An AR’s trusted list contains the ARs by which cookies are generated and can be accepted by the
AR.

“notified cookie list contains all the cookies which are informed by other ARs about the use of the
cookies.

5An AR’s trusting list contains the ARs which are destined to accept the cookies generated by the AR
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In case the cookie verification fails, AR3 will drop the registration request silently

in order not to devote further resources to this possibly bogus request. If after a
certain amount of time the MN has not received any registration answer from the
AR, it has to initiate an authentication and authorization process involving AAAL
and AAAH as in an inter-domain handover or power-up case, because the old
cookie has been transmitted in plaintext and can not be used any longer. Thus the
MN can not get the benefit of the optimized handover process.

Even though a verification failure could occur, e.g. due to cookie key updating

or interferences from an attacker, the cookie-based preliminary check allows to
prevent DoS attacks to the access network without having a major impact on MN’s
normal operations (i.e. continuous moving without interrupting the service use),
as it is reasonable to assume that an MN does not experience these cases very
often during its normal operations.

e New cookie granting

When the cookie verification is completed successfully, the BU+QoS and re-
authorization processes start. The two processes can proceed in series or in paral-
lel. If the two processes are successful, the AR3 can perform the second authen-
tication of the re-registration request when it gets the session key from AAAL.
When this check passes, the AR3 generates a new cookie, encrypts it with the
session key and inserts it in the BU ACK message as shown in Figlie The

new cookie is used for its next registration and the old cookie is no longer valid in
the access network.

AAAL M

“TTd S5

ﬂ {} Cookieis generated by AR3;
@ Cookieis encrypted with the session key

Figure 5.14:MN Gets a New Cookie after the Procedure of a Registration
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Discussions

There are three main points in the design of this cookie mechanism: the “area of valid-
ity”, the notification of a used cookie, and the presentation of a cookie in plain text.

e Area of Validity:

The “area of validity” (AOV) is a group of ARs at which a cookie is valid. In
other words, the "area of validity" correspondghe trusting list of the cookie
generator.

When a cookie is presented in plain text to AR3 (see Fi§ut8), if AR3 were not

to notify other ARs about the use of the cookie, the cookie could be intercepted
by an attacker on air and replayed to other ARs. Consequently, the attacker could
gain access at these ARs so as to play DoS attacks on the corresponding paths as
shown in Figureb.15 On the other hand, if each AR were to notify the rest of the
access network when receiving a cookie, the propagation of notification messages
would generate substantial traffic in the access network.

@) Gr) Grd GrRY @R @R (r) @R®
CI\I]@{}A ..... g

Attackers
D ARwithrisk of replay attacks

O AR freefromrisk of replay attacks

- Pgth with risk of DoS attacks

Figure 5.15:Threat of Replayed Cookie without LimitesDV and Notification

Therefore, a limited drea of validity” for each cookie is introduced, the nodes

in this area being the only ones that can accept the cookie. For example, each
AR could have its adjacent ARs only on itsisting list andtrusted list. AR2

would put AR1, AR3 and itself on itgusting list to form the “area of validity”,
meaning that the cookies generated by AR2 are only accepted by AR1, AR2 and
AR3, while being rejected by other ARs (see Figiré6. Necessarily, both

AR1 and AR3 have AR2 on their owtnusted list and they can accept cookies
generated by AR2.
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area of validity
of AR2's cookies
= AR2'strusting list

--------------------
..
.
.
C“
.

AAAL MAP

Attackers

(D ARwithrisk of replay attacks

O AR free fromrisk of replay attacks
— Path with risk of DoS attacks

Figure 5.16:Threat of Replayed Cookies with Limite&DV and without Notification

e Notification of used cookies:

As shown in Figures.17, after verifying the cookie, AR3 notifies immediately
AR2 about the cookie use and then AR2 notifies AR1, who is the remaining AR
on AR2’s trusting list, not to accept the cookie. All ARs are then free from
replay attacks, provided that the notification messages propagate faster than the
time needed for an attacker to intercept a cookie and replay it.

area of validity
of AR2's cookies
=AR2'strusting list

AAAL MAP

Attackers

notifi:ca't'.ion
C D AR freefrom risk of replay attacks
—— Path freefrom risk of DoS attacks

Figure 5.17:Replay Protection with Limited "AOV" and Cookie Notification

e Presenting a cookie in plain text:

Mobile nodes always send cookies in plain text to access routers, as in the case
of a handover, since the MN does not yet share a session key with the new access
router at the time it sends the cookie. Although the cookie might be intercepted by
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an attacker when being presented in plain text, the risk of DoS attacks is reduced
sufficiently with the mechanisms described above. The reason for this is, that
the cookie mechanism reduces the overall number of "credible looking" handover
requests, as every cookie can only be presented once.

Summary

In summary, the cookie-based mechanism has the following characterastics:

e Cookies are always generated by an AR. A cookie can be verified by either its
generator or other ARs which are destined to accept it.

e A cookie is transmitted encrypted from its generator to the MN and in plain text
from the MN to an AR.

e A cookie is used only once since the cookie may be intercepted by an attacker
during its transmission on air in plain text.

e The cookie key, which is used for generating and verifying a cookie at ARs, is
updated periodically by MAP.

e Each AR maintains two listsa trusted list anda trusting list. The AR only ac-
cepts the cookies generated by the ARs ortiiigted list. The cookies generated
by an AR can only be accepted by those on the AR’s trusting list.

e After accepting the cookie, an AR makes other ARs which can accept the cookie
(ARs on the cookie generator’s trusting list) know about the use of the cookie by
propagating notification messages, in order to prevent further attempts to use the
cookie.

e Expired cookies are removed from the notified cookies lists.

e A MN can request the cookie generator to grant a new cookie when its cookie is
going to expire.

The performance of the cookie mechanism will be evaluated mathematically in
Chapters and?7.

5.2.3 Establishment of a Temporary IPSec SA for User Data Pro-
tection

The operations to establish a temporary IPSec Security Association (SA) in case that the
re-authorization process is slower than the BU+QoS process is described. The illustra-
tion also involves operations of the cookie mechanism.
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Generally the data exchanged between a MN and a new AR over the wireless channel
are protected with two kinds of security associations:

o Definitive SA: A session keyK )y ar used for a definitive SA after a (re-
)registration procedure;

e Temporary SA: A session key 'K, n 4r used for a temporary SA to protect user
data before the definitive SA is set up.

The session ke /v, 4 is distributed to MN by the new AR under the protection of
a session key ,n an, Which is generated by MN’s home domain and distributed to the
access network under the protection of the long term trust relation ship between AAAH
and AAAL. MN can derive the key,n an due to the long term trust relationship with
its home domain. The ke¥y/nv an IS used between the mobile node and the Access
Network (AN) for authentication and key management purposes.

The hash code oK'y, 4r (denoted as? K,y ar) serves the ke’ Ky n ar,

TKynar = HKyN AR

MN performs a hash function on the kéy,/y ar t0 have the keyI'K/n ar.
TKyn.ar is communicated between MN and the new AR with the help of a tempo-
rary key distribution keyl'mpKeyDistKeyan, that is distributed by AAAL to each
AR in the access network.

Figure6.1 summarizes the trust model and the keys used in the different SAs in the
mechanism.

Mechanism Description

The operations to establish the temporary security association in the proposed intra-
domain handovers is shown in Figusel9 This message exchanges happen when re-
authorization process goes slower than the QoS+BU process.

1. Registration Answer: In the registration answer message in a successful inter-
domain handover case or a power-up case, the following information is transmit-
ted to MN:

T]l\/[N7 E(KMN,AN> (KMN,ARia cook‘iel, E(TmpKeyDistKeyAN, H(KMNARZ'))))

To produce the content, AR1 first generateg y ar, andcookie;. Then it com-
putes the hash code &f,,y 4z, and encrypts it withE(T'mpKeyDistKeyan-.
The encrypted product, along with'y,y 4z, and cookie;, is encrypted with
Kyn.an. Finally the result and a nonee,,, are sent to MN.H(X') denotes
the computation of a one-way hash function over valugZXk', X') denotes en-
cryption of X with key K.
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Access Network

AR; |[€—>
w
S N
Ko N

<4+—> Static Trust Relationship

<+ - > Dynamic Trust Relationship

Figure 5.18:Trust Model and the Keys Used in the Different SAs

After verifying the nonce'},,, MN can obtain the
KN ar;, cookiey, E(TmpKeyDistKeyan, H( Ky ar,))

The key

KN, AR
is used to protect the user data between the MN and the old access router AR1.
A temporary session key

H(KynN ari)

will be used in an intra-domain handover procedub&.K y/n ar,) iS encrypted
with TmpK ey Dist K ey 4y Which is unknown to MN.

Furthermore, a cookie

cookieq

will be used for a preliminary authentication check during the next intra-domain
handover.
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MN AR, AR, AAAL

1. r'uns E(Kunans (K arir Cookie,,
E(TmpKeyDistKey ay, H(Kun,ari))))

2. Enhanced Advertisement, rpp,, _——
/ -

3. 'pp,., COOKie;, E(TmpKeyDistKeyuy, H(Kwn,ar))r P
SA_ID;, SA_ID,, Sig(Kwn,an Msg;)

 > 4. Request for reauthorization
and session key Ky ay

5. Py SA_ID;, [SA parameters], Sig(H(Kuy ), Ms3,) Temporary SA
established
N 6. Response for reauthorization

7. Py +1, SA_ID,, E(Kun ans (Kun s, COOKiE,, with session key Ky,

i+1!

E(TmpKeyDistKeyay, H(Kwn,ar,,,))))r rZARH.ll Sig(Kyn,an: Msgs)

i+1

N % Data packets between MN

Definite SA and AR, are protected with
established the temporary SA

8. ar,;+1, Sig(Kunag,,,» MSG3)

 ;

Figure 5.19:Message Exchanges of SA Establishment When Re-authorization is Slow

2. Enhanced Advertisements:When MN loses its current link, or its mobility mode
is “eager”, MN needs to make a handover decision upon received enhanced ad-
vertisements. The advertisements also contain a random number

1
TARZ'+1’
which is used as the challenge in a challenge response mechanism.

3. Re-registration Request: When having decided to perform a handover to the
new access routet R;,,, the mobile node sends a registration request message
which includes

TzlﬁlRm ,cookiey, E(TmpKeyDistKeyan, H( Ky, ar;)),
73 ny SA_IDy, SA_IDy, Sig(Kyn an, Msgy)
The random number

1
TAR; 14
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is obtained from the new access router’s advertisement,
E(TmpKeyDistKeyan, H(Kyn ari))

from the registration answer message from Step 1, a nonce and two Security Pa-
rameters Index (SPI)s

725y SA_IDy, andSA_ID,

are generated by itselfA_I D, andSA_I D, are used to indicate themporary
IPSec SA and thdefinitive one respectively in the direction from MN R, . ;.

A HMAC —SHA1 hash code is computed with the session kgyx 4 over the

the above information and the QoS and BU information as a signature. This sig-
nature will be used for the second authentication whAéi}, ; obtains the session

key Ky an from AAAL.

All the content will be transmitted as the CASP objects as shown in Figa&

. Request for Re-authorization: While performing the BU+QoS procesdR;
sends a request for re-authorization and delivery of the sessiofkgy . to
AAAL. The communication betweerd R;,; and AAAL is protected under the
long term trust relationship between them.

. Re-registration Answer: Once the BU+QoS has been finished, while the new
access routed R, . ; notices that the re-authorization is not complete, it sends the
MN the information

TJQWV, SA_IDs, [SAParameters|, Sig(H(Kun,ar;), M sgs)

In addition to MN's nonce,, AR;.; also includesSA_ID; which indicates

the SPI for the temporary IPSec Security Association (SA) in the direction from
AR;, 1 to MN, and some necessary IPSec SA parameters such as the cryptographic
algorithm. ThenAR;,, signs the above information and the BA and QoS infor-
mation by computing a hash code of it with the K8YK y/y ar,)-

All the content in this step will be transmitted also as the CASP objects as shown
in Figure5.26

After the mobile node has checked the nonggy and verified the signature, it
can resume its session under the protection of the temporary SA.

. Answer for the Re-authorization Process: Along with a successful re-
authorization answer from AAALAR; ., can also receive the session key

Kynan
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7. Refresh Request:After performing the actions as shown in Fige81, AR, 4
sends a “Refresh Request” message to MN including

ryn + 1, SA_IDy, E(Kyn an, (Kyn Ar,,,, cookies,

E(TmpKeyDistKeyan, H(Kyn,ar,.1)))), riRiH, Sig(Kynan, Msgs)

r2,x + 1is used as a nonc&;A_I D, specifies the SPI for a definitive IPSec SA
in the direction fromAR; ;; to MN.

KJWN,ARHl , cookiey, E(TmpKeyDistKeyAN, H(K]WN,ARH_l)) is information
distributed by the new ARIR; ., to MN for the same purpose as in Step 1.

Since the message requires an acknowledgement message aﬁy,gglc'es added
in the message to meet the requirement of a challenge response mechanism.

All the fields are encrypted with the session K€y, x 4; all the above informa-
tion is signed with the session kéyy, v an.

8. Refresh Reply: After the MN has received this message it checks the nonce and
verifies the signature, it is getting ready to use the new IPSec SA and it sends a
CASP “refresh reply” message R, ; containing

T,QqRM , Sig(KyN AR 1> M 5Gs)

ik, 1S used as a nonce and the message is signed with th& key.r

i+1"

Figure5.28shows the corresponding CASP objects.

Discussion and Summary

The mechanism allows a mobile node to securely exchange data with the new access
router during the period from successful establishment of QoS to the completion of the
re-authorization and re-authentication checks and establishment of a new definitive SA.
During this period, the user data is protected by a temporary IPSec SA with the key
H (K, ari); After the establishment of the new definitive SK;;y 4z, , is used to
protect the user data.

By distinguishing the temporary K&y (K /v, ar;) and the definitive ke ar,, ,»
it ensures that an attacker who somehow comes to know the temporary key can not
deduce anything about the definitive session key which is agreed between the MN and
new access router due to the fact that the hash function can not be inverted. This is
particularly important as otherwise only one key used to protect the user data for a long
time would introduce vulnerabilities.

The temporary key! (K ar;) can be obtained by MN with the help of the session
key Ky n,an, and by the new access routérr; ., with the help of the key
E(TmpKeyDistKeyay).
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The messages carry random values which are used in a challenge response mecha-
nism to verify the timeliness of the transmitted information. It is a classical method to
prevent the replay attacks. One extension is that a nonce plus 1 is used in a correlated
message.

The message exchanges of the crypto aspects of the intra-domain handover cases
when the re-authorization process goes faster than the QoS+BU process is shown in
Figure5.20

MN AR, AR, AAAL

L. ryne EKunans (K aris Cookiey,
E(TmpKeyDistKeyay, H(Kuy ari))))

2. Enhanced Advertisement, rpe,, ——
/ -
3. Ig,,,r COOKiey, E(TmpKeyDistKeyay, H(Kuy ari))r Pun
SA_ID,, SA_ID,, Sig(Kyy,an, Msg,)

\ 4. Request for reauthorization
and session key Kyy ay

5. Response for reauthorization
with session key Ky an

6. I’yns SA_ID,, [SA parameters], E(Kuy ans (Kun,ar, v
E(TmpKeyDistKeyay, H(Ku ar,,,)))); Sig(Kunane Msg2)

P S )
L

Cookie,,

Figure 5.20:Message Exchanges of SA Establishment When Re-authorization is Fast

When AR, , receives the acknowledgement message in the BU+Qo0S process, it no-
tices that the re-authorization process has finished and the corresponding actions have
been completed, as Step 6, it sends the message similar to Step 7 in&:itfuré&he
only difference is that3, , is sent directly without increasing by 1. When MN receives
the message, it resumes the session which is protected by the definitive SA. It is unnec-
essary for MN to acknowledge the receipt of the message.

5.2.4 CASP Mobility Protocol

This subsection describes the design of the CASP Mobility protocol which is used for
the QoS signaling in the re-registration procedure. This protocol is designed based on
the CASP QoS Client protoco8§).
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The CASP mobility protocol is used between two CASP peers as a end-to-end com-
munication. It is designed to be a modular signaling protocol. Different client layer
objects can be appended to one messaging layer and used for different purposes. The
general CASP Mobility message format is given in Figer2l The CASP common
headers and the CASP client objects are included as the UDP payload. The figure also
shows the data formats of messaging layer common header, client layer common header
and an object. The length of a field is shown in bytes. The fields are explained in
Appendix.

1 1 1 1 16 bytes
R, T,D,U | TTD | Hop Count Type Session Identifier
Messaging Layer Client Layer - . .
i Lol Common Header | Common Header CEEG | OB 2 Oyt m
........... 4T 1 16 bytes
Length C, R P U Type Flow Identifier

..... 2 1 1 Variable length filed
Class Class )
Length Number Type Object content

Figure 5.21:CASP Mobility Client PDU Structure

The End to End Communication

In the intra-domain handover procedure, the BU signaling is “piggybacked” by the QoS
signaling. ABU objectis included as one of the CASP Client objects. As shown
in Figure5.22 each the QoS signaling step is a end-to-end communication.R€he
registration Requestind Re-registration Answemessages are communicated between
MN and AR. TheCASP QUERYnessage propagates from one CASP node to another
(as an end-to-end communication) until it hits the Cross-over Router (CR);Similarly,
the CASP RESERVpropagates from the CR to the new AR which is assumed to be a
CASP node; the€ASP TEARDOWNropagates from the CR to the old AR which is
also assumed to be a CASP node with the same manner.
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MAP
CASP QUERY CASP RESERVE
without QoS object without QoS object
CR
CASP
TEARDOWN CASP QUERY CASP RESERVE
IR IR
CASP CASP QUERY
TEARDOWN CASP RESERVE
0AR nAR
Re-registration Re-registration
Request Answer

MN

Figure 5.22:End to End Communication for the QoS Signaling

The CASP QUERYnNessage is used to reserve resources along a path. If the route
is symmetric (i.e. upstream and downstream traffics use the same path), the message
enables bidirectional reservation. If the route is asymmetric, the message reserves re-
sources for either upstream or downstream. The reservation for the other direction can
be done by sending another CASP RESERVE message without the BU information.
The symmetric case is shown in Figls22 The CASP RESERVHEessage is used to
confirm the previous reservation for a session; TSP TEARDOWMessage is used
to release the old QoS path. When the CR is not the MAP, it communicates CASP with
MAP containing only a BU or BA object for the purpose of binding update.

Modular Structure

The CASP Mobility Client protocol has the modular structure which is one of the fea-
tures of the CASP protoco8p]. The necessary information are carried as objects in the
client layer. CASP messaging layer header, CASP client layer header and client layer
objects are UDP payload.

e Re-registration Request:

The packet structure dRe-registration Requesthich is Step 3 in Figur®.19is
shown in Figureb.23
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Re-registration Request

IPv6 header
IPv6 ext. header
UDP header
CASPML - CH

CASPCL - CH
Nonce object 1

UDP payload

CASP client objects

Cookie object

Key object

Nonce object 2 :;, ...........
SPI object

BU object HMAC-SHA1
: with key K,

QoS Req. object

A

Signature object

Figure 5.23:Packet Structure dRe-registration Request

Nonce object Is r 4z, , Whose data format is given in Figufe6. In the thesis

the nonce size is designed to be 80 bits in the caséfMAC-SHALsince it is
assumed that the two communication peers trust the nonce randomness of both
sides. In such a case, the nonce size is the half of the key size;

Key objects E(TmpKeyDistKeyan, H(Kyn ari)) Whose data format is given

in FigureA.8;

Nonce object 212, ;

CASP QUERY:

The packet structure &ASP QUERYwhich is sent to from one CASP node to
its next CASP node is shown in Figuse24

TheBU objectis used for the mobility management operation which is processed
only by MAP;

The QoS Req. objedarries the QoS requirement of a MN’s session and is exam-
ined by each CASP node along the path.
CASP RESERVE:

The packet structure @ASP RESERV#hich is used to confirm the reservation
along the path is shown in Figue25

TheBA objectcontains the binding acknowledgement;
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CASP QUERY

|Pv6 header
IPv6 ext. header
UDP header
CASPML - CH

CASPCL - CH
BU object

QoS Req. object

Figure 5.24:Packet Structure c€ASP QUERY

CASP RESERVE

|Pv6 header
IPv6 ext. header
UDP header
CASPML - CH

CASPCL - CH
BA object

QoS Answer object

Figure 5.25:Packet Structure dfASP RESERVE

The QoS Answer objeds examined by each CASP node along the path.

Re-registration Answer:

The packet structure de-registration Answewhich is Step 5 in Figur&.19is
shown in Figureb.26

TheNonce objects 73, y;

the Security objectontains the parameters for the IPSec SA set up such as the
algorithm;

the SPI objectholds theSA_1Ds;

REFRESH REQ:

The packet structure ®REFRESH RE@vhich is Step 7 in Figur®.19is shown
in Figure5.27.
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Re-registration Answer

IPv6 header
IPv6 ext. header
UDP header
CASPML - CH

CASPCL -CH
Nonce object

Security object
SPI object

BA object : HMACSHA1
QoS Ans. object o withkey H(Kon ag,,)

Signature object PR

Figure 5.26:Packet Structure dRe-registration Answer

REFRESH REQ

IPv6 header
IPv6 ext. header
UDP header
CASPML - CH

CASPCL - CH
Nonce object 1

SPI object

Key object 1

Encryption

with key K a0 % Cookie object

Key object 2

Nonce object 2 i HMAC-SHAL
- with key K,

Signature object DPR—

Figure 5.27:Packet Structure (REFRESH REQ

The “Nonce object 1732, + 1;

the “SPI object” holds th&' A_IDy;

the “Key object 1” containg<y/y 4z, ., ;

the “Key object 2" holdsE(TmpKeyDist Keyan, H(Kyn, ar,,1));
the “Nonce object 2" is% . .
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Note that the “Nonce object 1”, “Cookie object” and “Nonce object 2" are en-
crypted with keyK /v an-

e REFRESH REPLY:

REFRESH REPLY

IPv6 header
IPv6 ext. header
UDP header
CASPML - CH

CASPCL -CH
Nonce object

HMAC-SHA1
W|th key Kmn,ARHl

Signature object

Figure 5.28:Packet Structure REFRESH REPLY

The packet structure ®EFRESH REPLWhich is Step 8 in Figur®.19is shown
in Figure5.28

The “Nonce object” is%, .-

The data formats of the involved CASP client objects are given in Appendix.

Message Flows of CASP Mobility Client Protocol

Figure5.29illustrates the the message flows of CASP Mobility Client Protocol.
The main operations are listed as follows:

1. MN: When MN decides to make a handover based on the handover criteria after
receiving an enhanced advertisement, it composes a Re-registration Request mes-
sage, addressing to "the next CASP node" which is assumed to be the nAR in the
thesis;

2. AR: AR performs the first authentication check by verifying the presented cookie.

3. AR: if AR does not know the session ID, it checks resource according to QoS in-
formation in the BU object: if it can satisfy Desired Bandwidth (DBW), it reserves
and composes a CASP QUERY message to its next CASP node; if not but it can
satisfy Acceptable Bandwidth (ABW), it reserves what it can provide, composes
a CASP QUERY message with modified DBW, and sends it its next CASP node;
if not, it replies a FAILURE message to MN.
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The CASP node composes
CASP QUERY and sends

A 4

it to the next CASP node

MN receives EA and
makes handover
decision Yes

'

MN composes
Re-registration Request

The CASP node
knows
essionID?

No

it reserves resources

AR performs

a cookie check

No

Cookie check
Passes?

CR updates
the session state

A4

Yes

AR drops the req.

CR communicates CASP with MAP
Yes containing only a BU or BA object

l

CR initiates CASP RESERVE
and TEARDOWN messages
to nAR and oAR respectively

AR knows
sessionID?

AR reserves resources l

nAR sends a Re-registration Answer
\— message to MN

Figure 5.29:The Basic Operations of CASP Mobility Client Protocol

4. Step 3 repeats until the Cross-over Router (CR) is located: when a IR knows the
session ID in the CASP message, it determines itself to be the CR. Then it updates
the session state such as the its “next CASP node” towards MN for the session.

5. The CR communicates with MAP by including only a BU or BA object in a CASP
message for the purpose of binding update. When the CASP RESERVE message
containing a BA object from MAP arrives, the CR inserts a QoS Ans object in
the CASP RESERVE message and sends it towards the new AR; meanwhile it
initiates a TEARDOWN message towards the old AR respectively.

6. The new AR replies a Re-registration Answer message to MN.
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Discussion

Although the Figurés.31shows the case where MAP is the CR, CR unnecessarily lo-
cates at MAP. The Figurg.29 presents the generic operations of the CASP Mobility
protocol.

In comparison with the related work - CASP QoS Client protocol which requires
8 or 10 message exchanges (see Figui€) before a CASP request message can be
processed, the proposed CASP Mobility protocol needs much less exchanges to perform
a re-registration.

In the CASP Mobility protocol design, a modular structure is used for the cookie
exchange, IPSec SA establishment, QoS path set up and mobility management.

5.2.5 QoS-aware Authorization

Since the re-authorization process in intra-domain handover cases relies on the result
of the authorization process in the power-up or inter-domain handover case, the au-
thorization process in the power-up or inter-domain handover case is described before
the re-authorization process in intra-domain handover cases. Bandwidth is used as the
single QoS parameter in the QoS-aware authorization process.

In Inter-domain handover

Since during the inter-domain handover the mobile node is unknown to the visited access
network, AA checks must be performed before the resource reservation process. There-
fore, Diameter Mobile IPv6 procesgY] takes place as the first round trip between the
mobile node and its home domain.

After the process, the authentication and authorization data (e.g. admission control
policy, entitled authorization data) is available in the access network, the security as-
sociation is set up. The mobile node obtains a token (i.e. a cookie) for further QoS
requests.

Note that MN may include a selected value or range of bandwidth for the autho-
rization. Correspondingly, it will obtain a token or cookie corresponding to the selected
value. The policy or authorization data used for re-authorization locally is in accordance
with the selected value.

As the second round trip between the mobile node and the corresponding node, QoS
signaling proceeds by using CASP QoS Client Protocol.

As a result of the inter-domain handover procedure, AAAL caches the authorized
bandwidth value and policy, the flow state information such as sessiokey ax,
session ID and reserved bandwidth for the session. Caching the information may benefit
the intra-domain handover in terms of low-latency since AAAL can authorize a QoS

108



5.2. DESIGN DETAILS

request without involving AAAH. It is noted that the subscribed bandwidth value is not
disclosed to the visited network if the selected value used for authorization is less than
the the subscribed value.

The policy for the DiffServ support has been deployed in the associated AR. The
AR has established a security association with the mobile node. The mobile node gets a
cookie which the next re-registration procedure in the access network.

When MN leaves the visited network without notification or it powers down unin-
tentionally, AAAL updates the session information based on its lifetime.

In Intra-domain handover

In the intra-domain handovers, when the cookie verification passes, the new AR initi-
ates the BU+QoS and the re-authorization process simultaneously. Bi@drghows
the message flow of the re-authorization process during the intra-domain handover sce-
narios.

When receiving a re-authorization request from an AR, AAAL compares the re-
ceived DBW with the corresponding Cached Bandwidth Value at AAAL (CBW):

e CBW > DBW:the DBW is authorized by AAAL. AAAL sends a positive re-
authorization result, the session k&Y, _4n and the policy for the DiffServ sup-
port to the AR. Then it starts updates billing;

e CBW < DBW: AAAL sends a request including the DBW to AAAH for re-
authorization. AAAH performs the same authorization process as in power-up
or inter-domain handover cases. When receiving the result from AAAH, AAAL
takes actions according to the result:

— in case that DBW is fully authorized, AAAL updates its cached bandwidth
value with the new DBW. It then sends a positive re-authorization result, the
session keyK sy an and the policy for the DiffServ support to the AR. In
the positive re-authorization ACK message, it indicates that the new DBW
is authorized. Finally it starts updates billing;

— in case that SBW is distributed. AAAL learns that the new DBW is not
authorized, instead, the SBW which is smaller that the new DBW is au-
thorized. Then AAAL updates the cached bandwidth value with the SBW. It
then sends a positive re-authorization result, the sessiof kgy 4y and the
policy for the DiffServ support to the AR. In the positive re-authorization, it
needs to indicate that only the SBW is allowed to by used by the MN. Finally
it starts updates billing;

— in case of a negative re-authorization result is received from AAAH, AAAL
forwards the negative result to the AR.
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AAAL receives a re-
authorization request

!

AAAL comparies CBW
with DBW

Yes
CBW > DBW
No

AAAL sends a DBW to AAAH
for re-authorization

'

AAAH performs the re-
authorization as in powerup
or inter-domain HO

)

AAAL receives the results of
re-authorization from AAAH

Yes

DBW is authorized

AAAL updates the cached

authorization data
Yes
— SBW is distributed
No

'

AAAL sends the following to AR:
- positive re-authorization ack;

- session key;

- policy for DiffServ support.

AAAL sends a negtive re-
¢ authorization ack to AR

AAAL updates billing |

end
Figure 5.30:The Message Flow of the Re-authorization Process

Discussion and Summary

If the MN starts new flows or it upgrades its requested QoS during a handover, it is

possible that the local network is not capable to perform the re-authorization based on
the cached authorization data. In such a case, the AAAH has to get involved. Therefore,
it is most likely that the result of the re-authorization process arrives at the new AR later

than that of the BU+QoS process. In such a case,

e when the positive re-authorization result contains the SBW, AR needs to check
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whether the reserved bandwidth in the new path is greater than the SBW (i.g. the
bandwidth value the MN is authorized to use). If yes, the new AR sends a session
refresh request containing a new CASP Mobility QoS Request Object with the
SBW as the desired bandwidth value;

e when a negative re-authorization result arrives, the new AR needs to sends a
CASP Mobility TEARDOWN message to remove the resource reservation along
the path.

In order to reduce the possibility to involve AAAH for re-authorization, MN may
use a selected bandwidth value for the first authorization in case of power-up or inter-
domain handover cases. The selected value is what the MN anticipates to use during its
stay in the access network. Itis independent from the desired bandwidth in the first QoS
request.

In summary, the proposed QoS-aware authorization process has the following prop-
erties:

e arange of QoS parameter rather than a specific value is used to simplify the au-
thorization negotiation process;

e in order to prevent the subscribed value of a QoS parameter from being exposed
unnecessarily in the visited access network, AAAL caches an authorized data is
cached at AAAL for the purpose of re-authorization;

e in case of re-authorization, when AAAL is not cable for the task, AAAH is in-
volved. The cached authorization data may be updated if necessary;

e AAAL is enabled to monitor the overall resource utilization by an MN, it can
prevent MN’s misbehavior to use more resources than it is entitled to. It is also
responsible for billing and charging;

e As one of the results of a successful (re-)authorization process, MN’s specific
policy can be deployed at the new AR from AAAL to support DiffServ.

In the following section, the protocol operations in a complete re-registration proce-
dure will be described including all design items.
5.3 Protocol Operations in Re-registration Procedures

A secure, efficient and QoS-aware mobility support is important in high mobility scenar-
ios. In this section, the protocol operations in re-registration procedures are described
by a time-line diagram.
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As shown in Figureb.4, after the cookie verification passes, the BU+QoS process
and re-authorization process happen in parallel. The protocol operations are described
in two cases: re-authorization process is slower or faster than BU+QoS process.

5.3.1 Re-authorization Process is Slow

MN nAR OAR MAP AAAL
| 1. Enhanced advertisement
1. Enhanced advertisement /
4/

2:£n scij gxa r/ 4. Cookie verification
1 and notification
3 T

. Re-registration 5. CASP QUERY
request
\ 6. Binding
5'. DIAMETER ARR Update
8. Temporay SA

Setup . 7. CASP RESERVE

/

Y 6'. Re-authorization
9. Re-registration:

10. Resuming Answer

communication

Datatraffic
7'. DIAMETER ARA

9'. REFRESH REV

8'. Re-authentication;
policy deployment;
10'. Ready for 11. REFRESH REPLY new cookie and I.PSec parameter generation;
the new SA message encryption.

i

] SAs with interim session keys

Froar SAs with new session keys

Figure 5.31:Message Exchanges in Re-registration When Re-authorization is Slow
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Figure5.31shows the protocol operations in the intra-domain handover cases when
the re-authorization process is slower.

When a mobile node receives multiple enhanced advertisements, it makes a han-
dover decision based on both the content of received advertisements and its handover
mode; or when the current link breaks, MN has to move to another AR after receiving
an advertisement from it.

When the mobile node decides to move to a new AR (nAR), it sends a a re-
registration request message to it, including a cookie, information for setting up a tempo-
rary security association, a range of a QoS parameter (e.g. bandwidth), binding update
request, and information for re-authorization.

When receiving the CASP QUERY message, the access router, which is a CASP
node, first verifies the cookie. The operations for the cookie verification has been dis-
cussed in Sectiob.2.2 When the cookie verification is successful, the access router
performs three actions simultaneously:

e generating a CASP QUERY message, which includes the range of the QoS pa-
rameter and the binding update request, and sending it to MAP;

e starting the re-authorization process with AAAL using the Diameter protocol.

e initiating a notification message to inform the ARs in the cookie’s “area of valid-
ity”about use of the cookie in order to allow detection of a potential replay of the
cookie;

When receiving the notification message of the used cookie, ARs record the used
cookie information on a used cookie list. When receiving a request, AR will check
whether the presented cookie is still on the list. The check is one of the actions of
the cookie verification. When a used cookie’s lifetime is running out, AR removes its
information from the list.

In the integrated process of QoS+BU, the access router receives the CASP RE-
SERVE message containing the BU ACK and the resource confirmation for the re-
guest, it sets the parameters for the temporary security associations in case that the
re-authorization process has not been complete. Thus the mobile node starts the data
traffic with the protection of the temporary security associations. After the MAP sends
out the CASP RESERVE message to the nAR, it initiates a CASP TEARDOWN mes-
sage to release the old path towards the old AR (0AR) - removing the state information
for the session.

In the re-authorization process, MN includes the range of the QoS request in the
Diameter AA-Registration Request (ARR) message. In case AAAL is not capable to
perform the re-authorization, it communicates with the MN’s AAAH for the purpose.
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If the re-authorization succeeds, it updates its caches authorization information accord-
ingly.

When the access router receives a positive answer from the re-authorization process,
it takes the following actions:

e re-authenticating the request with the knowledge of the session key;
e enforcing the DiffServ policies if the service is enabled,;
e generating a new cookie and related information for an IPSec security association;

e encrypting the message REFRESH REQ with the session key, and sending a mes-
sage to the mobile node.

When receiving the REFRESH REQ message, the mobile node replies a REFRESH
REPLY message. Afterwards, the user data is protected by a new IPSec security associ-
ation.

The operation steps are listed in Tablé

Steps Function Remarks

Enhanced prefix information, aggregate available QoS information and the
advertisement | address of the next CASP node

1

handover decision based on the aggregate QoS information (e.g.

Handover Aggregate Available Bandwidth (AABW)) of a path and current

2 decision mobility state (i.e. “lazy” and “eager”); generate CoAs; fetch
the address of the next CASP node; make decision to make an

intra-domain handover.

i i message includes a range of a QoS parameter, cookie and param-
Re-registration .
3 eter for a temporary IPSec SA, the BU request, and authentica-

request
a tion and authorization objects.
cookie AR verifies the cookie and notifies the use of the cookie. After
4 verification and | reserving its resource for the request, it initiates the BU+QoS
notification process and the re-authorization process.
5 CASP QUERY | AR generates a CASP Query and sends it to MAP.
MAP first checks whether the nodes along the path (including
6 Binding update | itself) can satisfy the QoS request. If yes, it registers MN's new

LCoA.

MAP sends a CASP Reserve to AR to confirm the reserved re-
7 CASP RESERVE| source along the path. Meanwhile, it sends a CASP TEAR-
DOWN to release the old path.
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urity
the

8 Temporary SA | AR indicates the parameters for a temporary SA by using
Setup interim session key.
9 CASP RESERVE| AR sends a CASP Reserve to MN.
R _ MN resumes the communication with CN. The user data is
10 esummg tected with the temporary IPSec SA. This SA is valid until a new
communication . .
session key comes into effect.
In parallel with the BU+QoS process, AR performs a
5 ARR o
authorization process.
AAAL performs the re-authorization check based on its cac
authorization information (i.e. authorization data or SLA).
o the AAAL is not capable for the task, it communicates with the
6’ Re-authorization L
MN’'s AAAH for the purpose. It updates the authorization d
accordingly after receiving a acknowledgement message from
AAAH.
7 ARA AAAL sends a AA-Registration Answer (ARA) message to A
_ the actions include authenticating the request with the ses
Actions when the . . . .
o key; enforcing the policy to support DiffServ; generating a n
8 re-authorization : . -
] cookie and parameters for a new IPSec security association
result arrives : . .
encrypting the message with a session key.
9 REFRESH REQ | AR sends a REFRESH REQ message to the MN.
when receiving the REFRESH REQ message, MN obtaing
10 Ready for the | new cookie and the related information for a new IPSec sect
new SA association. Then it is ready to use the new SA to protect
user data.
REFRESH MN acknowledges to use the new session key for a new SA by
11 REPLY sending a REFRESH REPLY message. When AR receives the
message, the new session key comes into effect.

Table 5.1: The Signaling Procedure in the Intra-domain Case

5.3.2 Re-authorization Process Is Fast

Figure 5.31 shows the protocol operations in the intra-domain handover cases when
the re-authorization process is faster. In such a case, there is no need to establish the
temporary SA. Since the re-authorization process has no contribution to the registration
latency in the whole procedure, the re-authentication, policy deployment and the new
cookie generation and message encryption are supposed to be done completely when
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MN nAR 0AR AAAL MAP
| 1. Enhanced advertisement
1. Enhanced advertisement /
« |

20|I_|e<6:‘n scij gxq r/ 4. Cookie verification
1 and notification
3 B

. Re-registration

request — | > CASPQUERY 6'..Re-authorization
: 6. Binding

5. DIAMETER ARR Update
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Figure 5.32:Message Exchanges in Re-authorization When Re-authorization is Fast

NAR receives the acknowledgement message from the BU+QoS process. nAR simply
inserts the new cookie and parameters for a new IPSec security association in the re-
registration answer message to MN. When MN receives the message, they start to use
the definitive SA to protect the user data directly.

5.3.3 Summary

In the re-registration procedure, an authentication should be performed first when a
request is received by an AR; There is a tradeoff between minimizing the latency in the
re-registration procedure and performing a re-authorization check. Since the identity
is known in the access network after the authentication check, the threats of Denial of
Service (DoS) attacks and the authorization misuse are reduced, the re-authorization
operations are designed to take place in parallel of other operations (i.e. binding update
and resource reservation).

The binding update operation at MAP which is the only mobility management pro-
cess can be integrated with the resource reservation process along the new path; The
policy deployment to support DiffServ is enabled by AAAL.
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Protocol Operations MN AR IR MAP AAAL
Enhanced Advertisement X X X X -
First Authentication - Cookie
Verification X X _ X _
Temporary IPSec SA X X - X -
CASP Mobility Client Protocol X X X X -
Re-authorization X X - - X
Second Authentication X X - - X
DiffServ Support - X - - X
Removal of the old QoS path - X X X -
Session Update X X X X X
BU Update X - - X -
SA Update X X - - X

Table 5.2:Entity Involvement in the Protocol Operations

When the re-authorization process and the BU+QoS process happen in parallel,
the former one may take longer time especially when AAAH gets involved in the re-
authorization (in case that MN upgrades its QoS request in the intra-domain handover
and AAAL is not capable to re-authorize the request by itself). In such a case, a tem-
porary IPSec SA is used to protect the user data during the gap of the two processes; in
case the former one takes shorter time, there is no need to use a temporary SA to protect
the user data.

In the following section, the protocol specications will be described for the re-
registration procedure.

5.4 Protocol Specification

In this section, a high level protocol specification is described by using Specification
and Description Language (SDL39], according to different triggering events at the
involved entities.

The involvement of each entity in the protocol operations is shown in TaBle

5.4.1 Mobile Node

The triggering events include receiving enhanced advertisements (FH@8e a Re-
registration Answer message or a Refresh Request message &8dreand “TIME-
OUT” events and others (Figuge35).
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Figure 5.33:MN’s Operations When Receiving Enhanced Advertisements

As shown in Figurés.33 when receiving enhanced advertisements, if its handover
mode is “eager”, it computes context field values for the Aggregate Available Band-
width (AABW) values in all received enhanced advertisements and the current Reserved
Bandwidth (RBW). If the maximum value is from RBW, MN will not take any action;
otherwise, if the maximum value is from a AR which is not the current associated AR,
it will make a handover composing a Re-registration message as shown in big8re
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and sending it to the selected AR; if the maximum value is from the current associated
AR, it will make a session update operation composing a re-registration message which
includes no BU objects and sending it to the current AR.

Reception of Re-registration Answer or Refresh Request

As shown in Figuré.34 when receiving a Re-registration Answer message or a Refresh
Request message as in Figbr&9 MN first checks the nonce. Then it check whether a
cookie object is included: if yes, the received message refers to Step 6 bigarand

MN checks the signature with the session key; otherwise, the message refers to Step 5
Figure5.19 and MN checks the signature with the temporary key.

When the received message contains a “Failure” flag, it drops the message and marks
the selected AR as a “bad” one and it may try will another AR. If the re-registration re-
guest succeeds, it determines its handover mode based on whether the Reserved Band-
width (RBW) is smaller than its Desired Bandwidth (DBW). Then MN updates the
session state accordingly including caching a new cookie and new keys if necessary.

In case as shown in Figufe19 MN uses a temporary IPSec SA by validating the
corresponding parameters; otherwise, it uses a definitive IPSec SA. If a Refresh Reply
message is required, MN sends one to the associated AR indicated in the session state.

Reception of Timeout Events and Other Events

As shown in Figureb.35 the Timeout Events include Cookie Timeout, BU Timeout,
Session Timeout, SA Timeout and Session Key Timeout.

5.4.2 Access Router

The triggering events include receiving enhanced advertisements from its upper router
(Figure5.36), a Re-registration Request message (Figudd), a Re-authorization An-

swer Message (Figure40, a CASP RESERVE message (Fig&.89, “TIMEQUT”

events and others (Figuge41).

Reception of Enhanced Advertisements

As shown in Figuré.36 when receiving enhanced advertisements from its upper router,
AR caches a MAP option and the address of its “Upper Next CASP Node” obtained from
the “next CASP node” field in an advertisement. If its own Available Bandwidth (PBW)
is smaller than the Aggregate Available Bandwidth (AABW) in the advertisement, it
uses its available bandwidth as the AABW in its own advertisements. Also in its own
advertisements, in addition to the standard information as shows4JnAR includes
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Figure 5.35:MN’s Operations When Timeout Events Triggers and Others

the MAP options and its own address in the “next CASP node” field since it is assumed
to be a CASP node in the thesis. AR broadcasts its advertisements at a pre-set rate.

Reception of Re-registration Requests

As shown in Figurés.37, when receiving an Re-registration Request message, AR first
performs a nonce check and a cookie verification. The cookie verification operations
are shown in Figur®.38 If the checks are successful, AR sends a notification of the
use of the cookie to all ARs which are in the cookie’s “area of validity”. Also it sends a
Re-authorization Request to AAAL.

If the message is a “Session Update” request, AR first creates a “Temporary Session
State” relating to the current session state. The current session state is not updated by
the temporary session state unless the reservation, re-authorization and re-authentication
for the new request are successful.

After creating a “Temporary Session State”, AR checks whether it can satisfy the
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Figure 5.36:AR’s Operations When Receiving Enhanced Advertisements

QoS range. If no, it will set a “Failure” flag in the temporary session state when the re-
authorization has not finished; it will remove the temporary session state and send a Re-
registration Answer Message with a “Failure” flag to MN, including a new cookie which
is encrypted with the session key; if yes, AR adjusts the Desired Bandwidth (DBW) if its
PBW is smaller than the DBW in the QoS range, and it sends a CASP QUERY message
to its “Upper Next CASP Node” including the new QoS range.

If the message is “Handover” request, AR creates a new session state (called “Cur-
rent Session State”). Then the other operations are the same as in the case of the “Session
Update” request.

Reception of CASP RESERVE

As shown in Figuré.39 when receiving a “CASP RESERVE” message, AR will drop
it if the session does not exist any longer.

If the message corresponds to a “session update” request, AR first checks whether
a “Failure” flag is set in the message. If the “Failure” flag is set, AR sets “gosbuFlag”
to “Failure”. In case that the Re-authorization process has finished, AR removes the
“Temporary Session State” and includes a new cookie encrypted with the session key in
a Re-registration Answer message which has a “Failure” flag.

If the “CASP RESERVE” is a successful one, AR updates the “RBW” in the “Tem-
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Figure 5.37:AR’s Operations When Receiving an Re-registration Request Message

porary Session State” as indicated in the “CASP RESERVE” message.

In case that the Re-authorization process has not finished, AR reserves resources as
the “RBW” and sends a “Re-registration Answer” message as Fig@#in Step 5 in
Figure5.19 In order to resume the “Current Session State” if the authorization fails,
the “Current Session State” is saved in “Old Session State”. Then the “Current Session
State” is updated by “Temporary Session State” and the “Temporary Session State” is
removed.
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Figure 5.38:AR’s Operations for Cookie Verification

In case that the Re-authorization process has finished, when the re-authorization is
successful, AR reserves resources as the “RBW” and sends a “Re-registration Answer”
message as shown in Step 6 in Fighr20 AR then updates the “Current Session State”
with the “Temporary Session State”. When the re-authorization is not successful, AR
sends a new “CASP QUERY” message containing the QoS range in its “Current Session
State” to its “Upper Next CASP Node” in order to resume the current reservation on
the path. Then it removes the “Temporary Session State” and sends a negative Re-
registration Answer to MN along with an encrypted cookie.

In the “Handover” case, if the “CASP RESERVE" fails, AR sets the “qosbuFlag” in
the “Current Session State” as “Failure”. If re-authorization process has finished, AR
removes the session state and sends a negative Re-registration Answer to MN along with
an encrypted cookie.

If the “CASP RESERVE” succeeds, AR first updates the “RBW” in the “Current
Session State”. In case that the “re-authorization” has not finished, it reserves resources
as "RBW”, and sends a “Re-registration Ans” message as Flgy@rbn Step 5 in Figure
5.19 in case that the “re-authorization” has finished with a “Success” flag, AR reserves
resources as the “RBW”, deploys the “DiffServ Policy” and sends a “Re-registration An-
swer” message as shown in Step 6 in Figbu0 in case that the “re-authorization” has
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finished with a “Failure” flag, ARs sends a “CASP TEARDOWN” message to remove
the reservation on the path. Meanwhile, it sends a negative “Re-registration Answer”
with a encrypted cookie.

Reception of Re-authorization Answer

As shown in Figuré.40, when receiving a “CASP RESERVE” message, AR will drop
it if the session does not exist.

In case that the “re-authorization” fails, if the QoS+BU process has not finished (i.e.
the corresponding CASP RESERVE has not arrived), AR sets the “authorFlag” to “Fail-
ure” in the “Current Session State” or “Temporary Session State” in case of “Session
Update” or “Handover” respectively; if the QoS+BU process has finished unsuccess-
fully, AR removes the temporary session state or current session state in case of “Session
Update” or “Handover” case respectively. Then AR sends a “Re-registration Answer”
message with a “Failure” to MN along with a new cookie; if the QoS+BU process has
finished successfully, in case of “Session update”, AR sends a “CASP QUERY” mes-
sage containing the QoS range in the “oldSessionState” to resume the old reservation.
Then AR informs MN about the failure of the “Session Update” request while in case
of “Handover”, AR sends a “CASP TEARDOWN” message to remove the reservation
along the new path.

In case that the “re-authorization” succeeds, AR first performs a re-authentication
check with the session key. If the re-authentication fails, ARs sends a “CASP TEAR-
DOWN” message along the path, and then removes all the relevant session states. Other-
wise, it checks whether the QoS+BU process has finished. If no, AR sets the authorFlag
to “Success” and cache “DiffServ Policy” in the current session state in case of “Han-
dover” or in the temporary session state in case of “Session Update”.

If the re-authorization has finished unsuccessfully, AR removes the temporary ses-

sion state in case of “Session Update” or the current session state in case of “Handover”.
And then it acknowledges MN about the failure.

If the re-authorization has finished successfully, in case of “Session Update”, if Sub-
scribed Bandwidth (SBW) is not presented in the message which means the DBW is
authorized, AR removes the old session state in case of, deploys the “DiffServ Policy”
and composes a “Refresh Request” message as shown in bigbie Step 7 of Figure
5.19except the BA object; if Subscribed Bandwidth (SBW) is presented in the message
which means the DBW is not authorized, AR may send a “CASP QUERY” message
on the path to reduce the reserved resource to SBW if resource has been reserved more
than what the MN is entitled. The “CASP QUERY” message does not require a “Re-
registration Answer” message being sent to MN.
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As shown in Figures.41, the Timeout Events include notified cookie Timeout, Ses-
sion Timeout. ARs need to take actions when the following events trigger: receiving
a “CASP TEARDOWN?”, “Notification of Leaving of MN”, “Notification of a Used
Cookie”, “Cookie Refresh Request from MN”, “SA Refresh Request from MN”, “Re-
fresh Answer”, “Cookie Key Refresh from MAP” and “Temporary Distributed Key Re-
fresh from MAP”.
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5.4.3 Intermediate Router

The triggering events include receiving enhanced advertisements from its upper router
(Figure5.36), a CASP QUERY message (Figuse4?, a CASP RESERVE message
(Figure5.43, “TIMEOUT” events and a CASP TEARDOWN message (Fighré4).

Reception of Enhanced Advertisements

The operations of an Intermediate Router (IR) are the same as those of an Access Router
(AR) as shown in Figuré.36

Reception of CASP QUERY

As shown in Figures.42 when receiving a “CASP QUERY” message, IR first checks

the session ID of the request. If it knows the session ID, either it needs to process the
message as a “Session Update” request, or it should act as the Cross-over Router (CR)
(i.e. the joint point of the old path and the new path) to process the “QoS+BU” message,;

if it does not know the session ID, it should act as a normal intermediate router to process
the “QoS+BU” message.

In the “Session Update” case, the IR checks whether it can satisfy the QoS range.
If no, it composes a “CASP RESERVE” message with a “Failure” flag and sends it
to the sender of the message. Thus, the old session is unchanged; if yes, it modifies
the Desired Bandwidth (DBW) to the bandwidth value it can provide if its Available
Bandwidth (PBW) is smaller than the DBW. Then it creates a new “Temporary Session
State” filling in the relevant information. Finally it composes a new “CASP QUERY”
message with the new QoS range and sends it to its “Upper Next CASP Node”.

In case that the IR acts as the Cross-over Router (CR), the IR also checks whether it
can satisfy the QoS range first. If no, it does the same as in the “Session Update” case.
It keeps the old path unchanged; if yes, it also creates a “Temporary Session State” with
the relevant information. Then it composes a “CASP RESERVE” message with only
the BU object and sends it to MAP directly. Meanwhile, it starts a timer waiting for the
BA from MAP.

In case that the IR is a normal intermediate router, if it can not satisfy the QoS range,
it does the same as in the “Session Update” case. It thus has no state being established
for the request; otherwise, it creates a new session state after modifying the DBW if
necessary. Then it composes a new “CASP QUERY” message containing both BU and
QoS objects and sends it.
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Reception of CASP RESERVE
As shown in Figureés.43 when receiving a “CASP RESERVE” message, the IR first

checks whether the session still exists. It then checks whether the “Failure” flag in the
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message is set.

In case that the received “CASP RESERVE” message contains a “Failure” flag, if
the “Temporary Session State” exists, it sends the “Lower Next CASP Node” indicated
in the “Temporary Session State” a failed CASP RESERVE message. Finally it removes
the temporary session state to keep the old session (in case of “Session Update”) or the
old path (in case that IR is a “CR”); if not, it sends a failed CASP RESERVE message
to the “Lower Next CASP Node” indicated in the “Current Session State”, and removes
the current session state.

In case that the “CASP RESERVE” message is successful, it operates differently in
case of “Session Update”, “IR” and “CR”.

In case of “Session Update”, IR first replaces the RBW in the “Temporary Session
State” the RBW value in the received “CASP RESERVE” message. Then it validates
the temporary session state to the current one. Finally it reserves resources, composes a
new “CASP RESERVE” message containing only the QoS object and sends it.

In case of “IR” (i.e. QoS object is included in the received “CASP RESERVE”"
message), IR also replaces the RBW in the “Temporary Session State” the RBW value
in the received “CASP RESERVE” message. Then it reserves resources, COmposes a
new “CASP RESERVE” message containing both the QoS and BA objects and sends it.

In case of “CR”, IR first disalarms the timer for the BA. Then it sends a “CASP
TEARDOWN” message to the “Lower Next CASP Node” in the “Current Session
State”. Afterwards, it operates as in the “Session Update” case.

Reception of Session State TIMEOUT and CASP TEARDOWN

As shown in Figures.44 when the session state times out, it removes the state. When
receiving a “CASP TEARDOWN” message, IR informs its next CASP node to remove
the session while it removes the session itself.

5.4.4 Mobility Anchor Point

The triggering events include sending enhanced advertisements (bigbrareceiving
a CASP QUERY message (Figused6), and Timeout events and others (Figoréd?).

Reception of Enhanced Advertisements

The operations of sending enhanced advertisements are shown in Fidfare

Reception of CASP Query

Figure5.46shows the MAP’s operations when receiving a CASP QUERY message. In
case of “Session Update”, MAP first checks whether it can satisfy the QoS range. If
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no, it composes a “CASP RESERVE” message with a “Failure” flag and send it to the
sender of the “CASP QUERY” message; if yes, it may adjust the “DBW” to its “PBW”
if its available bandwidth is smaller than the “DBW” value. It then reserves resources
as “DBW” and updates the Reserved Bandwidth (RBW) in the “Current Session State”.
Finally it composes a “CASP RESERVE” message including the “RBW” and sends it.
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Figure 5.46:MAP’s Operations When Receiving a CASP QUERY Message
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In case of “Handover”, if a “QoS Request Object” is presented, MAP acts as a “CR”".
If MAP can not satisfy the QoS range, it sends a “CASP RESERVE” message with a
“Failure” flag without changing the current session state; otherwise, it performs a bind-
ing update operation. If the BU operation is successful, it sends a “CASP TEARDOWN”
to the “Lower Next CASP Node” in the “Current Session State” to release the old path.
It then changes the the “Lower Next CASP Node” to the sender of the “CASP QUERY”
message. Finally it composes a “CASP RESERVE” message with a “BA Object” and
performs the same operations as in the “Session Update” case. If the received “CASP
RESERVE” message does not contain a “QoS Request Object”, only a “BU Object”, it
first performs a binding update operation. If the BU operation is successful, it sends a
“CASP TEARDOWN?" to the “Lower Next CASP Node” in the “Current Session State”
to release the old path. Then it composes a “CASP RESERVE” with only a “BA Object”
and sends it to the sender of the “CASP QUERY” message.

Reception of Timeout Events and Other Events

As shown in Figurés.47, the timeout events include BU Timeout, Session State Time-
out, Cookie Key Timeout, Temporary Distribution Key Timeout.

When its timers alarm due to expiration of the BU or the Session State, MAP sends
a notification to MN.

Other triggering events include receiving a “CASP TEARDOWN"” message, a “BU”
message from MN, or a “TEARDOWN?” request from AAAL.

5.4.5 The Local AAA Server

The triggering events including receiving a Re-authorization Request message from a
AR, a Re-authorization Answer message from a MN’s AAAH are shown in Figu4@
The Timeout Events and others are also shown in the figure.

Reception of Re-authorization Request

When receiving a “Re-authorization Request” message from a AR, AAAL takes out the
corresponding authorization data and compares the “DBW” with the Cached Bandwidth
Value at AAAL (CBW) value. If the CBW is greater, AAAL sends a “Re-authorization
Answer” message including a “Success” flag as the re-authorization result, the session
key and MN’s DiffServ policy; otherwise, AAAL sends a “Re-authorization Request”
to the MN’s AAAH and starts a timer waiting for the corresponding answer.

Alternatively, when the AAAH gets involved in the re-authorization, the AAAL may
first send the session key to the AR so that the AR can perform the second-step authen-
tication without waiting for the result of the remote re-authorization process which may
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Figure 5.47:MAP’s Operations When Timeout Events Trigger and Others

take a long time. Thus, AR is able to remove a false reservation along the path for a
bogus request (which might gain access with a “replay” cookie) once the second-step
authentication fails. More discussion is available in the following chapter - “Security

Analysis of DoS".

Reception of Re-authorization Answer

When receiving a re-authorization answer from the AAAH, AAAL disalarms the timer

first. If the remote re-authorization is successful and the Subscribed Bandwidth (SBW)
is presented, AAAL first updates the authorization data with the SBW value, and then
includes SBW in the re-authorization answer message; if the remote re-authorization is
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Figure 5.48:AAALs Operations

successful and the Subscribed Bandwidth (SBW) is not presented, AAAL updates the
authorization data with the DBW value in the “Re-authorization Request’ message and
sends a “Re-authorization Answer” message to the AR; if the remote re-authorization is
unsuccessful, AAAL sends a “Re-authorization Answer” message including a “Failure”
flag and the session key.

Reception of Timeout Events and Other Events

When the timer for the remote “Re-authorization Answer” alarms, AAAL regards the
situation as the remote re-authorization is unsuccessful.
When the Session Key Timer alarms, it sends a message to MN. When the Session

Key expires, AAAL removes all the cached state information for the MN and informs
MAP to tear down the QoS path for the MN.
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5.5 Summary

This chapter first gave a system overview including the system architecture, the involved
protocols and the corresponding provided services. Then the protocol operations were
given in cases of power-up, inter-domain handover and intra-domain handover.

After the description of the protocol operations, the design details of the involved
protocols were given:

e enhanced advertisements and a new handover criteria;

two-step authentication - a cookie verification a preliminary check in the First
Step;

interation of QoS and mobility signaling in one process;

parallerizing the interated process and the re-authorization process;

IPSec security association establishment for data protection over wireless channel;
e CASP Mobility Client Protocol as the QoS signaling;

e QoS-aware re-authorization process.

Finally the specification of the designed protocols for the cases of the “intra-domain
handover” and “session update” were described by illustrating the operations of each en-
tity. Note that in the case of “session update”, the QoS signaling should propagate from
the AR to the CN since the whole path should get involved. In the specification section,
however, the QoS signaling on the path only from the AR to the MAP is illustrated.

The protocol meets the requirements identified in Se@idin the follow aspects:

¢ Mutual authentication:

— authenticating MN: in inter-domain handover cases, the authentication is
done with the help of AAAH; in intra-domain handover cases, the authen-
tication is performed in two steps: cookie verification as the first step and
session key check as the second step. When receiving a QoS request, an ac-
cess point verifies a cookie as the first step of authentication. The verification
is successful, the mobile host is regarded as a credible user. When the access
point receives the session key, it performs the second step of authentication
with the session key.

— authenticating AR: it is achieved based on the trust relationship between
each access router and the MAP or AAAL since only the genuine AR is able
to get the session key and TmpKeyDistKey.
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e The selection of the best suited handover targeEnhanced advertisements con-
tain QoS information such as aggregate available information. It helps the mobile
host to select the most suited access point to perform a handover;

¢ IntServ support in Micro-mobility: CASP Mobility Client Protocol is designed
as a modular and light-weighted QoS signaling protocol. The CASP QUERY
message contains a range of QoS parameters. We use a range of QoS parameters
rather a specific value for the resource reservation so as to avoid multiple round
trips for QoS negotiation;

o DiffServ support and QoS-aware authorization: A selected value for the first
authorization. If the upper bound value were used for the first authorization, when
the mobile host upgraded its QoS request later, the access network had to re-
perform the authorization involving the mobile host's home domain unavoidably.
Therefore, performing the first authorization with a selected value can not only
solve the problem, but also avoid distributing the subscribed value of a mobile
host from its home domain to the visited domain. Authorization data is available
in the visited access network so that re-authorization may be done with involving
the mobile node’s home domain. Policy is deployed at the new access router after
a successful authorization process to enable the DiffServ.

e Optimization of QoS-aware micro-mobility: Closely coupled QoS and mobility
processes in the intra-domain handover cases. QoS signaling in the mobility sig-
naling are integrated in CASP QUERY message. Also Parallelizing QoS and BU
joint process and the re-authorization process in the intra-domain handover cases
makes it possible that MN has requested service without waiting for the result of
the re-authorization process.

e Data protection over wireless channel:An IPSec security association can be
established efficiently inband with the signaling protocol between the new AR
and the mobile node, in order to protect data over the wireless channel.

In such a case, before the re-authorization process is complete, the user traffic is
protected with a temporary security association.

Even though the protocol operations of the initial registration (i.e. power-up cases)
and the inter-domain handovers are not within the design scope of the thesis, protocol
operations of the two scenarios are required to cooperate with the operations of the
intra-domain cases which are the focuses of the thesis. The protocol operations refer to
AppendixB.
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Chapter 6

Security Analysis of the Cryptographic
Protocol against Denial of Service

In this Chapter, a cost-based approach is applied to evaluate the robustness of the cryp-
tographic propotocol (i.e. crypto aspects of the signaling protocol) in the thesis against
Denial of Service (DoS) attacks. The DoS attacks are caused by either exhausting cpu
cycles of network nodes and the signaling capacity of network links or gaining access
to network resources due to access control failure.

The robustness of the protocol against the resource exhaustion DoS attack will be
evaluated first with a cost-based approach. Then DoS attacks due to access control
failure will be discussed then. Finally, a conclusion will be given.

6.1 Resource Exhaustion DoS Attack

One of the most common Denial of Service (DoS) attacks is the resource exhaustion
attack. In the context scenarios, attackers may send extensive bogus requests to an
access network enforcing it to waste resources. The victim access network should take
some measures to defense the attacks. (Such an access network including entities will
be called as a “defender” in the following text.)

A defender suffers from a Denial of Service (DoS) attack only when the cost of
the defending actions is so remarkable that the performance of the defender degrades
dramatically. To analyze the robustness of a cryptographic protocol, a ratio of the cost
to the defender’s total available resources is more useful than an absolute value such as
the CPU cycle and the storage spa@€ [

With the increasing of the attacking intensity (whether caused by one attacker or
more), in general speaking, if the ratio can be kept low, a cryptographic protocol is
judged as a secure protocol against Denial of Service (DoS).

Since the aimed security goal is to prevent a system from being broken down easily
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by a not-so-strong attacker, the method in judging the robustness of a protocol against
Denial of Service (DoS) in the context is to compare the costs to a defender and to
an attacker. That means if the cost to an attacker is trivial (from the point of view of
attacker) in comparison with the cost of all the corresponding actions (from the point of
view of defender), then the protocol is judged to be insecure against Denial of Service
(DoS); otherwise, the protocol is judged to be secure.

Meadows introduced an effective way namely a cost-based approach in analyzing
Denial of Service (DoS)d0]. She modified the fail-stop model which was first men-
tioned by Gong and SyversoB1]] by considering the cost of all triggered by a bogus
message. She defined a functidmapping the actions in a protocol to costs. A proto-
col is fail-stop if a principal can not engage in a protocol execution any longer unless an
attacker pays more effort more thBQA). If the I'(A) is trivial in comparison with the
cost of all corresponding actions of a defender, the protocol is insecure.

There are some issues, however, in applying the cost-based appro&thtmthe
proposed cryptographic protocol.

e How to measure the cost of an attacker and of a defender in the wireless scenario.
Since messages are transmitted over the open air, the security threats are different
from those in the wired network addressed®d][ To characterize the potential
attacks Is not a trivial challenge.

e the costs of different actions are not directly comparable. For example, cryp-
tographic computation takes CPU cycles while state information takes storage
space;

e The framework in §0Q] is applied in a simple strong authentication case. The
protocol with weak authentication like the security protocol has never be analyzed
with the cost-based approach.

Generally an attacker has two ways to cause a defender to waste resource: first
by initiating a protocol operation and making defender to participating in the protocol
run; secondly by creating and sending a bogus instance of a message to keep defender
processing it.

Accordingly, theaccept eventi the protocol specification detailed in the preceding
chapter will be examined to analyze the first attacking approaclivetikcation events
including all the check operations in the protocol will be examined to address the second
one.

The following sections are organized as follows: the notions used for the cost based
approach will be introduced first; the analysisaxtept eventandverification events
is then carried out; final conclusive remarks are given.
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6.1.1 Overview of The Cryptographic Protocol

In this section the cryptographic protocol, which has been described detailed in Chap-
ter 5, is iterated by using thdlice-and-Bob Specificatiodefined in p0]. The trust
relationship is summarized shown in Fig@rd. In addition to the long-term static rela-
tionships represented with solid line in the figure, short-term dynamic relationships are
set up between MN and the access network during handover procedure.

Access Network

+—> Static Trust Relationship

<+ - > Dynamic Trust Relationship

Figure 6.1:Trust Model

An annotatedilice-and-Bob Specificatials described as the following:

A— B:Oy,....,O||M|[V1,..., Vy,

in which O; andV; denote the operations of A and B respectively! k&sponds to
the message sent by A.

The operations happen in the order from left to right. That me&andesirably-
precede®); for whichi < j; sending of messagll desirably-precedethe receipt of a
message/’ for whichi < j; V; desirably-precedes; for whichi < j.

Based on thélice-and-Bob Specificatiahe cryptographic protocol which is shown
in Figure6.2 can be iterated as follows:

INote that the message M sent by A may not be the message received by B.
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Figure 6.2:Crypto Aspects of the Protocol

1. AR; — MN : encrypt, ||
iy E(Kyvn an, (K, ar,, cookier, E(TmpKeyDistKeyan,H(Kyn ar,))))

|| retrievenoncey, checknamey, decrypty, accepty, storeinfo,

This message is the registration answer after the Mobile Node (MN) registers
successfully in the access network in an inter-domain handover or a power-up
case.

The cryptographic operatiomcrypt1 taken by AR; includes the following ac-
tions:

e generate a ke y/n ar,;

e do a hash function on the kel (K /v ar;);

¢ encrypt the hash code with the k&ynpKeyDist Keyan ?;

2key is distributed periodically from the local AAA server to every Access Router (AR)
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e generate a cooki&

e encrypt three pieces of information with the session kayy 4y * °: the
generated ke, v ar,, thecookie; and the encrypted hash code;

Then AR, sends the above encrypted information along with a nonge to
MN. The operations of MN after receiving the message are

e retrieve the nonce},,, andcheckname, to verify whether it is the correct
nonce;

¢ decrypt the information with the session k&Y, n an 6.

¢ if MN decrypts the message successfully, it accepts the message based on
the following reason: since MN can decrypt successfully the message with
the session key, it is proved that the message must be encrypted by an entity
who can access the session key. Upon believing in the static trust relation-
ship between the access network and the home network and the static trust
relationship between the AAAL and ARs, MN believes that the message is
not bogus;

e after accepting the message, MN stores the informatianeinfo;.

2. AR; 1 — MN : storenonce; || Enhanced_Advertisment,rag,,, || accepts

When MN receives enhanced advertisements from new Access Router (AR)s, af-
ter experiencing the handover decision process with the relevant information con-
tained in the enhanced advertisements, MN may decide to move to a new AR.
Additionally, each advertisement also contains a corresponding random number
TAR,,,- 1he only operation a AR needs to do is to cache a netwenonce;.

Authenticating advertisements is out of scope of the thies®nce it is assumed
that an attacker is not capable to fake advertisements being sent by the access
network, MN simply accept them receiving advertisements.

3. MN — ARy, : storenonces, signy ||
T'ARs,., coOkier, E(TmpKeyDistKeyan, H(Kyn, ar,))
r2ns SA_IDy, SA_IDo, Sig(Kyn.an, Msgr)
|| retrievenoncey, checknames, checkcookiey, accepts, decrypts, storeinfos,

noti fication_message, mobility singaling_message

3how generate a cookie refers to the design and specification chapter

“the session key is distributed from the Mobile Node (MN)'s home network to the access network
SE(K, X) denotes encryption of X with key K

5MN is able to derive the session key based on the long-term trust relationship with its home network
'"TESLA [76] and its extensions may be useful for the purpose

145



CHAPTER 6. SECURITY ANALYSIS OF THE CRYPTOGRAPHIC PROTOCOL
AGAINST DENIAL OF SERVICE

In case MN decides to mowve,g, ., it first caches a noncers,,. Then it signs
the following information with the session key,,y an:

® TAR,,,,cookier, E(TmpKeyDistKeyan, H(Kun,.ar,)) Which were ob-
tained from registration answer messages semt By,

e 2,5 the nonce stored by MN;

e SA_ID,,SA_ID,whichserve as P11 andSPI2 for the temporaryPSec
Security Association (SA) and the definite one respectively in the direction
from MN to AR, +;

When receiving a registration request messade,;,, first checks whether
the noncer,r, ., was issued by it. Afterwards, it performs a cookie check
- checkcookie;y If the cookie verification is successfulR;,, accepts
the message. Then it decrypts to obtai( Ky ar,) by using the key
TmpKeyDistKeyay.

i+1
8

It also caches the informatiory,, SA_IDy, SA_ID, Sig(Kyn an, Msgr).

M sg, refers to the registration request messageq (K v an, Msgr) will be

used to authenticate the request by proving the possession of the session key when
AR; ., receives the session kdy,,y ay from Local AAA Server (AAAL). As

AR;,, accepts the requestiR;,; sends a notification message to other Access
Router (AR)s about the use of the cookie, and initiates the QoS-embedded mobil-
ity process. Meanwhile, it also starts the reauthorization process.

4. AR; 1 — AAAL : encrypts || Request_for_reauthorization,
Request_for_Kyn.an || decrypts, accept,

In the reauthorization processgiR;,; sends a message to Local AAA Server
(AAAL) requesting for reauthorization service and the session/&Kgy 4an. The
communication betweeA R, ; and AAAL is protected under the static Security
Association (SA) between them.

Suppose this process takes longer time than the QoS-embedded mobility process
due to various reasons such as involving Home AAA Server (AAAH) for the
reauthorization. Thereforel R;,, receives the acknowledgement message in the
mobility process.

5. AR;y1 — MN : signsy || m2,x, SA_I D3, [SAParameters,
Sig(H (KN ar;), Msge) || retrievenonces, checknames, checksig,

accepts, storeinfos

8the cookie verification was detailed in the protocol design and specification chapter
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AR;4 signs the informatiomy,y,, SA_I Ds, [SAParameters] with key

H(Kun.ar;)- SA_1D5 indicates the SPI for the temporary IPSec Security Asso-
ciation (SA) in the direction fromAR; ., to MN. [SAParameters| contains the
necessary parameters for the IPSec SA set up such as the cryptographic algorithm
to be used.

Since MN possesses the ké§( K /v ar,), it can check the signature with the

key - checksig, after verifying the nonce. If the signature check passes, it ac-
cepts the message. Then MN caches the related information and accept the mes-
sage since only the legitimate entities in the access network can access the key
TmpKeyDistKeyay SO as to derive the corrett( K, ar,, With which to sign

the message.

After MN accepts the message, MN addz; ; start using the temporary IPSec
SA to protect the user data communicating between them.

. AAAL — AR;;1 : encrypts || Reauthorization_Result_with_Kyn an
|| decrypty, acceptg

AAAL sends the reauthorization result tdR;,; along with the session key
Ky~ anv. This message is also protected under the static Security Associa-
tion (SA) between them.

. AR; 1 — MN : checksigs, encrypty, signs ||
T]2\4N —|— 1, SA_]D4, E(KMN,ANa (KMN,ARH1 s COOkJiGQ,
E(TmpKeyDistKeyan, H(Kyn,ar,.1)))), Si9(Kyn,an, Msgs)

|| retrievenoncey, checknamey, checksigs, acceptyz, decrypts, storeinfo,

In case of a successful reauthorizatiolR;,; authenticates the regis-
tration request with the session kel ;nan: check the signature of
Sig(Kyn.an, Msgr). If the authentication is successful, as described in Step
1, AR; 1 performsencrypt, which includes preparing a new temporary key
E(TmpKeyDistKeyan, H(Kyn,ar,,,)), 9enerating a new cooki@okie,, en-

crypting them along with the kel ;v ar,,, With the session ke, an-

Then AR, ; sends the following to MN:

the encrypted information;

the MN’s nonce plus 1,

the SPISA_ID, which indicates the SPI for a definite IPSec SA in the
direction fromAR,; | to MN;

a hash code of the above information. The hash code, which serves as a
signature, is generated with the session key.
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When MN receives the message, it performs the following operations:

e retrieve the nonce3,, + 1 and verify whether it is the correct nonce;

check signature with the session k&Y, an;

accept the message if the check passes;

decrypt the information also with the session K€y y an;

after decrypting successfully, MN caches the informatibi, y 4r,.
cookiey, andE(TmpKeyDistKeyan, H(Kyn AR, ,))))-

MN accepts the message based on the assumption that the session key shared with
the access network has not been compromised.

8. MN — AR;i1 = signg || ar,, + 1, 519(Knvn ar,, 1, MSGgs)
|| retrievenonces, checknames, checksigy, accepts

When MN receives the message for setting up a definite SA, it sends an acknowl-
edgement message R, ; which includes a nonceyr,,, + 1 and a signature

with the key shared between MN andR; 1. Ky ar,,,-
After verifying the nonce and the signature successfullly; , ; accepts the mes-
sage. The MN andl ;. ; substitute the temporary IPSec SA with the new SA for

their data protection.

6.1.2 Introduction on the Cost Functions and Tolerance Relation

e Cost Sets and Protocol Cost Functions
According to a definition in§Q], in an annotatedlice-and-Bob Specification
A—B:0q,....O|| M || V1,..., Vy,
the cost function’ of eachverification event’; is
&'(Vi) =o0(Vi) + ... +6(Vj)

The cost function of &erification evenis the sum of the costs of all the individual
event from the receipt of the message to (and including) a verification event.

the cost function of aaccept evenf\(V},) is the sum of all the costs of all the B’s
operationglesirably-preceding/,, plus the sum of the costs of all B's operations
of creating and sendinthe next messages, if any, which result fromdleepting

of this messagé/.

A(V,) =AMW) + ... + A(V,_1) + A(resulted actions fron},)

For example, the cost function of accepting the registration request message from
MN includes not only the cost of cookie verification, but also the costs of creating

148



6.1. RESOURCE EXHAUSTION DOS ATTACK

and sending of the cookie notification message, QoS-embedded mobility signaling
message and reauthorization message because these three messages are the direct
results of accepting of the registration request message.

A simplest cost set has been proposedid),vhich is expensive > medium >
cheap > 0. Exponential cryptographic operations sucteag, checksig, and sign
are expensive; other cryptographic operations su@measy/pt, decrypt, preexgre
medium and all other events are cheap.

There are two problems with the definition:

— the relationships among the four difficulty levels are not clear;

— the same operation sucheascrypt or decrypshould may not be mapped to
the same difficulty level at different entities such as AR and MN.

In the following analysis, the relationships of difficulty levels will treated as vari-
ables; and the difficulty level of operations at different entities will be differenti-
ated.

Attacker Cost Functions and Tolerance Relation

First of all, the attacker’s capabilities and the corresponding cost functions should
be determined such as reading a message over the air interface meyedas

In the attacker cost set, two new difficulty levels are introduced in addition to the
protocol cost setvery expensivand maximal maximalis reserved for events
such as cryptanalysis to break a one-way hash function, which is assumed to be
infeasible.

The same problems also exist: the definitions of the cost sets are not quantified
clearly; the meaning of an attackernsediumcost may be different from that of
MN.

The notion oftolerance relationis used for evaluating whether or not a crypto-
graphic protocol is secure against Denial of Service (Dt#¢rance relations
defined as a pair of a defender’s cost and a attacker’'sccgghat a situation is
tolerated in which an attacker can not make a defender to expend resources of cost
c or greater without expending its resources of gpst greater §0].

For an actual cost paif, ¢, if ¢ < ¢ AND ¢ > g is true,d, ¢’ is within the
tolerance relation The notiontolerance relationindicates the tolerable relation-

ship between an estimate of an attacker’s resource committed to an attack and an
estimate of the defender’s available resource: how much defender’s resource can
be provided for a certain level of security; how much insecurity is acceptable for

a certain amount of cost.
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Table 6.1:Cost Functions

Entity Operation CostdQ]
checkname cheapmn
MN compute hash code cheapyn
encrypt medium,y,
decrypt mediumy,
AR checkname cheapqr
and compute hash code cheapgyy
encrypt mediumeg,
AAAL .
decrypt mediumeg,
read nonce mediumeggt,
Attacker break an encrypted codemazimal,y,

break a hash function  maximalg,

The notion oftolerance relationis used to evaluate the proposed cryptographic
protocol illustrated in Sectiof.1.1in the following subsections.

6.1.3 Analysis on the Accept Events

For eachaccept evenf, the cost paitA(F), ©(FE) will be computed, wheré\(E) is
the protocol cost function aiccept event’ and©(E) presents the attack cost function
to make theaccept evenE occur.

The cost pair will be compared with predefintmlerance relationto determine
whether the step of the protocol run is secure.

Based on the protocol cost function and attack cost function shown in Gabline
analysis on thaccept everstare described as follows:

® acceptq:

A(accepty) is the sum of the costs of all the operatiodssirably preceding
accept;. When the dominating factors which atkeckname; anddecrypt, are
taken into account,

Al(accepty) = cheapy,, + medium,,

O (accept,) is the attack costs of all the actions to make dhept; occur at MN.
The actions and the corresponding costs are

— reading MN's first registration message to obtain the norjge (cost

mediumar);

— performing cryptanalysis to get the session ké{ v an (cOSt

maximalg,).

150



6.1. RESOURCE EXHAUSTION DOS ATTACK

Therefore,

O(accepty) = mazximal

® accepts:

A(accepty) can be determined mainly by the operations resulting from the accept-
ing the advertisement: the sum of the costs of the operations of making handover
decision (cost =heap,,,), signing the re-registration message with the session
key (i.e. doing a hash function, cost&eap,,,,). Therefore,

Alaccepty) = 2 * cheapyy,

Since it is assumed that attacker is not capable to impersonate an AR to emit
enhanced advertisement,

O(accepty) = maximal gy,

® accepts:

Since AR, 1 needs to check the nonce (costi=ap,,,), perform a cookie veri-
fication (i.e. do a hash function) (costcgeap,,,,) before accepting the message,
and also performingecrypt, (cost =medium,,,), sending a notification mes-
sage to the cookie generator AR (costirdium,,,), initiating mobility signaling
process (cost medium,,,) and an reauthorization process (costiedium,,,)

are also the results of the accepting of the message, based on the cost message,

Al(accepty) = 2 % cheapy, + 4 * medium,

In order to generate an acceptable registration message, an attacker needs to

— obtain the nonce from the enhanced advertisement (cost = medium));
— generate a cookie with the correct cookie key (cost = maximal);

— sign the message with the session key (cost = maximal).

Therefore, the task to generate an acceptable registration message with the ac-
knowledgement of the cookie key and the session key is infeasible for an attacker.

O(accepts) = maximal gy,

However, an attacker may eavesdrop an registration message (which includes the
an correct cookie and signature) and replay it to some access routers to gain ac-
cess. When the attacker has gained the access, it can send bogus messages to
reserve resource, causing a DoS problem. Since this kind of DoS results from the
access control failure, the threats will be discussed in the next subsection.

® accepty:
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Under the static Security Association (SA) betweenAlig ,; and AAAL, AR; 4

sends a message request AAAL to perform reauthorization and distribute the ses-
sion key. Therefore, the cost of AAAL's operations mainly comes faeuarypt
whose cost isnedium

Al(accepty) = mediumeggq

To fake an acceptable message to AAAL, an attacker needs to break the static
Security Association (SA) between teR;, ; and AAAL, which is assumed to
be maximal

O©(accepty) = mazrimal

® accepts:

To accept the message in Step 5, MN needs to check the nonce and check the
signature withH (K /v ar;) (i.e. perform a hash function). According to the cost
function table6.1,

Al(accepts) = 2 * cheap,,

In order to fake an acceptable message to MN, an attacker has to get the nonce
r2 . and break the one-way hash cdd€l'mpKeyDistKeyan, H(Kyn ar,)) tO
get the keyH (K ar,). Therefore,

O(accepts) = mazximal gy,

® acceptg:
Similar toaccept,
Alaccepts) = mediumg,

O(accepts) = maximal gy,

® accepty:

The operations resulting teccept; and resulted fromuccept, include checking
nonce (cost =heap,,,), checking a signature by doing a hash function (cost =
cheap,,,), performingdecrypts (cost =medium,,,)and signing a message in Step
8 by doing a hash function (costcheap,,,). Therefore,

Al(accepty) = 3 x cheap,,, + medium,,

Since an attacker needs to read a message to obtain npcend break the
one-way hash function to get the session key,

O(acceptr) = mediumgy, + mazimal gy,

® accepts
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SinceAR; ., checks the nonce (costeap,,), also checks the signature (cost =
cheap,,),

A(accepts) = 2 % cheapg,
Theaccept evermost to an attacker is

O (accepts) = mediumegy, + mazimal gy,

6.1.4 Analysis on the Verification Events

In an annotatedlice-and-Bob Specificatiosupposedr; is an eventimmediately pre-
cedinga verification event,, the cost paird’(E,), ©(F;)) is computed.

This method can be used to justify the robustness of the cryptographic protocol
against Denial of Service (DoS) in which an attacker causes a defender to waste re-
sources processing a message before it discovers the attack.

Based on the protocol cost function and attack cost function shown in Gabilee
analysis on theerification everd are described as follows:

e Step 1:
In Step 1, the cost of the verification operatibterypt; can be expressed as
§' (decrypty) = 0(checknamey ) + d(decrypty) = cheap,, + mediumy,

The evenimmediately precedingecrypt; is checkname;. The attack cost func-
tion ©(chackname;) mainly consists of the costs of reading a message to get
noncer! , whose cost isnediumgy, ..

mn?

O©(chackname;) = mediumgy,

Since the only intention of the attacker is to cause MN to perfoghe@yptand

it does not care about the decryption result, after reading the nonce, the attacker
needs only to fill in the field, which MN will perforndecryptto, with random
numbers.

When the attacker commits its effort teedium,;,,, MN has to pay the cost of
cheap, + mediums,,.

e Step 2:
Even though there is no check on the received advertisements, attackers are as-
sumed not to be capable to impersonate an AR to beacon advertisements. There-
fore, this step is secure against Denial of Service (DoS).

e Step 3:

The protocol costs of the tweerification ever (i.e. d’(checknames) and
' (checkcookiey)) arecheap,,y,.
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d(checknames, checkcookiey) = 2 % cheapq,

An attacker needs to read the message (cost&ium.,) to get the nonce?
and necessary cookie information because it may want to take some care to pass
checks for obviously bogus valueg(. Therefore,

O©(checknames) = medium g,

Step 4.

The communication is protected with the standard IPSec SA. The analysis on such
an approach is out of scope of the thesis. It is assumed that this step is secure.
Step 5:

Theverification everd consists othecknames andchecksig,. According to the
cost function tablé.1,

d(checknames, checksigy) = 2 x cheappy,

Since an attacker also needs to read message (castizim,;,) to obtain the
noncer?, , the cost pair is§(checknames, checksig, ), ©(chacknamesy)).

mn?

Step 6:

Based on the same argument as'iap4, this step is assumed to be secure.

Step 7:

Similar to Stepb, theverification everg consists otheckname, andchecksigs.
Therefore, the protocol cost function and attack cost function are

d(checknamey, checksigs) = 2 * cheapmy;

O©(chacknamey) = mediumg,, respectively.

Step 8:
Following the same reasoning Htep7, the cost functions are
d(checknames, checksigy) = 2 * cheap,,, and

O©(chacknames) = mediumgyy,.

6.1.5 Conclusive Remarks

The cost pairs ofccept everstandverification everg are summarized in Tab&2 and
Table6.3respectively.

Since the attack cost isaximal,, in all steps of the analysis on tlagcept everst,

it can be concluded that, for any tte@erance relationit is infeasible for an attacker to
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Table 6.2:Summary of Analysis o0ACCEPT EVENT

Step Defender A(E) O(F)

1 MN cheap,, + mediuma,y, maximal g,
2 MN 2 * cheapmn mazimal gy
3 AR+ 2 % cheapmn + 4 * mediuma,y, maximal g,
4 AAAL meditMeggal maximal g,
5 MN 2 % cheapmn maximal g,
6 AR medium,, mazimal gy
7 MN 3 x cheapmy + medium,y, maximal iy
8 AR+ 2 x cheapgy, maximal g,

Table 6.3:Summary of Analysis oWERIFICATION EVENT

Step Defender §'(Es) O(F1)

1 MN cheap,, + mediuma,, mediumeat,

2 MN 0 mazximal gy
3 AR+ 2 * cheapgy, mediumgttr,

4 AAAL — —

5 MN 2 % cheapmn mediumeggtr

6 AR - -

7 MN 2 x cheapmn mediumeagt,

8 AR+ 2 * cheapgy, mediumgtt,
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cause a defender to waste resources engaging in a protocol run up, receiving a particular
message and responding to it.

If an attacker increases its power so that it can changeamal,;, costed task to
acexpensive,y, task, according to thlerance relationexpensive,,., expensive,yy,),
Step 3 may makelR;,, insecure when so manyediumtasks mearexpensiveo it.
Therefore, the cryptographic protocol is not claimed to be completely free from Denial
of Service (DoS).

Concerning theverification everd, compared to thelerance relation

(mediumeg,, mediumey,) or (medium,,,, mediumqy,.),

the cost pair ¢heap,,,, + medium,,,, mediumg;,) in Step 1 shows that MN is not
secure.

Actually MN has to perforndecryptas a verification check which meansi@dium
costed task when it receives the first registration answer message. An attacker may cause
Denial of Service (DoS) to MN.

Moreover, when an attacker becomes more powerful and sends bogus messages
more intensively to flood the access network in Stepd®,,; may have some trou-
ble with the Denial of Service (DoS) attack because the protocol cost in Step 3 (i.e.
2 x cheap,,) is not free. This point will be proved in the mathematical analysis chapter.

6.2 DoS Attack due to Access Control Failure

During the transmission of the re-registration message in the air as shown in Step 3, an
attacker can copy the message and replay it to ARs which are destined to accept the
cookie contained in the message. If the relay of the message arrives at the ARs earlier
than the notification message does, the ARs aglieptthe message due to the success
of the checknamey andcheckcookie;. Thus the attacker passes the first authentication,
and makes the ARs to commit its resources on the tasks such as sending notification
messages with the protection of the static SA between two ARs, initiating the joint
resource reservation and mobility process, and starting the reauthorization process.
This kind of DoS (i.e. wasting resources and marking resources as occupied) due to
the access control failure is different from the resource exhaustion DoS discussed in the
preceding subsection. In this subsection, the cost of this kind of DoS is discussed.

6.2.1 Analytic Network Architecture

An hexagonal cellular HMIPv6 network architecture is assumed in the analysis as shown
in Figure6.3.

156



6.2. DOS ATTACK DUE TO ACCESS CONTROL FAILURE

<:> ,Areaof Validity“ of acookie

1* The cell where ,,new AR locates

Figure 6.3:Hexagonal Cellular HMIPv6 Network Architecture

A MAP domain is assumed to cover rings of cells. One ritfig(r > 0) consists of
6r cells. The total number of cells in a MAP domain is calculated as

R
» 6r+1=3R(R+1)+1 (6.1)
r=1

whereR is the number of rings a MAP domain covers.

Each cell has ar\ccess Router (ARA cookie generator is assumed to locate in
the cell numbered as “0”. Tharea of Validity (AOV)of a cookie is assumed to be the
area centered by the cell “0”. Th&0OV can be the scope edged by the ring, ..., 7.
Therefore, the number of cells of tA®V can also be obtained from Ef.1as

(i +1)+1 (6.2)

Figure6.3 shows theAOV which is edged by the ring in the shaded part. The cell
numbered as 1* is assumed to be the cell where the “new AR” (i.e. to which a cookie is
presented) locates.

The involved entities are shown in Figusel. An attacker may eavesdrop the cookie
from the request message from an legitimate mobile user, and replay it to either the “new
AR (NAR)” or other ARs in theAOV. It is assumed that there are two hops (i.e. four
Ethernet interfaces) from an AR to the AAAL server.

The notations used the analysis are shown in Talle
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Table 6.4:Notations In the Analysis

Symbol Remark
WEN Weight of an “Encryption” operation
WpE Weight of an “Decryption” operation
We Weight of the transmission over an Ethernet interface
Wy Weight of the transmission over a wireless interface

Wsession_key

Weight of the session key lookup at AAAL

WAUTH

Weight of an authentication operation using a session key at AR

Weight of a cookie verification at AR

Weight of attacker’s generating a bogus request,
including parsing the genuine message and composing a bogus message

Cell crossing rate per mobile.. = ny

velocity of a mobile host

radius of a cell

constant proportional factor of relation between velocity and cell radius

number of mobiles in one celin = §3+/3k?

density of mobiles in the handover domain

percentage of cookies in genuine requests being eavesdropped and replayed

possibility of the replayed cookies being accepted by an AR

percentage of cells under attack

ith ring forming the boundary chOV

H|e R @IS

number of rings covered by a MAP domain
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—Z eavesdropping
x

MN Attacker

Figure 6.4:Involved Entities in the Analytic Network Architecture

6.2.2 Operation Costs of The Cookie Mechanism

The analysis on the operation costs of the cookie mechanism is classified into two sce-
narios: 1.) the replay of a cookie is sent to the “new AR” to which the original cookie is
presented; and 2.) the replay of a cookie is sent to the ARs ik@héwith the exception

of the “new AR”.

Scenario 1

When the replay of a cookie arrives to the “new AR” before the genuine cookie, the
“new AR” reserves resources to the bogus request until it performs the second-step
authentication with the session key (if any) transmitted from AAAL. The maximum time

of the period consists of encrypting and sending request for the session key, decrypting
the message and looking for the session key, encrypting and sending a reply message,
decrypting the reply and authenticating the request. It can be calculated as

WEN + 4wc + wpp + Wsession_key + wpNy + 4wc + Wpp + WavuTH (63)

“new AR” may reject the legitimate request with the genuine cookie since it has
accepted the replayed one.

Scenario 2

When an attacker eavesdrops a cookie and replays it to the ARs ACMexcept for
the “new AR”, the replay may arrive earlier than the notification message. As shown in
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AR, acceptsthe cookie
and sends notification

AR receives
two notifications

AR;_4 AR; AR’i+1
k\ b* -~ _ ,/’/' AR, , accepts the cookie
S~ Tmmem .-" and sends notification

-
~ -
-~ -
—_—_— e ——

Figure 6.5:An Example Of a Successful Replay of a Cookie From an Attacker

Figure6.5where it is assumed thatR; is the cookie generator, antlR; . ; is the “new
AR” whereasAR;_, is the AR which accepts the replayed cookie. Since bbit)_;
andAR;,, accept the cookie, they send the notification inAGV.

The operations of an AR when receiving a notification message are shown in Figure
6.6. First the AR checks whether the notified cookie has been on its “notified cookie”
list. If no, the AR adds it on the list; if yes, the AR can ensure thatrépéay occurs.
If the cookie is not the cookie where has been accepted by itself, the AR knows that the
replayoccurs at other ARs; otherwise, tteplaymay have occurred at either this AR or
the sender of the notification message. The AR holds the session traffic until the second-
step authentication finishes. If the authentication passes, AR knows thapthghas
occurred at the sender of the notification message and the cookie previously accepted
by itself is a genuine one. Therefore, it continue the session. If the authentication fails,
the AR knows that the cookie previously accepted by itself is a replayed one. It sends a
message to tear down the QoS path for the session. The duration for the false reservation
can also be determined by E§.3

The operation costs of genuine requests and bogus requests are discussed as follows.

e The Operation Costs of Genuine Requests

The operation costs ofsending ARi.e. the sender of notification messages) can
be expressed as

Ccookie_t_sender = mrcc(ww + wco) + mrcc<wEN + wc)?ﬂ(l + 1) (64)

mr.. presents how many requests in one cell. For each of the requests, the cost of
the wireless interface,, and the cost of the cookie verificatian,, are required.

After the cookie verification passes, notification messages should be sent to all
the ARs in theAOV except the “new AR” corresponding to each of the requests.
The number of the notification messages can be derived from&2). which

is 3i(i + 1). The costs of sending a notification message consist of the cost of
encrypting the messagery provided that each pair of ARs communicate with
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The notified cookie No
on the ,, notifed cookie" list

A

Yes Addit to the
»notifed cookie" list
The notified cookie No
is previously accepted by me
A
Cookieisreplayed at
l es other ARs

Holding the session traffic until the
second-step authentication finihes v

The second-step No
authentication passes
A
Tear down the QoS path for
l Yes the session

Continue the session

End

Figure 6.6:0Operations of an AR When Receiving a Notification

protection of a static Security Association (SA), and the cost of transmitting the
message over an Ethernet interface provided that an AR is one hop away from
another.

The operation costs of aeceiving ARwhich receives notification message can
defined as
Ccookzie_t_receiver = 3Z (Z + ]-)mrcc(wc + wDE) (65)

An AR receives the notification messages from the ARs inO¥ except itself.
The number of those ARs (i + 1). From each AR, the number of the notifi-
cation messages isr... The costs of receiving a notification message consist of
the cost of receiving the messagg and the cost of decryptionpg.

e The Operation Costs of Bogus Requests
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The operation costs of aending ARriggered by bogus requests can be expressed
as

Ccookie_f_sender = aﬁCcookie_t_sender (66)

« is the percentage of cookies which are eavesdropped and replaysassibil-
ity of the replayed cookies being accepted by an AR, can be determined by the
probability that theeplayarrives earlier than the notification.

The time for the arrival of theeplayis determined by

Watt + Way + Way + Wy (67)

The attacker first eavesdrops the message with the caest.ofhen it parses the
cookie and composes a bogus request with the cost,©f Finally, it sends out
the message with the cost,. An AR takesw,, to receive the message.

The time for the arrival of a notification message is determined by

(Wy + Weo) + (WEN + we)n + (We + WpE) (6.8)

For a genuine request, in addition to the costuqf + w.,, the notificationto
the specific AR is theith message, where < n < 3i(i + 1). After receiving
the notificationand decrypting it with the total cost af. + wpg, notificationis
accepted by the AR.

The operation costs of aeceiving ARwhich receivesotificationtriggered by
bogus requests can be expressed as

Ccookie_f_receiver - ’Yaﬁccookie_t_receiver (69)

v is the percentage of cells under attaaks the percentage of requests which are
replayed. Note that only the replayed requested which are accepted by an AR can
trigger thenotificationmessages.

6.2.3 Operation Costs of The AAA Mechanism

The operation costs of genuine requests and bogus requests are discussed separately.

e The Operation Costs of Genuine Requests

When the cookie mechanism is not applied, the AAAL server is responsible for
the authentication. The operation cost ;feanding ARs

Caaa_t_sender = mrcc(ww + WEN + 4wc + wDE) (610)
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The operation cost of eceiving AAALSs calculated as

Caaa_t_'r'eceiver = mrcc(wDE + WayrH + WEN + 4wc>(3R(R + 1) + 1) (611)

An AAAL server may receive authentication requests from all the cells covered
by a MAP domain. From EQq6.1, the number of the cells BR(R + 1) + 1.

From each cell, the number of requestsris... For each request, the operation
costs consist of the cost of decrypting the messagg, the cost of authenticating
wayry and the cost of encrypting the reply message and transmitting the message
over the Ethernet interfacds..

e The Operation Costs of Bogus Requests

The operation costs of a@nding ARriggered by bogus requests can be expressed
as

Caaa_f_sender = a<mrcc(ww +weN + 3wc)) (612)

The operation costs of areceiving AAALtriggered by bogus requests can be
expressed as

Caaa_f_receiver = 7a<mrcc<wc + WpE + wAUTH)(BR(R + 1) + 1)) (613)

Note that when an authentication fails at AAAL, AAAL discards the requests
silently without sending a reply message.

6.2.4 Total Operation Costs

In the cookie mechanism, since an AR may act as bateraling ARand areceiving
AR the total operation cost of an AR in case that there is no attacking behavior can be
expressed as

Ocookie_t_total = Ccook:ie_t_sender + Ccookie_t_receiver (614)

The total operation cost of an AR in case that there are attacking behaviors can be
expressed as

Ceookie_total = Ceookie_t_sender T Ceookie_t_receiver + Ceookie_f_sender T Ceookie_f receiver
(6.15)
In the AAA mechanism, an AR acts only as sender of an authentication message
whereas the AAAL server is the receiver. Therefore, in case that there is no attack-
ing behavior, the operation costs of an AR and the AAAL serverCarg  sender and
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Table 6.5:Parameter Values In the Analysis

Parameter Valud Parameter  Value

WEN, WDE 2 v 1 [m/s]
We 1 k 120 m
Wy 5 n 1
Wsession_key 1 o' 1
WAUTH 2 0% 0.2,0.5,1
Weo 2 i 1
Watt 0,5,10 R 2,34

Cuaa_t_receiver T€SPECtively; in case that there are attacking behaviors, the total operation
costs of an AR and the AAAL server are

Caaa_total_sender = Uaaa_t_sender + Caaa_f_sender (616)

Caaa_toml_receiver = Laaa_t_receiver + Caaa_f_receiver (617)

6.2.5 Numerical Results

To calculate the operation costs, the parameters which are defined in6T4ble the
the values shown in Tab®&5. The parameters of velocity of a mobile hesind radius
of a cellk were referenced fronbp, 73].

For the sake of simplicity, constant proportional factor of relation between velocity
and cell radius;, percentage of cookies in genuine requests being eavesdropped and
replayedr, and the number of ring forming the boundaryA@V ; are assumed to be
Possibility of the replayed cookies being accepted by an AR §).€an be determined
by the time of arrivals of theotificationand thereplayshown as Eq6.8and6.7.

According to the experimental measurements in Chd&ptime for finding a session
key is aroun®0us; time for a cookie generation and verification is arodfds; time
for Triple DES encryption/decryption is aroudds.

Since an authentication with a session key requires a computation of HMAC-SHAL,
the authentication time is assumed to equal the time for a cookie verification. When the
weight of the session key lookup at AAAL is assumed to 1, the weight of encryption,
decryption, cookie verification and authentication with a session key are 2.

The weight of transmitting a 250 bytes over wireless and wired interfaces can be
calculated as 5 and 1 respectively.

The number of mobiles in one cell, the weight of attacker’'s generating a bogus re-
guest, parsing the genuine message and composing a bogus megssaged the per-
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centage of cells under attagkare variables; the weighted the operation costs at an AR
and AAAL are the metrics.

According to Eq. 6.8 the weight of arrival of anotificationcan be expressed as
10 + 3n,1 < n < 6. The time of arrival of aeplayis weighted as 15, 20 and 25
corresponding ta,,; = 0, 5 and 10 respectively.

If the weight of areplayis smaller than that of aotification thereplayis assumed
to be accepted. Therefore, the probability of the replayed cookies being accepted by an
AR are 86%, 53% and 20% corresponding tav,;; = 0, 5 and 10 respectively.
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Figure 6.7:Operation Cost at AR in Cookie Scheme: no attack vs. attagk0

Figure 6.7 shows the operation costs at an AR in the cookie mechanism when the
weighted operation cost at the attacker is fixed. The weighted operation cost of the
attack cases is higher than that of the no attack case. The more cells are under attack,
the higher is the weighted operation cost.

Figure6.8 shows the operation costs at an AR in the cookie mechanism when 20%
of cell are under attack. The operation cost at an AR when attack is present is always
higher than that of no attack cases. Moreover, when an attacker is more powerful, the
probability of a replayed cookie being accepted is higher. Therefore, the more powerful
attacker results in higher operation cost at an AR.

Figure 6.9 shows the operation costs at the AAAL server in the AAA mechanism
when a MAP domain covers two rings of cells. When the number of mobiles in one
cell reaches0, the weighted operation costs at the AAAL are aroge@ This value is
much greater than that at an AR in the cookie mechanism cases since AAAL is respon-
sible for the all the authentication requests from all the cells in the MAP domain. It is
also true that the more cells are under attack, the higher is the operation cost.
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Figure 6.8:0Operation Cost at AR in Cookie Scheme: no attack vs. atia@0%
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Figure 6.9:0peration Cost at AAAL in AAA Scheme: no attack vs. attack R=2

Figure6.10shows the operation costs at the AAAL server in the AAA mechanism
when there are 20% cells under attack.lIt is observed that the more rings a MAP domain
covers, the higher is operation cost in both cases of no-attack or attack.

Figure6.11 shows the operation costs at an AR and the AAAL server when there
is no attack to compare the cookie mechanism and the AAA mechanism. Even though
the operation costs at an AR in the AAA mechanism is lower than that in the cookie
mechanism, operation cost at the AAAL server is very high. The cookie mechanism
performs better because the authentication tasks are shared by all the ARs. In the AAA
mechanism, however, the tasks are done only at the AAAL server. The more cells in a
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MAP domain, the higher is the operation cost at the AAAL server. The same discussion
is applicable in Figuré.12 which shows the operation costs at an AR and the AAAL
server when there are 20% cells under attack.

6.3 Summary

In this chapter, two kinds of Denial of Service (DoS) attacks were identified: DoS due
to the resource exhaustion, and DoS due to access control failure.
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A cost-based approach was used to analyze the robustness of the proposed crypto-
graphic protocol against the first DoS attaekcept e,y @andveri ficationeye,: Of the
protocol were discussed separately in terms of robustness against resource exhaustion
DoS. As the result, only MN faces this kind of DoS when it is waiting for the registration
answer message in its inter-domain handover procedure. The access network is secure
against this kind of DoS in the cryptographic protocol runs.

In dealing with another DoS attack, the operation costs, including the processing
cost and the transmission cost were analyzed. A comparison was made between the
cookie mechanism and the AAA mechanism. It was proved that the cookie mechanism
caused less operation costs when performing authentication than the AAA mechanism.

The probability of a replayed cookie being accepted by an AR essentially depends
on how early thenotification message arrives compared to tieplay. An effective
way to reduce the probability of accepting a replayed cookie (igis to hold the
operations after a successful cookie verification fdrodding time If a notification
arrives during the holding time informing that the cookie has been used, the AR knows
that the cookie must have replayed to it or other ARs. Therefore, the ARs must hold the
re-authorization processes until the second-step authentication finishes. Obviously, the
holding timeshould not introduce considerable latency to the whole the re-registration
procedure.

This chapter analyze the operation cost at the authentication entities (i.e. AR and
AAAL) against DoS due to access control failure. The following chapter will discuss
how the security measures performs in the whole re-registration procedure.
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Chapter 7

Performance Analysis of the Protocol
against Denial of Service

In the preceding chapter, a cost-based approach was used to analyze the cryptographic
protocol against Denial of Service (DoS). After the analysis some issues are still open:

e as mentioned in the concluding section of the preceding chapter, the first authen-
tication - verification check of a cookie is not free of cost even though it is a
lightweighted preliminary check. An attacker may send bogus messages with
wrong cookies and cause an AR to perform such verification checks. When the
rate of sending of such bogus messages becomes very intensive, Denial of Ser-
vice (DoS) may happen;

e how the cryptographic protocol performs in cooperation with other processes (i.e.
resource reservation and binding update processes) in the whole registration pro-
cedure when DoS attacks exist is unknown, especially when the above-mentioned
attacking rate varies;

e in comparison with the two-step authentication approach, how the one-step au-
thentication approach using AAA protocol behaves under such circumstances is
unclear.

Therefore, in this chapter queueing theofg][is used to perform a mathematical
analysis of DoS in various re-registration procedures.

The mathematical analysis is carried out based on the network architecture as shown
in Figure7.1- a Hierarchical Mobile IPv6 (HMIPv6) and Authentication, Authorization,
Accounting (AAA) joint architecture.

An Ethernet bus connects an access network and the core network. In the access
network, MAP connects ARs via a local bus. AAAL communicates with any AR via
MAP. Each AR dominates a cell receiving registration requests from a mobile user via
the wireless interface.
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G—

Core Network

Access Network

Figure 7.1:An Overview of the Involved Entities

After the MN’s first successful registration in the access network, its Authentication
and Authorization (AA) information is known to the access network, as well as a session
key. Afterwards, it can perform intra-domain handovers, roaming locally from one AR
to another.

In the presence of attacking in one cell, an attacker sends bogus request messages to
the AR. It is assumed that the bogus request messages contain valid nonces in order to
avoid being filled out easily. Thus the AR must pay tdoekiechecleffort on the bogus
requests in the two-step authentication approach (termed asdke protectiortase in
the following), or perform a strong authentication check at AAAL on the bogus requests
in the one-step authentication approach ((termed asdtwokie protectiogase).

7.1 Metrics and Scenarios

To study the performance of a re-registration procedure in terms of registration latency
and robustness against DoS, the following three parameters should be examined:

e Mean response timeThe duration between the transmission of the first bit of a
registration request of a legitimate MN and the arrival of the last bit of the corre-
sponding registration response. This parameter can reflect the signaling capacity
of a path and the efficiency of an intra-domain handover.

e Mean queue length at AAAHow long in average is the queue of new jobs waiting
for service at the AAAL server, in the two-step authentication approach or in
the one-step authentication approach (i.e. authentication at AAAL)? This metric
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indicates that in the one-step authentication approach, there are many conditions
under which Denial of Service (DoS) occurs through an overflow of traffic at
AAAL, whereas the use of a cookie verification enables AAAL to process only
the legitimate requests.

e Size of the waiting room at AR the one-step authentication approach, when an
AR receives a re-registration request, it has to store some data (which is assumed
to be 500 bits long) for a request inveaiting room and perform the authenti-
cation at AAAL first. When receiving an answer from AAAL, the AR restores
the correpsonding data from theiting roomand starts the following operations.

All the data stored prior to the answered one are removed frowditeng room
because they are supposed to correspond to bogus requests under the assumption
that authentication request should get an answer from AAAL first, unless the au-
thentication check fails and the requests are dropped silently by AAAL. A Markov
chain analysis is used to compute the mean value of the total queue length in such
a "waiting room".

These parameters are examined in three re-registration procedures as shown in Fig-
ure7.2 Figure7.3and Figurer.4respectively:

uqf,m © ;@

| MN] A/_\ £2 ) on Q. Qe -
AR MAP AAAL

1111} ARm #1111} maP| o

Figure 7.2:Processing Scheme in Case 0

RM —— ||

T A [T ~—

| MAP AAAL
% “ o

— [llll]
Figure 7.3:Processing Scheme in Case 1

e Case 0: No cookie protection

In one cell which has one AR, MNs and attackers (AT) send re-registration request
messages to the ARA(R,,). The arrival messages are queued)in,, of AR, if

171



CHAPTER 7. PERFORMANCE ANALYSIS OF THE PROTOCOL AGAINST
DENIAL OF SERVICE

R‘”\ Um

HH AR HH MAP
A Qam QC

Figure 7.4:Processing Scheme in Case 2

the processor is busy. Since the AA checks need to be performed at AAAL before
initiating the source reservation proceds?,, caches temporarily the correspond-

ing QoS request information 19, ,,, (Which serves as a “waiting room”). When a
reply message for a genuine request arrived at,, AR, discards all the priors

in Q. Since these are regarded as bogus requests, provided all the AA checks at
AAAL require the same time. In order to perform Authentication and Authoriza-
tion (AA) checks at AAAL before processing the request?,, generates a new
message destined to AAAL and sends the messag@e td the MAP. MAP sim-

ply forwards the message €@, of the AAAL. If the AA checks pass, the AAAL
sends an acknowledgement messagé&tmf the MAP. Otherwise, the AAAL
drops the request message silently. Obviously, the requests from attackers will be
sent to the garbage (denoted by "G"). When MAP receives an acknowledgement
message from the AAAL, it forwards it inmediately @y ,, of the AR,,. So

far, the security check procedure is complete. THé?), starts the joint resource
reservation and binding update procedure: it checks its available bandwidth for
the QoS request and sends the QoS reque&gt tf the MAP; the MAP performs

the same check. It is assumed th&R,, and MAP can also satisfy the QoS re-
quest. Thus MAP performs a binding update operation and sends a rep}y,to

of AR,,. Finally, AR,, sends a registration reply message to the corresponding
MN.

Case 1: Cookie protection + the joint resource reservation and Binding Update
(BU) process and re-authorization process in series

In such a two-step authentication approach, cookie verification serves as the first
authentication. After the successful first authentication, the joint resource reser-
vation and Binding Update (BU) process, re-authorization process and the second
authentication need to be done. In addition to the second authentication, which
will be performed by an AR with the session key, the other two operations may
happen in series or in parallel. Case 1 refers to the series case.

Inthe AR,,’s cell, MNs and Attackers send QoS requests with cooki€g,tq of
AR,,. Before processing the requests?,, verifies the cookie. If the verification
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fails, AR,, drops the request in the garbage ("G") silently. If the verification
succeedsAR,, sends the notification message and starts the resource reservation
procedure immediately, checking its available bandwidth and sending the QoS
request ta). of the MAP. MAP performs the same check and the binding update
operation.

Before MAP sends a Binding Acknowledgement (BA) destined to MN, including
the QoS related information and the session key) 19, of AR,,, it generates a
new message and sends it@g of the AAAL for the authorization check. When
the authorization check passes, the AAAL sends a message td the MAP,
including the session key.

When the MAP receives the message from the AAAL, it then sends a Binding
Acknowledgement (BA) taAR,,. When AR,, receives the message from the
MAP, AR performs the second authentication check on the re-registration request
with the session key. If the check passes, it removes the session key from the reply
message. It also generates a new cookie, encrypts it with the session key, inserts
the encrypted cookie in the reply message, and forwards it to the corresponding
MN.

e Case 2: Cookie protection + the joint resource reservation, Binding Update (BU)
process and re-authorization process in parallel

AR, performs the same cookie verification when receiving a QoS request from
either a MN or an Attacker. If the verification failglR,,, also drops the request

to "G". If the verification passes, théR,, starts the two processes in parallel.
Meanwhile, it sends the notification message.

When the result of the joint resource reservation and binding update process ar-
rives atAR,,, the result of the re-authorization process may or may not be avail-
able atAR,,:

— if the re-authorization process takes a longer time and no response of the cor-
responding re-authorization process is availalllg,, sends a reply message
to MN setting up the temporary Security Association (SA) to protect the user
data, without waiting for the re-authorization result;

— if the re-authorization process takes a shorter time and the result from the
corresponding re-authorization process is already availatdk, performs
the second authentication with the session key, generates a new cookie and
encrypts it with the session key. TheiRz,, sends a reply message to MN.

Figures7.5, 7.6 and 7.7 show the process parameters in all three cases. In Case 0
(See Fig.7.5, shown as Figur@.5 MN transmits its re-registration request A?,,
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Figure 7.7:Processing Time and Transmission Time in Case 2

over the wireless channel, the transmission timg&jghen AR,, takest; to generate

an Authentication and Authorization (AA) message; the message is transmitted over a
100Mbps link to MAP, the transmission time is denoted’as; MAP spends a; time

on forwarding the packet towards AAAL; after the transmission tithg the packet
arrives at AAAL; it takes AAAL (3+T) on authorization and authentication; then an
answer message is transmitted for a ti6ig; and arrives at MAP; MAP spends the
samet, on forwarding the packet; and after a tranmission tite, the packet arrives
atAR,,; checking resources and making a reservation takes or MAP the time oft4;

the transmission times between the two entities are denotégl,andcCy; , respectively;
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Table 7.1:Notations of Processing Time and Transmission Time

Symbol Remark

to uplink transmission time of the re-registration request over the wireless channel
ty time for generating an AA request

Ca3 transmission time of the AA request froAmR,,, to MAP
to time for forwarding an AA request or answer

C34 transmission time of the AA request from MAP to AAAL
i3 time for an authorization check
T time for an authentication check; or generating / verifying a cookie

Cus transmission time of the AA answer from AAAL to MAP
Cs3p transmission time of the AA answer from MAP 1R,
t4 time for checking, reserving or confirming resources
Cy 5 transmission time of the QoS+mobility packet froti,,, to MAP
Cs, transmission time of the QoS+mobility packet from MAPA®,,,
Cy downlink transmission time of the re-registration answer ftéf,, to MN

AR, spend<, on confirming the reserved resource; the transmission time of the re-
registration answer message js The same notations may be applied to Cases 1 and 2,
and these notations are summarized in Table

In all three cases)\,,;y denotes the Poisson rate of message sendings by MNs in a
given cell, whereaa 4 denotes the Poisson rate of messages sent by Attackers in a cell
that is currently under attack. We also Mtdenote the total number of cells, wheréas
stands for the total number of cells that are currently under attack. The message sending
process in a given cell (cellm, 1 < m < M) is therefore a Poisson process with an
intensity A that is either equal ta,,;x (no attack) or to\;y + A 47 (attack).

The asymptotic mean arrival rate@;, ,,,, namely\’ . is defined as:

a,m?

o thin E [t(arrivals atQam; during timeo, t])]’

Since the focus of the analysis is the performance of the Layer 3 protocol, the be-
havior of the MAC protocol of the wireless link, including collisions, is not considered.

It is assumed that the sending of false requests in a cell under attack has an inten-
sity that never exceed$)% of the transmission capacity of the corresponding wireless
channel, so that the effect of collisions along this wireless channel can be neglected.

The asymptotic mean arrival rates at each of the remaining queue (i.€y, Q.,
Qsm) may then be determined as functions\éf N, Ay, and 4.

175



CHAPTER 7. PERFORMANCE ANALYSIS OF THE PROTOCOL AGAINST
DENIAL OF SERVICE

In Case O:
)\z = QM)\MN -+ N)\AT,
Ng = MAyn + NAar,
b= MMy,
/\jc7m = 2/\MN§
In Case 1:
o= MAyn = Nj= A,
)\?’m = AuN
In Case 2:
i = MMy,
)\},m = AuN

whereM denotes the number of total cells in a MAP domain (geographical zones);
N denotes the number of cells under attatk;y and\ 4 denote the arrival rates of an
MN and an attacker respectively.

Sincethe mean waiting time of the different queuesare the essential building
blocks in the computation of the three metrioss@n response timmean queue lengths
at AAAL in Cases 0 and 1, andean queue length in the “waiting room” of an AR server
in Case (). For example, thenean response time the sum of waiting time in queues,
processing time at nodes adn transmission time over links. While processing time can
be taken from exprimental measurement and transmission time can be calculated when
packet size and link speed are known, waiting time in queues can be computed by using
gueueing theory. These mean waiting times will be computed first.

7.2 Computation of Waiting Times

Before coming to the computation of the waiting times at different queues, let us give a
presentation of two basic principles from queueing theory.

7.2.1 Introduction of Two Basic Principles

Two basic principles of Queueing Theory shall be used in the computation of waiting
times, namelyLitle’s theoremand thePollaczek-Khintchine formula

Little’s Theorem

With the assumption argodicity(i.e. in the long run, the stochastic mean values of the
random variables under consideration resemble their time averdgiigjs Theorem
[10] can be applied in the analysis.

Little’s Theoremasserts that, assuming the jobs arrive at a qugu@ an ergodic
way, theasymptotic frequency of arrivatg the@),; can be defined by
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V= lim E[t (arrivals during timeo0, )]
t——+o0 t
N; is defined as the number of jobs waiting to be served at time t,

t

1
N = lim E(NV,) = lim - N du= lim E(N®)

t——+o00 t—+o00 k—+o0

exists,N(¥) denoting the number of jObS waiting @ upon the arrival of joly%.

Letting W *) denote the time elapsed between the arrival offfoim the queue and
the beginning of being processed (i.e. the waiting time in the queue), and assuming
kgrme (W®) = W exists, one has

N=X\ W (7.1)

Pollaczek-Khintchine Formula

Since M/G/1 queues can not be cascaded, the higher level nodes (i.e. MAP and AAAL)
are not M/G/1 even though the external input to the system is assumed to be Poisson
distribution. However, the inputs to the MAP server and the AAAL server are approxi-
mated to be Poisson distributed in the analysis based on the following considerations:

e MAP server connects many access routers. Even though one specific flow arriving
in Q. is not Poisson arrival, the overall arrivals can be assumed reasonably to be
Poisson according to tHeaw of Small Numbers[80].

e The MAP server forwards packets to the AAAL server in a very short time.

e Since only mean values are used in the analysis, the full richness of the properties
of M/G/1 are not considered.

Therefore, the assumption that the mean values of residual service time (RST) and
number of jobs in queue (N) seen by an arriving job are equal to those seen by an outside
observer can provide a good approximation in the analysis.

Under the assumption, along wittrgodicity, the Pollaczek-Khintchine Formula
[80] can be applied in the analysis. TRellaczek-Khintchine Formulasserts the fol-
lowing: let W) denote the waiting time of jobk in Q;, and R*) be the time remain-
ing until the server has finished processing the job currently under servicesidr

ual service timeupon the arrival of jobtk), and assumél = klir+n E (W(’“)) and
R= lim E (R™) both exist; let alsoY;, denote the service time of jait and assume

that these variables are identically distributed with finite first mormérand second
momentX2. Then:

lthis has been proved to be a property of a Poisson arrival prob@ss [
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wo
I—p
p = X - X being theasymptotic utility Moreover, R can be computed as the follow-
ing: (see L0))
N —s

R=X (7.2)

7.2.2 Usage of The Two Basic Principles

Generally, the total time spent waiting in a queue (denote@,ady job £k when this
job just arrived at Noden is determined by the time for the jobs already queueing
and waiting for service, together with the time left to complete the job currently under
service (i.eresidual service timepon the arrival of jokik). More precisely, one has
E <M/Z(k)> = E (Nt) : ]E (Tprocessing_time) + E (R'E‘y’j)) (73)

whereE (V) is the mean number of jobs waiting in the queue to be served at time
t (i.e. upon arrival of jobk); E (T}, ocessing_time) 1S the mean processing time for a job;
E (Rﬁf?) is the mean residual service time at nedeipon the arrival of jolik in Q;.

On the other hand, when k goes to infini]}y,m E <m(k)> exists, and this limit will

——400
be denoted b ().
According to Equationg.1and7.2,

im B (N;) = X"+ E (W) (7.4)
k_l)f_{loo ( m ) - E : ( processing_time) ( ' )

Therefore, according t&/(4) and (7.5), 7.3asymptotically yields

E(W®) =xE(WH) E(s)+ % LK (5?) (7.6)
E (W) - % (7.7)

whereE (.5) is the mean processing time. Assuming there are two kinds ofdobs
andb filling in the queuea?;, with corresponding asymptotic mean arrival rates denoted
by \* and)\;, and processing times d§ andT; respectively; then
Al A
E(8) =B (Tyrocesing ime) = 3o - T 3275

The asymptotic mean waiting time at the different queueslfi@V, ), E (W),
E (W,), E(W,), E(W,) andE (W;,,)) can be computed using Equation3 and7.8.

Ty (7.8)
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7.2.3 Behavior of The Queue at AAAL
In Case O:

According to Equationg.3and7.4, the mean waiting time is

E(Wy) = EWy) {(NXar)T + (MAyn) (T + t3)}
+E (Raaar),

and according to Equation?,

LN ar) T? + (MAagw) (T + t3)°)
L —{(NXap) T+ (MAyn) (T +t3)}

E(Wy) = (7.9)

In Case 1:

The mean waiting time can be computed in a similar way:

E (Wy) = NJE (W) ts + E(Raaar) ,

and A%
E(RaaaL) _ S5
1 — Aits 1— Nits

E(Wa) =

7.2.4 Behavior of The Queues at MAP

The asymptotic behavior of the queues at MAP, namgland(., follows for the three
Cases 0,1 and 2.

In Case O:

From
E (WB) =E (RMAP) 5

where it is assumed that an arriving messag@.atan find an empty queue since the
processing time ab/ AP is very small in comparison with that atAAL, the mean
waiting times are expressed as the following:

1 1
E (W,) = MAyn(t2 + 5ti) + éN)\ATtg

and
E (Rarap) + NE (W) ty

T 1= (Nar + MAun)ts — Maants — Nts'

E(We)

179



CHAPTER 7. PERFORMANCE ANALYSIS OF THE PROTOCOL AGAINST
DENIAL OF SERVICE

In Case 1:

the mean waiting time ap. is
E(W,) = (XE (W) ty + E(Ryap),

which both imply

A

E (Ryap) 7:@21 + %ti

E(W,) = —
(We) 1— ANty 1 — Nty
and E(R MNE (W)t
1 — (AF A2t
In Case 2:

The mean waiting time is

E (Ruyap) _ %ti
T— Nty 1= Nity

E (WC> =

7.2.5 Behavior of the Queues at AR
In Case O:

The mean waiting times are

Abmg2 | Aem g2
Sl 4 Samy
(Wim) 1= N la
and
© (W ) B E (RARm) + )\},mE (Wﬁm) ty
wm e e I T
In Case 1:

The situations of a cell under attack and not under attack are different. In a cell that is
not under attack); ,, = Ay,
the mean residual time is

*

A
(ty +T)% + —f2m (ts 4 272,

)\]V[N

E (RARm> = 9

and thus the mean waiting time is computed as

E (Rarm) + A} B (Wym) (ta + 2T

EWym) = .
( ’ ) 1 —)\]V[N(t4—|—T) —)\}7m(t4—|—2T)

On the other hand, in a cell that is currently under attagk, = A\yn + Aar,
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the mean residual time transforms into

A PV A\
E(Rarn) = g~ (ta+T)°+ =5t + 20)° + =557,

so that finely
E (Rarm) + A} 0B (Wym) (ta + 2T)

E(Wym) = :
(Wam) L= 2arT = Aun(ts +T) = N, (ta + 27

In Case 2:

Similarly to Case 1, for a cell that is not under attack, the mean waiting time is

E (Rarm) + ArmE (W) (ta +27)
L= Aun(ta+T) = N5, (ta +27)
whereas in the case of a cell that is currently under attack, the mean waiting time is
E (Rarm) + A} E (Wim) (ta + 2T)
T 1= dun(ta +T) = AarT — N5 (ta + 2T

E (Wa,m) =

E (Wam)

7.3 Computation for Total Response Time

Based on the processing time and transmission time shown in Figiges6 and7.7,
as well as the waiting time computed in the preceding subsection, the asymptotic mean
value of thetotal response time can be computed as the following:

In Case O:

By summing up all the time elements during the re-registration procedure,

E () =ty + E(Wam) +t1 + C5y + E(W,) + 12 + C3)
HE (Wy) + t3 + T + C) + E(W,) + by + C5) + E (W)
ity CS9 +E (W) 4ty + C5 9 + B (W) + ta + t)

Based on Tabl&.1 Ci(g.) denotes a transmission time in Case 0.

In Case 1:

Similarly,

E () =ty + E(Wam) +ts + T+ C5Y) + E (W)
g+ O3+ E(Wy) +t3 + O +E (W) +t4
+OS) + E (W) + 4+ 2T + 1

whereq.(;.) denotes a transmission time in Case 1.
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in Case 2:

E(r) = to+EWuym) +ta+T+C5) +E(W,) +ts+ Cio
+E (Wym) +ta + 2T + t

whereCi(? denotes a transmission time in Case 2.

7.4 Computation of Queue Length at AAAL

According to Equatior? .4,

E(Ly) = (NAar + MAyy) - E (W)

Since the mean waiting time (1W,) was already computed as Equatior®, the
gueue length; at AAAL in Case 0 can be obtained as

(NXar + MAyn) {(NXag) T? + (MM yn) (T + t3)%}

E(Lq) = 2(1 — {(NXar) T + (MAyn) (T + t3))}

and for Case 1,

M 2
Mt?)’

E(Lg) = —2—2
( d) 1—M)\MNt3

7.5 Computation of Queue Length inWaiting Room

In the analysis of the length of the "waiting roor;,,,, of Case 0, the only jobs that
will be further processed are the "good jobs" corresponding to genuine requests.

On the basis of the scenario given for Case 0, the asymptotic mean total time elapsed
between the storage of a “good job”(, ,,, and its marking as a “good job” by the AA
acknowledgement message is given by

E (Whmigood) = t1 + C5y + E (W) +t2 + C3)
FE (Wy) + 13+ T+ C) + E(W,) +ta+ C% + E(Wp) + L

Via Little’s Theorem (se&.4), the asymptotic mean number of “good jobs” waiting
for service inQy .., is given by

E (Nb7m§900d) = /\Z,m;goodE (Wb,m;good) = )\*MNE (Wb,m;good)
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Taking also the arrivals of “bad jobs” (i.e. fake requests) into account, one may then
express the asymptotic total length@f,,, as

B (Lym) = WnE (Wo) (14 160,) + 12,

As shown in Figuré&.§, lﬁb above denotes the asymptotic mean number of “residual
bad jobs” in@y,,, (those “bad jobs” that are located below the lowest "good jolg)jn,
), whereasll(,?n stands for the asymptotic mean number of "bad jobs" that are located in
between two consecutive "good jobs"dh, .. In Figure7.8 the number of “residual
bad jobs” is 3; when a “good job” is marked through an AA acknowledgement message,
the corresponding data is taken away for further treatment, while the jobs prior to it are
discarded.

Residual bad jobs Intermediate bad jobs
K—H K—H

Figure 7.8:Record of Stored Jobs in “Waiting Room”

The mean value$,§})n and z},%; can be computed by introducing an appropriate
continuous-time Markov chairﬁp,(f;l) that is counting the “residual bad jobs” in
’ t>0
(t)

b,m

the course of time.(p ) has the transition diagram given in Figufe, and the
t>0

corresponding transition rates are given by

Figure 7.9:The Transission Diagram fc(rpl%)

t>0

d

To1 = %P (Pl(jrtdt) = 1|pl(a?n = O) = \ar = T2 =723 =...,
d

"0 = %P <pl(;f:rrzdt) = 0|pl()t2n = 1> = AMN =T20 =T30= ...

Let w = (mp, 71,2, ...) denote the invariant probability measure associated with
this chain; according to the “global balance equations”:
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ToTo,1 = M1T1,0 + T2T20 + - -,
showing that

)\MN

7T)\ = ]__7T A s TN = —MMm——
ONAT ( 0) MN 0 )\]\/[N+)\AT

and

m(ri0+712) = Toro1, To(re0 +1r23) = mMiT12, ...

showing that

T —

AMN ( Aar

k
, Vk>0.
Aun + Aar \ Aun + /\AT)

The asymptotic mean number of “residual bad jobsi)at, may thus be computed
as

12, = ImE (4f7),) = > = S

As for lbm, the asymptotic mean number of bad jobs separating two consecutive
good jobs inQ, .., it may be seen to satisfy

i = limE (), ),
where (w%) is an integer-valued process such that
>0
Aa k-l
T .
> Klpjl, = 1) = (:24=)  kziz0
1 [>k>0

Sampling<p§?n)t>0 from its equilibrium,

1 _ 1. 00 (t) > _ dartAun AMN Nar
lbm o tlirg; Zk:l wbm > k)= AMN AATHAMN + AATHFAMN)AMN

The mean asymptotic queue lengthtat,, is now given by

E (Lom) = (14 ) MiNE (Whmigona) + 155
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Table 7.2:Link and Message Length Parameters

Parameter Value

Wireless link MN—AR 11/54Mbps
Wired link AR—~MAP—AAAL 100 Mbps
Wireless PHY+MAC Header 58 bytes
Wired PHY+MAC Header 26 bytes
IPv6 Header 40 bytes
QoS Hop-By-Hop Option 82 bytes
Home Address Option 18 bytes
BU/BU ACK 6 bytes
ESP Header 8 bytes
ESP Authentication Extension 16 bytes
Authenticator 20 bytes
Cookie 32 bytes (HMAC-SHA)

7.6 Results and Interpretation

In this section the metrics derived in the previous section with actual parameters will
be evaluated. Tablé.2 shows the assumed link speeds and the message length pa-
rameters. Based on the involved signaling protocols and the parameters given in Table
7.2 the message lengths can be computed, and these lengths are used to calculate the
transmission times as shown in TaBl&. Table7.3 also lists the processing times of
individual protocol steps which were obtained by measurements within a prototypical
implementation.

Three variables are used in the analysis:

e the total number of cells in a MAP domain,
e the number of cells under attack, and

e the data rate of the wireless link;

Note that the data rates of the wireless link is assumed to be the typical rates of the
IEEE802.11 technology.

7.6.1 Total Response Time

Figure7.10shows the total response time in relation to the attacking rate per cell when
the wireless links are assumed optimistically to be 54 Mbps (physical layer according to
the peak data rate of IEEE802.11a, leadingyte: 50us), M = 50 cells are connected
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Table 7.3:Processing Time and Transmission Time in the Analysis

Symbol Processing Times and Transmission Tim#s

to | 224 bytes/ 11 Mbps or 224 bytes / 54 Mbps
Cy3 | 256 bytes / 100 Mbps
C34 | 256 bytes / 100 Mbps
Case | Cy3 | 360 bytes/ 100 Mbps
0 C32 | 360 bytes / 100 Mbps
Cy3 | 172 bytes / 100 Mbps
C3, | 154 bytes / 100 Mbps
t, | 186 bytes/ 11 Mbps or 186 bytes / 54 Mbps
to | 256 bytes /11 Mbps or 256 bytes / 54 Mbps
Cy3 | 204 bytes / 100 Mbps
Case | C34 | 256 bytes/ 100 Mbps
1 C43 | 360 bytes / 100 Mbps
C32 | 186 bytes / 100 Mbps
to | 218 bytes/ 11 Mbps or 218 bytes / 54 Mbps
to | 256 bytes /11 Mbps or 256 bytes / 54 Mbps
Case | Cy3 | 256 bytes/ 100 Mbps

2 C32 | 360 bytes / 100 Mbps
to | 218 bytes/ 11 Mbps or 218 bytes / 54 Mbps
t1 152, s *
t2 20pus*
t3 152 s *
t4 220us*
T 40us*

* The processing time values are obtained from ex-
perimental measuremerist. 1
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T T T
Response time in Case 0 —+—
Response time in Case 1 &
Response time in Case 2 ----e -

Response time (millisec)

Il Il Il Il Il Il Il
0 200 400 600 800 1000 1200 1400
Attacking rate in one cell (messages per sec)

Figure 7.10:Total Response Time: high speed uplink wigh~ 50,5, M = 50 cells and
N = 10 cells under attack for MN rate= 40[messageSec]

to one AAA-server, 10 cells are under attack and 40[messageSec| are sent by gen-

uine clients. As can be seen, the a DoS situation occurs in case 0 but not in the cookie
mechanism cases. In case 0 the total response time grows exponentially when the attack-
ing rate approaches arouhdoOmessagesec. The cookie mechanism requires around
one additional millisecond of processing but the system is able to serve genuine clients
up to any attacking rate, provided there is still bandwidth left in the corresponding radio
cell. Therefore, our DoS protection scheme offers a significant improvement over the
unprotected case. As mentioned earlier, we have to be aware of our simplified modeling
of the wireless link when interpreting our results. Howewsfl0messagesec are well

in the valid range for our analysis as they will use less than 10% of the wireless link
capacity in case of a 54 MBit/s wireless channel.

In case of a slower wireless uplink witly ~ 300us (corresponding to an IEEE
802.11b WLAN operating at 11 MBit/s with long physical layer preambjey 3004
(corresponding to the peak data rate of IEEEB02.11b operating at 11 Mbps). Figjlire
again shows that a DoS situation would not occurr before arbbid@messagesec are
sent per cell. However, this attacking rate well exceeds the range in which it can be
assumed, that the attacker will be able to send his attacking packets over the wireless
channel. Therefore, our DoS protection scheme does not offer a benefit in cases with
rather low wireless channel capacity, or otherwise stated, more wireless cells have to
be supported with one AAA server until our DoS protection scheme offers a significant
improvement.
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Figure 7.11.Total Response Time: slow speed uplink wigh~ 300.s, M= 50 cells and
N=10 cells under attack for MN rate= 40[messagescc]|
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Figure 7.12:Queue Length at AAAL: high speed uplink ~ 50us, M=50 cells and
N=10 cells under attack for MN rate= 40[messagesec]

7.6.2 Queue length at AAAL

Figure7.12shows the queue length at the AAA server for Case 0 under the same con-
ditions as in Figur&.10 This graph clearly shows that the DoS situation is caused by
the overloading of the AAA server and not by exceeding the transmission capacities of
the access network. Under these conditions the AAA server is not able to keep up with
checking and discarding bogus messages being sent by attackers, so that the genuine
requests from honest clients can not be processed in time.

188



7.7. SUMMARY

800

Queue length at the waiting room with x=10 —+—
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Figure 7.13:Queue Length iWaiting Roomhigh speed uplink, ~ 50us, M=50 cells
and N=25 cells under attack and different MN rates

7.6.3 Queue Length inWaiting Room

Figure7.13shows the queue length in the "waiting room" of an access router in a cell
which is under attack (please note that here 25 out of 50 cells are assumed to be under at-
tack). Depending on the rate of genuine requests by honest cliertd (messagesec

vs. z = 40messagesec) a DoS situation will occur earlier. The reason for this behav-

ior lies in our strategy to silently discard bogus requests directly after they have been
identified at the AAA server in order to save AAA processing capabilities. This implies,
that access routers need to receive a response to a genuine request in order to be able
to discard all bogus messages betweeen two genuine requests. Furthermore, it can be
seen from this graph that memory depletion situations can occur at access routers under
attack. However, the most critical system in the access network infrastructure is the
central AAA server.

7.7 Summary

In this chapter, queueing theory includibigtle’s Theorenand thePollaczek-Khintchine
Formulawas applied to analyze the performance of the cryptographic protocol against
Denial of Service (DoS). The queue length and the size of “waiting room” were two
metrics to indicate the occurence of Denial of Service (DoS) when the sending rate of
bogus messages becomes very intensive.

The security messures were integrated in the re-registration signaling protocol. The
performance of the protocol was evaluated with the presence of Denial of Service (DoS)
attacks. In comparison with another re-registration approach which has a one-step au-
thentication, one may conclude that the cookie protection as a first authentication step
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in a two-step authentication approach is

e a method to protect against DoS attacks in the QoS reservation process in a dis-
tributed scenario;

e a method to speed up registration in the intra-domain handover case by paralleliz-
ing QoS reservation process and AA process without introducing additional DoS
risks;

Furthermore, our scheme reduces the risk of replayed cookies by implementing an
"area of validity" in which a cookie is acceptable, and by communicating cookies that
have been used once at a particular AR to other ARs in the same area of validity.

The mechanisms of this solution can additionally protect against the following de-
pletion threats

e against depletion of the memory of access routers that would have to maintain
state while the authentication of the MN is fetched from the AAAL;

e against depletion of signaling capacity in the access network (by preventing sig-
naling traffic for bogus requests which have not been verified before as being
“credible™), and

e against depletion of the resources of the AAAL (by shielding the AAAL from
authentication requests which result from bogus QoS requests).

In addition to the robustness against DoS, efficiency of a re-registration procedure
including security checks, QoS and mobility signalings is another goal of the thesis. This
chapter also addressed the optimization of the procedure by examinggtreresponse
time of a legitimate request. In the next chapter, the performance of the proposed re-
registration procedure will be compared with other possible solutions focusing on the
efficiency issue.
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Chapter 8

Performance Analysis of the Protocol
IN Session State Re-establishment

After the security analysis of the proposal in the preceding chapter, a performance anal-
ysis is presented in this chapter in terms of in terms of Registration Response Time,
Interruption Time, Packet Loss, CPU processing Load at certain nodes.

Several possible schemes for the re-registration procedure featuring security checks,
QoS provisioning and mobility management are formed first. Then a performance anal-
ysis is carried out to compare the possible schemes and the proposal by the thesis.

The topology for the analysis is shown in Fig@4.

Figure 8.1:The Topology for the Analysis

An Ethernet bus connects an access network and the core network. In the access
network, a Gateway Foreign Agent (GFA) connects ARs via a local bus. GFA acts
as mobile anchor point (MAP) in the Hierarchical Mobile IPv6 infrastructure. Each AR
dominates a cell receiving registration requests from a mobile user via the wireless inter-
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face. Local AAA server (AAAL) is the security authority in the access network, respon-
sible for local authentication and authorization (AA). Any AA check request messages
from access routers are sent to AAAL via GFA.

MN is assumed to be the receiving node. It receives incoming packets from corre-
sponding node (CN) during a handover. MN is also assumed to be able to compose a
stateless IPv6 IP address and send directly a request to either the PAR or the NAR for
Duplicate Address Detection (DAD).

8.1 Scheme Description

8.1.1 Guideline to Form the Possible Schemes

In principle, when the access network receives the request, authentication check must be
taken on it first. Only the authenticated re-registration requests can be processed further
for the mobility management and the session state re-establishment on the new path.

The authentication check can be performed either an local security authority (i.e. the
local AAA (authentiation, authorization and accounting) server, termed as AAAL) or an
access router (AR) in the access network. In case AAAL performs the authentication,
it communicates with an AR by using an AAA protocol; In case an AR performs the
authentication, it may get the security information from the old AR by using the Context
Transfer (CT) Protocold7] or it may verify a cookie presented in the requéds][

Mobile IPv4 [75] and Mobile IPv6 §3] were proposed as the main protocols for
support IP mobility. To support seamless handovers in IP mobility scenarios, many pro-
tocols have been proposed. Fast Handover for Mobile IPv6 (FMIB#yas designed
to minimize handover latency and prevent the degration of QoS. To minimize the mo-
bility signaling cost outside the access network, Hierarchical Mobile IPv6 (HMIPv6)
[9]] introduced a local entity (i.e. MAP) for the local mobility management. Also it
proposed to integrate FMIPv6 with HMIPv6 to minimise the registration latency.

During such a handover, in addition to update the location information of the MN,
QoS information needs to be re-established on the new path since an application such as
\oIP typically requires some Quality of Service support from the new path (i.e. IntServ),
which reserves desirable forwarding treatment to certain distinguished packet streams;
or it requires enforcement of a policy at the access router to enable the DiffServ Support.

Therefore, the operations of a re-registration procedure and the correpsonding solu-
tions are summarized in TabBel

Based on Tabl8.1, the possible schemes are formed as in six schemes. In case the
FMIP is used as the mobility management protocol, either AAA or CT can employed for
the authentication check. They also can serve for the authorization check and DiffServ
policy deplyment. Therefore, by combining them with a QoS signaling (termed as QoS)
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Table 8.1:Potential Solutions for Operations in Re-registration Procedure

Operations \ Potential Solutions
Mobility FMIP, FMIP+HMIP, and HMIP
Security AAA, CT, and cookie based
Resource reservation QoS signaling

we have the Schemes 1 andEMIP+AAA+QoSandFMIP+CT+QoS

Similarly, in case of “FMIP+HMIP” being used as mobility management protocol,
Schemes 3 and 4 ateMIP+HMIP+AAA+QoS and FMIP+HMIP+CT+QoS. When
HMIP is used alone for the mobility management, it can combined to with AAA to
form Scheme 5.

The proposal in the thesis which use HMIP alone as mobility management joins the
performance comparison as Scheme 6.

One of the possible protocol runs from the Fast Handovers for Mobile IPv6 mecha-
nism [61] is used as the FMIP operation in the analysis. That is, MN is assumed to send
first a fast Binding Update(F-BU) message when the protocol starts running. MN is
also assumed to be able to receive the fast Binding Acknowledgement (F-BACK) before
losing its connection to the previous AR (PAR). The same assumptions are hold for all
six schemes.

The details of the six schemes are described in the following subsections.

8.1.2 Scheme 1: FMIP + AAA + QoS

As shown in FigureB.2, when MN receives advertisements from an AR and notices
that the signal strength of the advertisement messages is better than the current one, it
decides to switch its link connection. Based on the network information in the advertise-
ments, MN obtains a new CoA (NCoA), while still being connected to the previous AR
(PAR). It sends a fast Binding Update (F-BU) message to PAR. PAR may first verify the
authenticity of the handover request. Then PAR sends a Handover Initiate (HI) message
to NAR. Having verified that the NCoA can be used on the its link, NAR responds with
a Handover Acknowledge (HACK) message to PAR. Thus, PAR validates the MN’s
NCoA and establishes a bidirectional tunnel between the PAR and NAR. While PAR
sends a Fast Binding Acknowledgement (F-BACK) message to M\ &tbegins for-
warding packets intended to MN'’s previous CoA (PCoA) to the NAR. After MN receives
the F-BACK message, it may lose the connectivity with the PAR.

At time of ¢,, NAR starts to cache all the forwarded packets until MN establishes
connectivity with the NAR at time of... It is assumed that at tintg, MN establishes an
IP connectivity with NAR, and NAR is able to drain the buffer containing the forwarded

193



CHAPTER 8. PERFORMANCE ANALYSIS OF THE PROTOCOL IN SESSION
STATE RE-ESTABLISHMENT

MN PAR NAR MAP/GFA AAAL CN
1F-BU
4

disconnection 6 5. HACK _—]
7.F-BACK {4 7.F-BACK + packels
:—"“‘\—\» 8
R —

10 11464
D’ 12
3. AAA

18

connection

\
Voo
Voo
R WY
VoV
VooV
R W
VoL
\ Lo
\
Vo
R W
R
\ I
AR
o
N b i
= o
S
c >
o \> >
2] >
>

22

23.BY
24

- , T

2
o ]

o | b i
v v v v v

Figure 8.2:Signaling Exchanges of Scheme 1

packets, as well as initiating an AAA process.

Whatever the F-BACK message is received on the old link with PAR or on the new
link with NAR, the performance analysis is not afftected. Therefore, MN is assumed to
be able to receive the message before losing connection with PAR in the analysis.

Since MN may already transmit its registration request in the F-BU message to PAR,
NAR is able to otain the relevant information from PAR and send an AA check message
to the local AAA server via GFA. Once the AA checks are successful, the DiffServ in-
formation may be deployed from the AAAL to the NAR. Meanwhile, the NAR initiates
a QoS resource reservation (e.g. bandwidth) on the path from NAR to the cross-over
router, which is the GFA in our case. When the resource is reserved successfully for
the session, it performs a binding update process to CN on behalf of MN. When NR
gets a successful BA message, it sends a registration answer to MN. At tiyeMifl
receives packets routed directly to its NCoA address. At the tinig, AR receives a
message from GFA to tear down the old path.

The essential moments are listed as follows:

e t,is the time at which PAR starts forwarding packets to NAR,;
e 1, is the time at which NAR starts caching the packets forwarded from PAR,;

e t.is the time at which NAR starts draining the buffer containing the forwarded
packets to MN;

e t, is the time at which the handover procedure is complete. Afterwards, packets
start coming directly at the new MN’s IP address;
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e t. is the time at which PAR stops forwarding packets to NAR;

The duration front, to ¢. approximates the link switching delay, during which no
data packet is sent to MN; the duration fragto ¢. is then the period during which
NAR caches the forwarded packets; the duration ftpto ¢, is the period during which
data packets are forwarded to MN by NAR; and the duration ftpio ¢, is the period
during which user data have no QoS guarantee and SA protection.

U

GFA > PAR

PAR > NAR

NAR

NAR>MN

tyoty t, ty

m user data with QoS and SA protection

user data without QoS and SA protection

:

Figure 8.3:User Data Flow During the Registration Procedure in Scheme 1

Figure 8.3 shows the user data flow when MN is the receiving end. It should be
noted that, during the period betwekgrandt,, although no packet might be lost, NAR
has to consume storage space to cache the forwarded packets before draining the buffer
containing the packets to MN, which occurs once MN establishes an IP connectivity
with the NAR. Moreover, the forwarded packets from NAR to MN during the peorid
between:, andt, over the wireless link have no QoS guarantee on the wired QoS path
and no protection by a security association between MN and NAR over the wireless
link.

Also note that if the security checks or resource reservation fail, the relevant state
information needs to be removed and MN has to try with another AR repeating the
whole precedure.

The corresponding details are given in TaBl2

To simplify the calculation, the packet size of each signaling message is assumed to
be 200 bytes except for the first F-BU which is assumed to be 250 bytes. The wireless
link is assumed to be 54 Mbps which is the peak data rate of IEEE802.11a. The wired
link is assumed to Fast Ethernet link of 100 Mbps.
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CNis assumed to be 1fis away from the access network. The time interval between
“disconnection” with PAR and “connection” with NAR (namely link swiching delay and
IP connectivity latency) is assumed to bes88 according to$2)].

Based on the experimental measurement in Cha&ptdre processing time at each
node is assumed to be 208 except for the forwarding operation which is assumed to
be 20us for the sake of simplicity.

The same assumptions are held for all the evaluated schemes.

8.1.3 Scheme 2: FMIP + CT + QoS
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Figure 8.4:Signaling Exchanges of Scheme 2

The combined procedure of FMIP and CT for a seamless handover operation is
shown in FigureB.4. When MN generates its NCOA, it sends a F-BU message to PAR.
In this message, MN indicates its desire for context transfer. After PAR has verified
the authenticity of the request, it sends a HI message including all the relevant feature
contexts as well as the authentication option and an “unsolicited'Seamless Handover
Reply” (U-SHREP) option. When MN sends a “Seamless Handover Initiate” (SHIN)
message to NAR requesting context transfer, NAR must verify that the authentication
data present in the SHIN message matches what was supplied by PAR in U-SHREP.
When the check passes, NAR may send a SHREP-ACK option back to PAR in the
HACK message. Thus, a bidirectional tunnel between the PAR and NAR is established.

Since it is assumed that there is a security association between PAR and NAR, the
authentication and authorization information of the MN has been transferred securely.
Hence NAR can perform the security checks without involving the local AAA server.
Therefore, the NAR can initiate the resource reservation process directly on the path
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Table 8.2:Details of Scheme 1

Step Name Time Packet Size Link Remarks
(us) bytes (Mbps)

1 F-BU - 250 54  F-BU is transferred over a 54 Mbps wireless link

2 PTpagr 200 - - PAR takes 200s to process the message, including verifying
authenticity of the request

3 HI - 200 100 Hlis transferred over a 100 Mbps wired link

4 PTnar 200 - - NAR takes 20Qss to processes the message

5 HACK - 200 100 HACK is transferred over a 100 Mbps wired link

6 (ta) PTpar 200 - - PAR takes 20@s to process the message

7 F-BACK - > 200 100 PAR sends F-BACK and forwards packets to NAR via GFA,;

+ packets meanwhile, it sends a F-BACK to MN

8 (tp) PTnar 200 - - NAR takes 20Qus to process the message. NAR begins to
cache the forwarded packets

9(t.) AAA - 200 100 NAR sends an AA check message to AAAL via GFA

10 PTrga 20 - - GFA takes 2Qus to forward the message

11 AAA - 200 100 NAR sends an AA check message to AAAL via GFA

12 PTasar 200 - - AAAL takes 20Qus to perform the AA check

13 AAA - 200 100 AAAL sends an AA check response message to NAR via GFA

14 PTrga 20 - - GFA takes 2Qus to forward the message

15 AAA - 200 100 AAAL sends an AA check response message to NAR via GFA

16 PTNar 200 - - NAR takes 20Q:s to process the message. NAR initiates a
resource reservation message

17 QoS - 200 100 NAR sends an resource reservation message to GFA

18 PTrga 200 - - GFA takes 20@s to process the message

19 QoS - 200 100 GFA sends an resource reservation response message to NAI

20 PTNaRr 200 - - NAR takes 20Qus to process the message. NAR initiates a
binding update message

21 BU - 200 100 NAR sends an binding update message to CN

22 PTrga 20 - - GFA takes 2Qus to forward the message

23 BU 10,000 200 100 itis assumed to take 10 ms to transmit BU from GFA to CN

24 PTen 200 - - CN takes 20@s to perform the BU operation

25 BA 10,000 200 100 itis assumed to take 10 ms to transmit BA from CN to GFA

26 PTrca 20 - - GFA takes 2Qus to forward the message. GFA releases the
old path

27 BA - 200 100 GFA forwards the BA message to NAR

28 PTNaRr 200 - - NAR takes 20Qs to process the message. NAR sends a reg-
istration answer message to MN

29 RegAns - 200 54  Registration message is transferred over 54 Mbps wireless
channel

30 (ty) Reception - - - MN receives the Registration message

of RegAns
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from NAR to GFA. Afterwards, NAR performs a binding update process to CN on
behalf of MN.

ta, ty, te, tq @andt, bear the same significance as in Scheme 1.

Details are described in Tab83.

8.1.4 Scheme 3: FMIP + HMIP + AAA + QoS

In HMIPvV6, a local anchor point (i.e. MAP) is placed in the local network, allowing
Mobile IPv6 to benefit from reduced mobility signaling with external networks. The
MAP server is then essentially a local home agent, whereas in FMIPVv6, the ARs act as
local Home Agents which hold binding caches for MNs and receive Binding Updates,
so that these ARs function like the MAP specified in HMIPv6. It is also quite possible
to have ARs communicating through an aggregation router instead of being directly
connected. An aggregation router is then the ideal situation for the MAP functionality
[91], so that using MAP in the aggregation router would improve the efficiency of Fast
Handovers.

In Scheme 3 where FMIP and HMIP are integrated, it is possible to embed QoS
signaling in the binding update process to minimize the registration lat@8gy [
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Figure 8.5:Signaling Exchanges of Scheme 3

As shown in Figure8.5, when MN receives advertisements from NAR and decides
to move, it forms its NCoA and sends a F-BU to MAP via PAR. After MAP verifies
the authenticity of the handover request, it communicates HI and H-ACK with NAR.
Afterwards, it forwards the packets delivered to the old CoA to NAR. Meanwhile it
may send a F-Back message to MN via PAR. When the IP connectivity has been set
up between MN and NAR, while transferring the cached packets to MN, NAR first
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Table 8.3:Details of Scheme 2

Step Name Time Packet Size Link Remarks
(us) bytes (Mbps)

1 F-BU - 250 54  F-BU is transferred over a 54 Mbps wireless link

2 PTpar 200 - - PAR takes 200s to process the message, including verifying
authenticity of the request

3 HI - 200 100 HI(U-SHREP) is transferred over a 100 Mbps wired link

4 PTnagr 200 - - When receiving SHIN (Smooth Handover Initiate) message
from MN, NAR takes 20Qus to perform security checks

5 HACK - 200 100 HACK(SHREP-ACK) is transferred over a 100 Mbps wired
link

6 (t,) PTpagr 200 - - PAR takes 20@s to process the message

7 F-BACK - >200 100 PAR sends F-BACK and forwards packets to NAR; mean-

+ packets while, it sends a F-BACK to MN

8 (tp) PTnagr 200 - - NAR takes 20Qus to process the message. NAR begins to
cache the forwarded packets

9 (t.) QoS - 200 100 NAR sends an resource reservation message to GFA

10 PTrca 200 - - GFA takes 20@s to process the message

11 QoS - 200 100 GFA sends an resource reservation response message to NAF

12 PTNaRr 200 - - NAR takes 20Qus to process the message. NAR initiates a
binding update message

13 BU - 200 100 NAR sends an binding update message to CN

14 PTrga 20 - - GFA takes 2Qus to forward the message

15 BU 10,000 200 100 itis assumed to take 10 ms to transmit BU from FGA to CN

16 PTen 200 - - CN takes 20@s to perform the BU operation

17 BA 10,000 200 100 itis assumed to take 10 ms to transmit BA from CN to GFA

18 PTrga 20 - - GFA takes 2Qus to forward the message. GFA releases the
old path

19 BA - 200 100 GFA forwards the BA message to NAR

20 PTnar 200 - - NAR takes 20Qs to process the message. NAR sends a reg-
istration answer message to MN

21 RegAns - 200 54  Registration message is transferred over 54 Mbps wireless
channel

22 (ty) Reception - - - MN receives the Registration message

of RegAns
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intitiates an AAA process to AAAL. When the security check process is successful, it
may perform the resource reservation and binding update in one signaling process as
described in 29|, because the signaling messages of both processes follow the same
path from NAR to MAP. When the resource reservation and binding udpate processes
have succeeded, NAR sends a registration answer message to MN.

As happens for any FMIP scheme, NAR has to consume storage space during the
period of IP connectivity, and the transferred packets from NAR to MN have no QoS
guarantee or SA protection.

The time at which MN disconnets from PAR is assumed tg,b&hen MAP fowards
packets to NAR instead of PAR, is the time at which NAR starts caching forwarded
packets from MAP. NAR forwards the cached packets to MN.atnd it initates an
AAA process meanwhilet; is the endpoint of the handover operation, and the old QoS
path is completely torn down &t.

Details are described in Tab8e4.

8.1.5 Scheme 4: FMIP + HMIP + CT + QoS

The signaling exchange flow of the combined procedure of FMIP and CT in a Hierar-
chical Mobile IPv6 architecture is proposed as shown in Figuse

MN PAR NAR MAP/GFA AAAL

5. HI(SHREP)

& 4
g «e» 7. HACK(SHREP-ACK)
8

‘/‘\

29 F-BACK + packets
|

connection

L PR
!

v
Figure 8.6:Signaling Exchanges of Scheme 4

MN sends a F-BU message to MAP via PAR. Since CT is enabled, after verify-
ing the authenticity of the request, PAR transfers the related context to MAP with the
message. MAP then sends a HI(SHREP) message to NAR with the transferred con-
text. Thus when receiving a request from MN, NAR is able to perform authentication
and authorzation checks and also deploy the DiffServ Policy. Then if the checks pass,
NAR sends a HACK(SHREP-ACK) message to MAP. At time oMAP forwards data
packets towarded to MN’s old address to NAR. NAR needs to cache the forwarded pack-
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Table 8.4:Details of Scheme 3

Step Name Time Packet Size Link Remarks
(us) bytes (Mbps)

1 F-BU - 250 54  F-BU is transferred over a 54 Mbps wireless link

2 PTpar 20 - - PAR takes 2Qis to forward the message

3 F-BU - 200 100 F-BU is transferred over a 100 Mbps wired link

4 PTyap 200 - - MAP takes 20Q«s to process the message

5 HI - 200 100 Hlis transferred over a 100 Mbps wired link

6 PTNAR 200 - - NAR takes 20Q:s to process the message

7 HACK - 200 100 HACK s transferred over a 100 Mbps wired link

8 PTyap 200 - - MAP takes 20Q«s to process the message

9 F- - >200 100 MAP sends F-BACK and forwards packets to NAR; mean-

BACK+packets while, it sends a F-BACK to MN

10 PTxNar 200 - - NAR takes 20Qus to process the message. NAR begins to
cache the forwarded packets

11 AAA - 200 100 NAR sends AA check message to AAAL via MAP

12 PTyap 20 - - MAP takes 2Qus to forward the message

13 AAA - 200 100 NAR sends AA check message to AAAL via MAP

14 PTasar 200 - - AAAL takes 20Qus to perform the AA check

15 AAA - 200 100 AAAL sends an AA check response message to NAR via
MAP

16 PTyrap 20 - - MAP takes 2Qus to forward the message

17 AAA - 200 100 AAAL sends an AA check response message to NAR via
MAP

18 PTnar 200 - - NAR takes 20Q«s to process the message

19 QoS+BU - 200 100 NAR sends a QoS+BU message to MAP

20 PTyap 200 - - MAP takes 20Qs to process the message; MAP releases the
old path

21 QoS+BA - 200 100 MAP sends a QoS+BU message to NAR

22 PTNaRr 200 - - NAR takes 20Q@:s to process the message

23 RegAns - 200 54  Registration message is transferred over 54 Mbps wireless
channel

24 (ty) Reception - - - MN receives the Registration message

of RegAns
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Table 8.5:Details of Scheme 4

Step Name Time Packet Size Link Remarks
(us) bytes (Mbps)

1 F-BU - 250 54  F-BU is transferred over a 54 Mbps wireless link

2 PTpagr 200 - - PAR takes 20@s to include the related context information
and forward the message to MAP

3 F-BU - 400 100 F-BU is transferred over a 100 Mbps wired link

4 PTyrap 200 - - MAP takes 20Qus to process the message

5 HI - 200 100 HI(U-SHREP) including the transferred context is transferred
over a 100 Mbps wired link

6 PTNar 200 - - When receiving a SHIN message from MN, NAR takes 200
us to perform security checks

7 HACK - 200 100 HACK(SHREP-ACK) is transferred over a 100 Mbps wired
link

8 (t,) PTpar 200 - - PAR takes 20@s to process the message

9 F-BACK - >200 100 PAR sends F-BACK and forwards packets to NAR; mean-

+ packets while, it sends a F-BACK to MN

10 (t,) PTnar 200 - - NAR takes 20Qus to process the message. NAR begins to
cache the forwarded packets

11 QoS+BU - 200 100 NAR sends a QoS+BU message to MAP

12 PTyrap 200 - - MAP takes 20Q:s to process the message; MAP releases the
old path

13 QoS+BA - 200 100 MAP sends a QoS+BU message to NAR

14 PTxNar 200 - - NAR takes 20Q:s to process the message

15 RegAns - 200 54  Registration message is transferred over 54 Mbps wireless
channel

16 (t;) Reception - - - MN receives the Registration message

of RegAns

ets for the period between andt. until MN establishes connection with NAR. Since
security checks have been done, NAR then initiates directly a joint QoS and mobility
process. At time of; when MN receives the registration answer message, the procedure
is complete.

Details are described in Tab8eb.

8.1.6 Scheme 5: HMIP + AAA + QoS

In such a case that FMIP is not being deployed, when MN loses its connection to PAR, it
has to re-establish a new path with NAR. when MN receives advertisements from NAR
and decides to move, it generates its NCoA based on the network prefix information
contained in the advertisements. MN needs the same link switching time as in the FMIP
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cases to gain IP connectivity, which is assumed to be:8@ccording to $2].
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-
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N
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< 12
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13. QUS+BA
e
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Figure 8.7:Signaling Exchanges of Scheme 5

As shown in Figure8.7, once MN establishes IP connectivity, it sends a registration
request to NAR. NAR first caches some state information such as requested QoS and
BU, and initiates an AAA process with AAAL. After a successful security check (i.e.
authentication and authorization), while deploying DiffServ policy, NAR may perform
resource reservation and binding update in a combined manner. When the process suc-
ceeds, NAR sends a registration answer message to MN. The old path is released by
MAP after the successful resource reservation and binding update operations.

t, is the time at which MN loses its connectivity with PAR. After MN gets the
registration answer from NAR &, it can receive packets addressed to its new CoA via
NAR.

Details are described in TabBe6.

8.1.7 Scheme 6: HMIP + Cookie + QoS

The case that the re-authorization proceeds slower than “QoS+BU” is defined as Scheme
6.

NAR first performs a cookie verification. A cookie is granted by an access router
after MN’s first successful inter-domain handover. The cookie is used to gain access
during an intra-domain handover. If the cookie check passes, NAR initiates a combined
QoS and BU process and a re-authorization process at the same time. When receiving a
positive binding ackowledgement message from MAP, NAR sends a registration answer
message to MN, along with a set of SA parameters; this enables setting up a tempo-
rary IPSec tunnel without having to wait for the result of the re-authorization process,
whenever this result has not yet reached AR.
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Table 8.6:Details of Scheme 5

Step Name Time Packet Link Remarks
Size
(us) bytes (Mbps)
1 Reg. Re- - 250 54  MN sends a registration request over a 54 Mbps wire-
quest less link

2 PTnar 200 - - NAR takes 20Qus to process message

3 AAA - 200 100 NAR sends AA check message to AAAL via MAP

4 PTyrap 20 - - MAP takes 2Qus to forward the message

5 AAA - 200 100 NAR sends AA check message to AAAL via MAP

6 PTaaar 200 - - AAAL takes 20Qus to perform the AA check

7 AAA - 200 100 AAAL sends an AA check response message to NAR
via MAP

8 PThrap 20 - - MAP takes 2Qus to forward the message

9 AAA - 200 100 AAAL sends an AA check response message to NAR
via MAP

10 PTxNar 200 - - NAR takes 20Qss to process the message; NAR initi-
ates a QoS+BU message

11 QoS+BU - 200 100 NAR sends a QoS+BU message to MAP

12 PTyap 200 - - MAP takes 20Q:s to process the message; MAP re-
leases the old path

13 QoS+BA - 200 100 MAP sends a QoS+BU message to NAR

14 PTNARr 200 - - NAR takes 20Q@:s to process the message

15 RegAns - 200 54  Registration message is transferred over 54 Mbps
wireless channel

16 (t;) Reception - - - MN receives the Registration message

of RegAns
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The handover procedure is regarded to be complete when MN receives the registra-
tion message at time.

When the result of the re-authorization process arrives at NAR, NAR performs an
authentication check by using the session key. If the security checks pass, NAR gener-
ates a new cookie, encrypts it with the session key, and transmits the encrypted cookie
to MN, along with a parameter for a new IPSec tunnel, in a registration refresh message.
Upon receiving this message at timeMN starts using the new SA to protect the user
data and sends a registration refresh reply message to NAR.

The procedure details are illustrated in Fig8r&.

MN PAR NAR MAP/GFA AAAL
disconnection
1. Reg. Request
2
% 300stBU
3. AAA 4
5IQESHBA T [
8 w ————————— e BT 4 o AAR .
_____________ ‘i‘“ Release old /
. [ 1 path : 7. AAA
______________ r 10
4711 Reg. Refresh 9. AAA
13'. Reg. Refresh Reply
v v v v

Figure 8.8:Signaling Exchanges of Scheme 6

t, andt, denote the same as in Scheme 5. The duration ffotm¢, is regarded as
the registration response time. Additionatlyjs also the time at which MN starts using
the temporary SA with NAR{. is the time at which MN starts using the new SA with
NAR.

Details are described in Tab87.

8.2 Performance Evaluation

The six schemes presented earlier are evaluated using the metrics of Total Response
Time, Interruption Time, Packet Loss and CPU Processing Load.

8.2.1 Total Response Time

The mean valueof the Total Response TimMER, T'R denotes the (random) amount of
time elapsed between sending of the first bit of a registration request and reception of
the last bit of the corresponding registration response. The last bit is received as a period
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Table 8.7:Details of Scheme 6

Step Name Time Packet Size Link Remarks
Speed
(us) bytes (Mbps)
1 Reg. Re- - 250 54  MN sends a registration request over a 54 Mbps wire-
quest less link
2 PTnar 200 - - NAR takes 20Qus to perform a cookie check. When
cookie verification is successful, it initiates a QoS+BU
message and a re-authorization processes in parallel
3 QoS+BU - 200 100 NAR sends a QoS+BU message to MAP
4 PTyap 200 - - MAP takes 20Q:s to process the message; MAP re-
leases the old path
5 QoS+BA - 200 100 MAP sends a QoS+BU message to NAR
6 PTnar 200 - - NAR takes 20Q:s to process the message. It sends a
registration answer message including the parameters
for the temporary SA
7 Reg. An- - 200 54  Registration message is transferred over 54 Mbps
swer wireless channel
8 (ty) Receipt of - - - MN receives the Registration message
Reg. An-
swer
3 AAA - 200 100 NAR sends re-authorization check request to AAAL
via MAP
q PTyap 20 - - MAP takes 2Qus to forward the message
5 AAA - 200 100 the request is transmitted over a 100 Mbps wired link
6’ PTaaarL 200 - - AAAL takes 200 us to perform the re-authorization
much check check. If the authorization check has to be per-
more formed involving MN’s home AAA server, it takes
much longer time
7 AAA - 200 100 AAAL sends the result of the re-authorization check
and the session key to NAR via MAP
8’ PTyap 20 - - MAP spends 2@s on forwarding the message
9 AAA - 200 100 the message is transmitted over a 100 Mbps wired link
10’ PTnar 200 - - MAP takes 20Qus to perform a authentication check
with the session key, generate a cookie and encrypt it
with the session key. It sends a Registration refresh
message to MN
11 RegRef - 200 100 Registration Refresh message is transferred over the
54 Mbps wireless channel
12’ PTyn 200 - - MN takes 20Q:s to process the message
13 RegRef - 200 54  Registration Refresh Reply message is transferred over
Reply the 54 Mbps wireless channel
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endpoint, since MN can receive user data with QoS guarantee and security protection
after this moment. Therefore, tieR metric reflects the time needed for complete
mobility management and session state re-establishment.

In contrast, as shown in FiguB3, although MN may receive user data from NAR
much before the whole procedure is complete, all the forwarded data has no QoS guar-
antee and security protection. Forwarding packets from PAR to NAR enables one to
avoid losing packets, which may be crucial to certain packet-loss sensitive applications.
thus the time period elapsed between disconnecting and connecting moments will be
also examined, defined as the Interruption Tiffiein Section8.2.2

A homogeneou8luid flow mobility model is used so that the number of mobile
users entering a given cell during one second is a Poisson distributed random variable
with mean valuer. The homogeneity assumption is valid both in space and time, so
that the distribution of this random variable does not depend on the particular cell under
consideration, nor on the particular (one second long) time interval.

Looking back at Figur8.2 (Signaling exchanges in Scheme 1), one may first notice
that the variabld’R; may be expressed as a sum of random variables (queueing times)
and deterministic variables (transmission and processing timg$me needed for the
transmission of 250 bytes long message over the wireless link) can be computed as

t1 = (8-250) - (2-10°)7 s,

and all the other transmission times may be computed in a similar way, assuming that
the wireless channels is able to reach the theoritical capacity bfbps and the wired
channels has 8)0 Mbps capacity.

The processing times can be obtained from the assumption shown in8labRe-
ferring to [52], the time during which NAR holds the packets forwarded by PAR before
draining the corresponding buffer has mean value

A = 80ms,

and that the mean value of the time needed for the transmission of a Binding Update
message from MAP to CN and reception of the corresponding answer addg\dp-to
toz + tog + tos = 20, 2ms.

It then remains to compute the mean valtedV ,z|, E [Wirap] andE [Wasay| Of
the time that a job needs to spend queueing at an AR server (resp. at MAP, at AAAL)
before undergoing service. (According to our homogeneity assumptions, the queueing
times at each of the AR servers are identically distributed).

According to the Pollaczek-Khintchine formula (see e.g. Chapter BQjdr Chap-
ter 3in [49)), the mean residual time at AAAL may be expressed as

>\*
E[Raaar] = ASAL 13,
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Heret, still denotes the time required for the execution of task no.12 by AAAL, and
1 . :
faap = Jim —F7 [£ of job arrivals at AAAL

is the asymptotic mean frequency of arrivals at AAAL. Assuming that the MAP and
AAAL servers have been assigned to a region consisting o€lls, one has

* _ * _
AAAAL = AMAP = N -z,

whereas\,, = = .
According to Little’s Theorem, the mean number of jobs to be found queueing at
AAAL is then given by

*
naaAL = Nyaar - £ [Waaar] s

so that the mean value of the time that a job needs to queue at AAAL before being
executed is given by

(AZAAL/2) ' t%Q
1 — Nyaaptiz

E [Waaar) = naaar - tio + E [RaaaL] =

In the very same way, one may use the P-K formula to show that

. 4
E[Ryap] = M2AP Z t%0+4k
k=0

and then combine it with Little’s Theorem in order to obtain:

(A*JVIAP/Z) ) Z;‘;:O t%0+4k3

1= Xyap Zi:o t10+ak

Considering anyone of the AR servers in the system, it then remains to compute the
mean value of the time a job needs to queue at this server before being treated. Clearly,
this AR server is busy treating both jobs corresponding to users entering its cell as well
as jobs corresponding to users exiting its cell, and the mean frequency of user exits
is just the same as the mean frequency of new entrances, nanuslgrs per second.
Proceeding as before,

E [Wap] =

(2/2) {2+ 2+ 2+ 2+ 2 + 12 + 13}

E[Wugr| =
(Wan] 1 —ax{ty+1ts+te+ts+ tig + too + tog}

The mean Total Response Time corresponding to Scheme 1 may finally be expressed as

E[TR)|= 7-E[Wag]+5-E[Wyap]+ E[Waaar]
+A1 + 21221 ti

The very same methods may then also be used in order to compute the mean values of the
Total Response Times [T'R,|, ..., E [T'Rg] corresponding to all five other Schemes.

208



8.2. PERFORMANCE EVALUATION

8.2.2 Interruption Time

In addition to the Total Response Time, the mean values of the random times during
which the User Data flow is being interrupted should also be considered and compared.
In the presentation diagrams of Schemes 1, 2, 3 and 4 (see&&)8.4, 8.5and8.6),
this Interruption Time (IT) corresponds to the time interval separagiagdt., whereas
in the two last Schemes the Interruption Time actually coincides with the Total Response
Time. During the Interruption Time, MN is unable to receive any User Data packets.

Thus,

ITy =TRs, ITs = TR,

whereas for Schemes 1 and 2:

IT, =t +t7 + E [Wag] + Ay
for k = 1,2; and for Schemes 3 and 4:

IT, =ts+tg+ E [Wagr| + 24

fork =1,2.

8.2.3 CPU Processing Load

Considering a servef in the context of Schenve the CPU Processing LoddPUé’“) is
defined as the proportion of time during which seryes kept busy processing different
jobs in Schemé. Mathematically speaking, this metric is then simply a linear function
of the mean frequency of new arrivals per cell.

For example, the CPU processing load of MAP in the case of Scheme 1 is obtained

as:
4

CPUp = (N2) > o,

k=0
x still denoting the mean number of new arrivals per second in a given cell, and the
service times, above being expressed in seconds. The meITYééfﬁllP, ...,CPU](S)AP
may then be expressed in the very same fashion.

8.2.4 Packet Losses and Storage Space

As shown in Figure8.2 and Figure8.3, it is assumed that MN loses its L2 connection
with PAR att,. At the same time, PAR starts forwarding User Data to NAR. Once a
connection is re-established between MN and NAR alAR transmits the forwarded
packets to MN. Although the forwarded packets have no QoS guarantee and security
protection, they will eventually be received by MN. Therefore, there is no packet being
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lost during the registration procedure in the FMIP schemes (i.e. Schemes 1, 2, 3, and 4),
and NAR only needs to store the forwarded packets for the period sepatasindt..

In contrast, when we assume that the handover is performed in a “break before
make” manner, MN loses its L2 connection with PARtatas shown in Figure.7
and FigureB.8. It regains the connection with NAR when the registration procedure is
complete, i.e. at,. In between, i.e. during the Interruption Time elapsed between, the
User Data is lost.

Schemes 5 and 6 thus have a specific drawback, namely that of inducing a packet
loss during the Re-Registration Procedure. In order to quantify these losses, we have
considered the situation where a Mobile User entering a Cell is currently receiving data
by using the File Transfer Protocol (FTP) with a rate-gfp = 88 Kbps.

The mean packet losses in Schemes 5 and 6 may then be computed simply by mul-
tiplying the mean value of the Total Response Time by the appropriate rate:

PLprp=F [TR] "TFTP

In contrast to these losses occuring in Schemes 5 and 6, the requirement of storing
temporarily some User Data at MAP in Schemes 1, 2, 3 and 4 may not cause some buffer
overflows because in the very worst case of a Region consisting of 50 Cells the buffer
space required at MAP for the FTP traffic does not exceed a few Mbits for acceptable
values of the traffic intensity variable(z < 80 newcomers per second in a cell).

8.3 Numerical Results and Discussion

Considering first the metric of Total Response Time, the three comparative plots are
shown in FigureB.9, Figure8.10and Figure8.11, where the MAP and AAAL servers

are being allocated to regions consisting successively ef 10, N = 30 and N = 50

cells.

In all three cases, it turns out that the HMIP Schemes (i.e. Schemes 3, 4, 5 and 6)
have a bettef’ R performance than Schemes 1 and 2 in a regime of moderate traffic
intensity, due to the absence of a Binding Update operation involving CN. This shows
that hierachical Mobile IP can minimize the response time in micro-mobility senarios.

On the other hand, combining HMIP with FMIP in order to avoid this BU procedure
also has the effect of inducing a heavier workload on the MAP server, so thatin Schemes
3 and 4 saturation is reached much earlier than in other schemes (Schemes 1, 2, 5 and
6). For example, foV = 30 cells per regionz = 50 new arrivals per second in a given
cell is a saturation threshold in the case of Scheme 3, whereas in Scheme 1, MN may
tolerate up to more thanl0 new arrivals per second in each cell.

Moverover, as shown in Figu&12 in a regime of low traffic intensity (i.e. before
the saturation points), tHER values in Schemes 3 and 4 are slightly higher than those
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Figure 8.10:Total Response Time N = 30

appearing in Schemes 5 and 6, because MAP has more operations to handle in a fast
handover context.

When comparing Schemes 1 and 2, or Schemes 3 and 4, we observe that Context
Transfer plays a positive role in reducing the Total Response Time and yielding an im-
proved tolerance to higher traffic intensities.

On the other hand, th& R metric in Scheme 6 (which has a single round trip) is
only slightly better than that of Scheme 5 (which has two round trips), since the time for
the first round trip in Scheme 5 is very short compared to the link swiching delay.

This difference in the workloads at MAP may also be appreciated through an exami-
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Figure 8.12:Total Response Time in The Regime of Low Traffic Intensity N = 50

nation of the CPU Processing Load at MAP in all six Schemes. As shown in RBglBe

Figure8.14and FigureB.15 in all three situations where a region consists\of= 10,

N = 30o0r N = 50 cells, the GFA/MAP server is more solicited in Scheme 3 and 4 than

in other schemes, because of the heavier load induced by FMIP+HMIP operations.
Regarding the Interruption Time metric, as shown in Fighfe the FMIP schemes

(i.e. Schemes 1, 2 and 3 and 4) outperform Schemes 5 and 6 because PAR forwards User

Data packets to NAR and NAR sends these packets to MN once the Layer 2 connection

is established. However, the FMIP schemes have heavier Processing Loads and reach

saturation earlier, due to more operations to handle in a Fast Handover context.
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Figure8.17) shows one of the main drawbacks of the HMIP Schemes compared with
the FMIP Re-Registration procedures: Schemes 5 and 6 induce a User Data Packet Loss
which could be intolerable in certain situations such as File Transfer. Taking fluctuations
into account, anean valuef 1 Kb for the packet losses signifies that several Kbits may
be lost during a single Re-Registration.

In addition to this analysis of Total Response Time, Interruption Time, CPU Con-
sumption and Packet Loss, we next discuss security aspects and QoS guarantee.
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8.3.1 New Security Association Establishment

In Scheme 1, the new SA between MN and NAR is established only when the regis-
tration procedure is complete. At, it starts transmitting the packets being forwarded
from PAR without any protection.

In Scheme 2 where CT is applied, the SA between MN and NAR may be established
on Step 6 - when security context is transferred from PAR to NAR. However, the SA
replies on the session key which are shared between MN and the access network. Both
signaling and user data are protected by the same SA.
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As for the drawbacks of CT itself, when MN upgrades its QoS request on the new
path, NAR is unable to authorize the new request so that it has to use an AAA process
for this purpose. Moreover, the assumption that any peer of PAR and NAR shares a SA
is not always true.

In Schemes 3 and 4, MAP may distribute the session key to NAR to establish the SA
between NAR and MN &,. Therefore, the packets may be transmitted with protection.
However, both signaling and user data reply on the session key being shared between
a MN and the access network. Moreover an AAA process has to be undertaken for the
new QoS request to be accepted.

In Scheme 5, since MN resumes the connection with the access network only when
the registration procedure is complete, the SA between NAR and MN is not established
during the period of total response time.

In Scheme 6, although the SA can not be established until the registration proce-
dure is complete, SA may be obtained rather rapidly since MN is able to exchange data
securely with the NAR immediately after the QoS path establishement and binding ud-
pate operations, without having to wait for the completion of the AAA specific security
check and establishment of a new definitive SA.

Moreover, in Scheme 6, the signaling and user data are protected with different keys.
The keyK /v an provides integrity/authentication of the uplink as well as confidential-
ity. The user data are then protected by the temporary/kelf ;v par) before NAR
sends the definitive ke, var t0 MN. Hence, even if an attacker somehow comes
to know the new temporary key, it can not deduce anything about the definitive key
Ky v nar because the hash functidh would have to be inverted. Scheme 5 therefore
ensures that potential vulnerabilities arising out of the keys are strictly reduced to the
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temporary security associatiorisy].

8.3.2 Robustness Against DoS

When the F-BU request is deemed to be sent to PAR first, as shown in Schemes 1, 2, 3
and 4, the DoS attacks caused by extensive signaling exchanges may be prevented based
on the existing SA between a user and its PAR. But whether the risk of DoS attacks in
general can be minimized depends on how expensive the authentication check is.

Scheme 5 is facing a serious risk of DoS attacks. Indeed, since an AAA process
has to be performed when a request is received by NAR, attackers may trigger extensive
AAA processes by sending bogus requests.

To deal with such DoS attacks, a cookie-based mechanism is proposed in Scheme 6
[18].

8.3.3 QoS Guarantee for Delivered Packets

Before registration procedure is complete, in Scheme 1 and 2 where Fast handover
scheme is applied, User Data destined to old CoA are transmitted continuously from
CN to PAR. Then the packets are forwarded from PAR to NAR via GFA. In Schemes 3
and 4, packets which are coming in continuously are delievered to NAR via MAP. The
forwarded packets are bufferred by NAR until L2 connectivity between NAR and MN

is set up. Afterwards, the packets are drained to MN.

Two facts influence QoS guarantee for packets.

o Buffering by NARIif the data packets of real-time applications are buffered for a
longer time period than the admissible end-to-end delay, they may become use-
less;

e Traversing on a non QoS patbefore the new QoS path from GFA to NAR is set
up, the packets are delivered without QoS guarantee.

Therefore, it is essential to manage the forwarding buffer efficiently and minimize
the registration latency.

In Schemes 5 and 6, assuming handovers are performed in a “break before make”
manner, although MN loses some packets during the interruption time it is receiving
User Data with QoS guarantee, since all the incoming packets are using the new QoS
path.
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8.4 Summary

In this chapter, the proposal in the thesis was comparied with the other five Re-
Registration Schemes featuring FMIP, Context Transfer and HMIP, using the metrics of
Total Response TimdR), Interruption Time (T), CPU Consumption at the MAP/GFA
Server and Packet LosBL(). Finally, the SA establishment, robustness against DoS and
QoS guarantee on delivered packets were discussed.

It turns out that Schemes 5 and 6 (based on HMIP) provide lower Total Response
Times, with a better tolerance to higher values of the Traffic Intensity. These two
Schemes may also be seen to offer more robustness when comparing the CPU Pro-
cessing Loads induced by each of the five Schemes at the MAP/GFA Server. Scheme 5
should be preferred when taking also robustness against DoS attacks into consideration.
Moreover, in Scheme 5 the Packet Loss and Interruption Time may be further reduced
if MN is able to keep its connection to NAR for a longer time before the new QoS path
is set up.

On the other hand, when considering lower values of the Traffic Intensity and re-
stricting our attention to théT metric, the comparison becomes slightly favorable to
Schemes 3 and 4, in which FMIP and HMIP are integrated.

Furthermore, one should also realize that in Schemes 5 and 6 several Kbits of User
Data may be lost during a single Re-Registration, even when considering intermediate
values of the Traffic Intensity and FTP Data only, which might lead one to choose one
of the first three FMIP Schemes ( which are able to transmit all User Data to MN) for
certain Packet Loss sensitive applications.

From the plots of all metrics, we conclude that the bundling feature of context trans-
fer on FMIP can improve the performances. Assigning fewer Cells to each MAP server
results in an improved tolerance to higher traffic intensities and less Packet Losses

Conclusively, for the realtime applications which are delay sensitive and packet loss
insensitive, the proposal in the thesis (i.e. Scheme 6) is the most preferable solution.
Moreover, when the tolerance of work load, security association establishement and
QoS guarantee, the proposal in the thesis featuring a cookie exchange procedure and a
temporary SA establishment, is also the most preferable in a secure, QoS-aware macro-
mobility scenario.
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Chapter 9

Experimental Evaluation

9.1 Introduction

The introduction section first describe the goals and challenges of the experimental eval-
uation. Then the methodology is presented.

9.1.1 Goals and Challenges

The analysis chapters necessitate parameters of different processing times. The pa-
rameters should be given by the experimental experiences. Furthermore, the following
guestions should be asked by a prototypical implementation:

e how differently does the the CASP Mobility Client protocol perform from the
QoS-conditionalized Binding Update approa@®][in terms of total response
time for a QoS request? It is interesting to compare the two QoS signaling pro-
tocol to determine how the general end-to-end approach in QoS signaling design
behave in intra-domain handovers occurred in the specific Hierarchical Mobile
IPv6 (HMIPv6) infrastructure. In such a handover scenario, the optimization of
the QoS-conditionalized Binding Update approach has been provéé]in [

e how does the cookie mechanism behave in the presence of the DoS attacks in
terms of the total response time? The cookie verification served as a preliminary
authentication check is one of the most important features of the formulated pro-
posal. Itis important to evaluate its performance by means of implementation and
simulation.

In summary, the goals of the experimental evaluation include

e providing parameters to the theoretical analysis;

219



CHAPTER 9. EXPERIMENTAL EVALUATION

e comparing the end-to-end QoS signaling approach with the peer-to-peer approach
in intra-domain handovers in an HMIPv6 environment, by evaluating the CASP
Mobility Client protocol and the QoS-conditionalized BU approach;

e comparing the behaviors of the different approaches in the presence of DoS at-
tacks.

9.1.2 Methodology

The compared QoS signaling schemes includeGA&P Mobility Clientprotocol and
QoS-conditionalized Blapproach, and the security schemes in the evaluatioAffe
protocol andcookiemechanism. All the schemes for a secure and QoS-aware mobility
support in intra-domain handovers are evaluated in both cases that DoS attacks exist or
do not exist.

The selected studied cases for the experimental evaluation are shown i®Table

Case No.| QoS and Mobility Signaling | Security Measures  Presence
of DoS Attacks
1 QoS-conditionalized BU cookie No
2 QoS-conditionalized BU AAA No
3 CASP Mobility Client Protocol cookie No
4 CASP Mobility Client Protocol AAA No
5 QoS-conditionalized BU cookie Yes
6 QoS-conditionalized BU AAA Yes
7 CASP Mobility Client Protocol cookie Yes
8 CASP Mobility Client Protocol ~ AAA protocol Yes

Table 9.1:Selected Cases for Experimental Evaluations

Measurement and simulation are used to evaluate the performance of the cookie
mechanism. Among the eight cases, two cases (i.e. Cases 5 and 6) are evaluated with a
simulation using OMNET++, and others with a prototypical implementation.

An overview of the methodology for the experimental evaluation is given in Figure
9.1 As shown in this figure, the experiment environment include prototypical imple-
mentation and simulation. For the prototypical implementation, the selected studies
cases 1 and 2 use tigpoCoo(i.e. QoS-conditionalized BU) environmer@d], whereas
Cases 3, 4, 7 and 8 use tBASPMob(i.e. CASP Mobility Client Protocol) Environ-
ment. BothQoCooand CASPMohare built on the “Mobile IP for Linux (MIPL) Envi-
ronment” from the Helsinki University of Technolog®§]. For the simulation, Cases 5
and 6 use simulation model in OMNET++.
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Figure 9.1:An Overview of the Methodology for Experimental Evaluation

The measurement results and simulation results are the inputs for evaluation. For the
measurement evaluation, mean response time (i.e. handover latency) used as the metric;
for the simulation evaluation, in addition to mean response time, two more metrics are
used - number of tasks in AAAL per second and queue length at AAAL. Note that the
measurement results provide necessary parameters for the simulation.

In the following sections, the shaded parts in Figlukare discussed. The validation
of the CASP Mobility Client Protocol in an implementation is described in Se&ign
the simulation environment is presented in Sec8d®) the results and discussions of
the evaluation are discussed in Sect@osh

9.2 Implementation of CASP Mobility Client Protocol

This section will first introduce the hardware and software environments of the imple-
mentation. The hardware environment has been modified and improved @®ao
testbed; the software environment includiésux kernel modulesprof-file-systenand
Netfilter system

Then the validation of the protocol will be described, including enhanced advertise-
ment, QoS information based handover criteria, a modular structure of QoS, mobility
and security information, the crypto aspects (e.g. cookie generation and verification, sig-
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nature generation and verification, and encryption and decryption), and DoS attacking
behavior.

Since total response time (i.e. handover latency) is the only metric in the experi-
mental evaluation, the security process (re-authorization and re-authentication) has no
contribution to the metric according to the definition in SecBah 7despite of the speed
of the re-authorization. Therefore, only the handover of scenario shown in Bffe
was implemented.

9.2.1 Hardware Environment - Testbed Description

A prototypical implementation has been developed based on a MIPv6 prototypical im-
plementation48]. Some modifications and improvements have been done to the hard-
ware environment of th@oCootestbedf7]. Since Neumann'’s testbed did not consider
enhanced advertisements and attacking behaviors, the main modifications to the testbed
include separating the functionalities of AR1 and AR2 into two individual machines and
adding a machine as an attacker.

(eN)

XiX:X:1::3
WAN:
Wide Area Network Delay
Xxxi2233:4( MAPa ) ( MAPb )xixixzzasia
AN a; AN b:

AccessNetworkDelay

AccessNetworkDelay

AR1 AR2
XX X:5::7 X X:X:6::7 X X:X:7::8
Attacker

X:X:X:0::9 X:X:X:0::10

Figure 9.2:A Simplified Illustration Of The Testbed Setup

Figure 9.2 shows a simplified testbed setup from a IPv6 point of view. The IPv6
address of each entity is given in the dark grey boxes. For HA, MAP, ARal, ARaz2,
and ARD, the address is advertised by their periodical advertisements. For MN and CN,
the displayed addresses are the HoA. A WAN-delay simulator is configured to add the
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transmission delay to all IPv6 packets traveling between a MAP and the HA or CN.
Similarly, a An-delay simulator is configured to introduce the transmission delay in the
two access networks.

To accomplish the delay of IPv6 packets, they are routed through an IPv4 tunnel via
an additional PC serving as IPv4- WAN- and AN-emulator.

In the access network of MAPa, we have two ARs connected with the MAP via
the AN-delay simulator in order to emulate the enhanced advertisement concept; two
mobile nodes (i.e. one normal MN and an attacker) are connected to the access network
via a manageable HUB. The attacker is deployed to simulate the DoS attacks by sending
bogus requests.

A detailed description of the testbed setup is shown in Fi@use The Linux PCs
are named as HA, MAP, CN/WAN, ARal, ARa2, ARb, MN and Attacker.

The smaller, black-bordered boxes represent network interfaces, where those at-
tached from the outside represent real physical interfaces and those in the inside virtual,
tunnel or dummy interfaces. All interfaces are illustrated with an abbreviation for its
type. If the interface is IPv6-enabled, its most relevant IPv6 address is depicted in the
dark grey box. If the interface is IPv4-enabled, its IPv4 address is given in the light grey
box.

All computers are Intel Pentium Il machines with a CPU speed between 300 and
500 MHz. All Network Interface Card (NIC)s are 100BaseT 3Com cards. Because link
b and f employ only a 10Mbps hub, the bandwidth of these links is reduced to 10 Mbps.

IPv6-in-IPv4 Tunnel

Totally, three tunnels have been installed between the MAP and the access routers. They
are forwarded through the WAN emulator, which introduces WAN characteristic data
traffic behavior to the messages. In the current setup the messages are forwarded through
interface ethl of the WAM emulator. The interface ethO is used for the traffic between
the MAP and the Home Agent.

The routes from the MAP to the access routers are configured manually. They have
been added to the static routes file on the affected machines. Two entries have been
added for the ARa2 in the MAP, one for the tunnel interface (3ffe:b80:44c¢:2211::8/128)
and the second for prefix of the network connected to ethl (3ffe:b80:44c:6::/64). They
were included in the filéetc/sysconfig/static-routes-iputthe MAP. In the other direc-
tion, the entries for the MAP have been appended in the ARa2.

The names of the computers were assigned and registered@i¢hestdile in any
machine, both for the IPv4 and the IPv6 address.

All the interfaces which are connected to the physical link f need an appropriate
IPv4 address because of the WAN emulator. All addresses have been chosen from the
X.X.2.0/24 subnet. The IPv4 addresses are part of the configuration of the tunnel inter-

223



CHAPTER 9. EXPERIMENTAL EVALUATION

ethl mac:..BF6F
VB: X:X:X:0::1/64
v4: X.X.0.1/24

V6: -

eth0 mac:..94E9
v4: global addr./24

sitl v6-in-v4
Vv6: global addr/128
va: -

v6: HA: ::1 (BRh,ARh)
v4: .1

sit2 v6-in—-v4
V6: X:X:X:1111::1/128
va: -

VB X:X:X:1::1/64

eth2 mac:..C033
v4: X.X.1.1/24

/

physical link b

IPv4 route

IPv6-in—-1Pv4 tunnel

]

Y

eth0 mac:..30D9
V6: —

va4: X.X.1.4

dummyo0 virtual
V6: X:X:X:2244::4
va: -

dummyO virtual
V6: X:X:X:2233::4

sit2 v6-in-v4
v6: X:X:X:1111::4
v4: -

v6: MAP (a/b) ::4

eth0 mac:..9559 |
V6: X:X:X:1::3

v4: X.X.1.3

v6: CN ::3

link h

'\

va: .4 v4: WAN (/AN—del). ..3
Sit3 v6-in-v4 Sit5 v6-in—-v4 sit4 v6-in-v4
VB: X:X:X:2211::4 V6: X:X:X:2211::5 VB! X:X:X:2222::4
v - va: - va: -
ethl mac:..9CEC h ) | | k f ethl mac:..C139
ve: - sical lin ve: -
V4: XX.2.4 M phy v4: X.X.2.3
eth0 mac:..F186 eth0 mac:..6B6F eth0 mac:..EEEC
V6: - V6: - v6: -
va4: X.X.2.7 va4: X.X.2.9 va4: X.X.2.8
Sit2 v6-in-v4 Sit2 v6-in-v4 sit2 v6-in-v4
V6: X:X:X:2211::7 V6: X:X:X:2211::8 V6: X:X:X:2222::8
va: - va: - va: -
v6: ARal::7 v6: ARa2 ::8 v6: ARD ::8
va: .7 v4: .9 v4: .8
ethl mac:..8264 | eth2 mac:..75C1 | ethl mac:..A3D6 ethl mac:..4BFC
V6: X:X:X:5::7 1 I VB X:X:X:6::7 | V6: X:X:X:6::7 1 V6: X:X:X:7::8 1
A 1| s l B '] link a2 s ' link bl
. 1 1 1
link al —,

MANAGEABLE HUB

eth0 mac:..9575
V6 X:X:X:0::9
v4: X.X.0.9

v6: MN ::9
va: .9

Figure 9.3:Testbed Setup

eth0 mac:..eeec
v6: X:X:X:0::10
v4: X.X.0.10

v6: MN ::10
v4: ..10

faces and directly included in the configuration files. Figieshows the ifcfg-sit5 file

from the MAP as an example.

The interfaces from the access routers, which are connected to the manageable hub
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#Example to control a dedicated IPv6-in-IPv4 tunnel interface

# Specify interface name (must be the same as the appendix from the
filename) and other compatible values:

DEVICE="sit5"

BOOTPROTO="none"

ONBOOT="yes"

# Control IPv6 configuration for this interface
IPV6INIT="yes" # Enable IPv6 initialization of this interface
#IPVGINIT="no" # Disable IPv6 initialization of this interface [default]

# Specify the IPv4 address of the foreign tunnel endpoint:
IPV6TUNNELIPV4="192.168.2.9" # IPv4 address of the remote tunnel endpoint
[required]

# Specify the IPv4 address of the local tunnel endpoint (for nodes with
more than cone IPv4 address on an interface):
IPV6TUNNELTIPVALOCAL="192.168.2.4" # IPv4 address of the local tunnel endpoint
[optionall]

# Specify the local IPv6 address of a numbered IPv6-in-IPv4 tunnel
IPV6ADDR="3ffe:b80:44¢c:2211::5/128" # Local address of a numbered tunnel
[optionall

Specify the MTU of a tunnel link

id
# IPV6 MTU="1280" # set IPv6 MTU for this link [optional]

Figure 9.4:An Example to Control a Dedicated IPv6-in-IPv4 Tunnel Interface

do not need a IPv4 address for communication. Every data transfer uses version 6 of the
Internet protocol. The link a2 to the hub was formerly connected to ARal and is now
attached to the new access router.

At the moment no direct connection between the access routers is required and there-
fore no tunnel interfaces have been installed between them.

The WAN-delay is enforced to all IPv4 packets, which are sent or received from
interface eth2 of the HA or ethO of the MAP and which are routed via interface ethO
of the machine WAN. From IPv6 point of view, the tunnel route provided by the sit2
interfaces on the HA and MAP is the only possible packet exchange route between HA
and CN on one side and the MAP on the other side of the modeled wide area network.
In this setup the HA also serves as ER for the CN which is physically located in the
same machine as WAN and AN emulator. However, since only the CN’s interface ethO
is IPv6 enabled and the HA is the its only known IPv6 default router, all IPv6 packets
leaving the CN are routed via the HA. The IPv6 layer of the CN does not know about
the IPv6-in-1Pv4 tunneled packets.
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The machine MAP serves as MAP with two different address spaces and tunnel in-
terfaces virtually like two MAPs for AN a and b. Therefore, in addition to the available
aggregate bandwidth value and the address of the CASP node, the enhanced advertise-
ments is configured to advertise the availability of MAP (1) with the RCoA-address
space X:X:X:2233::/64 via interface sit3 and the availability of MAP (2) with the RCoA
address space X:X:X:2244::/64 for AN b via interface sit4.

The AN-delay between the MAP and the ARal, ARa2 and ARDb is achieved in the
same way as the WAN-delay described above. None of the physical interfaces connected
to link f is enabled for IPv6. For AN a, all packets traveling between the ARa and the
MAP are IPv6-in-IPv4 tunneled and routed via the interface ethl of machine WAN. The
machine WAN then delays the packets for a certain amount of time (AR-delay). Finally
the ARa serves as AR for its two interfaces ethl and eth2.

Emulation of MN’s Handover

The connection of the MN to the access links of HA, ARal, ARa2, or ARb is controlled
via an SNMP manageable hub. All ports of the hub can be disabled and enabled through
certain SNMP commands. When, for example, an overlapping movement from AR a
ethl to AR a eth2 is desired the corresponding ports are turned on and off respectively.
In the following the MN’s link-connection state will be given as a vector where the
terms h, al, a2, and bl stand for the home, ARal, ARa2 and ARDbL1 link. These terms
are followed by a “:0/1” indicating whether the connection to this link is disabled or
enabled by the controlling hub. One disadvantage of the manageable hub used in this
testbed is the indeterministic duration (between 2 and 6 seconds) it takes from sending
the SNMP command until the desired action is finally executed by the hub.

An alternative approach to emulate movements is provided by the Netfilter module.
The basic idea is to let the MN physically always be connected to all potential AR
interfaces, but drop packets from certain interfaces based on their MAC address. If the
packets are dropped before they are further processed by the IPv6 layer, the MN has no
means to deduce the connection to this particular link of the AR. By way of this, tools
utilized for performance evaluation can immediately trigger a handover and have the
possibility to consider for example the time when a handover was executed with a much
better accuracy. Also it becomes possible to increase the maximal handover rate. This
concept of a “virtual manageable hub” is employed as a software module in the MN.

9.2.2 Software Environment
The main concepts used as the software environment in the implementation include:

¢ Kernel modules: The Linux kernel enables some functionalities in modules.
Thus the operating system can provide e.g. mobility support by loading a mo-
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bility module. Therefore, the functionalities of security and QoS can be enabled
in modules which can be loaded and unloaded easily, without having to recompile
the complete kernel during a debugging phase.

e Proc-file-system:The proc-file-system exists in the memory of the Linux system.
It can be accessed by both the kernel modules and the use space program. Thus
the proc-file-system can be used as an interface between the kernel and the use
space.

o Netfilter-system: Netfilter [82] is used to enable the functionality of the CASP
operations. Itis a module for packet mangling, outside the normal Berkeley socket
interface. It introduces a series of hooks at five well-defined points while a packet
traverses across the IPv4 and/or IPv6 protocols stack of an IP node. Whenever
a packet being processed is passed along any of these hooks, it is handled to the
Netfilter module.

IPv6 and Mobile IP for Linux (MIPL) Environment

The basic IPv6 kernel provides all the functionalities necessary for processing an IPv6
packets between a network device and applications in user space, such as basic routing,
Neighbor Discovery (ND) and extension header proces®iy [However, adding a

UDP payload in a kernel model is not available.

In the kernel space, in order to send IPv6 packets including IPv6 header and
extension headers, an IPv6 RAW socket can be allocated and and passed to the
ipv6_build_xmit(Jfunction which assembles the packets and processes them further.

The interaction between the “Mobile IP for Linux (MIPL) Environment” and the
basic IPv6 implementation is shown in Figl@&[67].

All the related MIPv6 functionalities were implemented in kernel spd&ih or-
der to reduce overhead and other complexities when interacting with IPv6 stack. The
functionalities for HA, CN and MN are provided via modules which can be loaded and
unloaded dynamically in the kernel.

IPv6 and Netfilter System

The position of the IPv6 related hooks and their names are shown in Fdire

Every incoming IPv6 packet which is delivered from the link-layer to the IPv6 layer
first encounters the NF_IP6_PRE_ROUTING hook. Then it enters the first routing part
of the IPv6 stack, which decides whether the packet is destined for another node, or a
local process. If it is destined for the node itself, it is hooked by NF_IP6_LOCAL_IN
before being passed to the next higher layer processing. Otherwise, if it is destined to
another node instead, the Netfilter module is called again via the NF_IP6_FORWARD
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Figure 9.6:Position of Netfilter Hooks in IPv6 Stack

hook. The packet then passes a final hook, the NF_IP6_POST_ROUTING hook, before
being passed to the link layer again. The NF_IP6_LOCAL_OUT hook is called for
packets that are created locally before being processed by the routing part of the IPv6
stack. Other kernel modules can register to access to any of the defined hooks and are
thereby provided with the possibility to modify or even drop such intercepted packets.

9.2.3 Implementation of the Enhanced Advertisement Mechanism

In Linux operating system, broadcasting advertisement is achieved by the router adver-
tisement daemon (radvd®]]. It is a program running in user space at a Linux IPv6
router. The enhanced advertisement daemon which is based on it is also implemented in
the user space. Whereas, the other developed concepts of the proposal are implemented
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in the kernel space in order to interact well with the existing MIPv6 models which are
running in kernel. Therefore, sockets should be well defined for the communication
between the enhanced advertisement daemon and the kernel models.

The advertisement daemon froi®1] has been modified to “MAP Discovery” in
a HMIPv6 environmentg8]. The MAP discovery service includes advertising of a
MAP’s network information. However, no bandwidth information is available in the ad-
vertisements. To enable the enhanced advertisements, the available bandwidth at a node
should be modified dynamically by the kernel mobility and QoS models; the aggregate
bandwidth information should be broadcasted by ARs.

In the testbed, only one-layer MAP has been implemented. The advertisement dae-
mons for sending advertisements at MAP and AR run in the user space.

MAP obtains its own bandwidth value from a proc filenipv6_ad_bw. It adds
the value in the “aggregate available bandwidth” field and its IPv6 address in the “next
CASP node” field. Then it broadcasts the advertisement via all of its interfaces to the
ARs. The interval of the advertisements can be controlled via the file “/etc/radvd.conf”
shown as Tabl€.7.

ARs cache the received “the Enhancement Option” irvttser_map list struc-
ture. When it is going to send out its own advertisement, it extracts related infor-
mation (including MAP’s IPv6 address and bandwidth) from the MAP option in the
other_map_list, and puts them into its own advertisement. Then it obtains its available
bandwidth value from its proc file (i.enipv6_ad_bw) and compares it with the band-
width value from the MAP option. If its own value is greater, it makes no modification to
bandwidth value; otherwise, it replaces the bandwidth value with its own available band-
width value. Since all the ARs are assumed to be CASP node, AR fills the “next CASP
node” field with its own IPv6 address. The interval of the advertisement from AR can
also be controlled via the “/etc/radvd.conf”. The sending rates of advertisements from
MAP and AR are independent. Normally the sending rate of advertisements from AR
is configured to be faster since MAP is assumed to have larger bandwidth capacity than
ARs.

Once a reservation is made, MAP and AR need to update the available bandwidth
information in themipv6_av_bw proc file accordingly. The dynamic change of the
bandwidth value in the proc file is done by the mobility module in the kernel.

9.2.4 Implementation of Handover Criteria

The MN processes the received advertisement in kernel. Recall from the specification
chapter, Receipt of an advertisement is one of the triggering events to invoke MN'’s op-

erations. Generally MN extracts the aggregate bandwidth information and other related
information and makes a handover decision based on a handover criteria as shown in
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Figures5.7and5.8.

As discussed in Sectioh.2.]1, a set of handover state of handover (i.e. “lazy” or
“eager”) has been implemented via the proc-files_ho_state.

9.2.5 Modular Structure

Since the modules of the CASP Mobility protocol are carried as UDP payload in a
packet, the existing UDP related functions which were written in ¢ for user space calls
should be modified accordingly for the calls from the kernel space.

In the kernel space, A new Netfilter module namely gos-monitor is created to inter-
cept the traversing messaging layer and client layer information. F&udrghows the
responsibilities of CASP related processing at different entities.

MAP

Linux kernel | Mobility module €= = = = = | CASP module

CASP client objects: CASP client objects:

BA+Qo0S I Bu+qQos
IR/AR )
A 4 i
Linux kernel | CASP module ; Mobility module
A
CASP client objects: I CASP client objects:
cookie, BU+QoS | cookie,BA+QoS
MN .
i A 4
Linux kernel | Mobility module [« CASP module

Figure 9.7:Responsibilities of CASP Related Processing

Since the existing mobility functions were implemented in the Linux kernel, the
CASP functionalities are also implemented in Linux kernel. Because of the end-to-end
communication between every two nodes, mobility mode at each node is responsible
for sending a packet while the CASP module is responsible for receiving a packet. The
dotted line represents the CASP QUERY message flow whereas the solid line is the
CASP RESERVE message. On the testbed, only one layer of intermediate router (i.e.
access router) is implemented between MN and MAP. Therefore, MAP is also the cross-
over router in any mobility cases.
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9.2.6 Crypto Aspects

The crypto aspects include cookie generation and verification, signature generation and
verification and encryption and decryption withnp K ey Dist K ey 4 as shown in Fig-
ures5.19and5.20

Figure9.8presents an example result of cookie generation. The example shows that
a typical duration to generate a cookie is;3& The hash code is HMAC-SHAL.

mn_id=1234 generator_id=abcd

creation_time: 3d8ae457

random number: 2cle4ccc

cookieKey: 54 5 31 31 ¢3 c6 94 66 1b 4f 9f 18 8a 97 92 98 33 3b ca b
hash code: 27 b0 a 75 56 e8 1b ad b6 32 90 97 7a 73 8e 86 a5 46 ad 7c
Duration to generate a cookie: 37

Figure 9.8:An Example Result of Cookie Generation

The pseudo-code of cookie verification is shown in Figuée

The parameters for a temporary IPSec SA in the direction from MN to AR are carried
in the CASP Client objects as UDP payload. The operations of signature generation and
verification use HMAC-SHAL1 and the operations of encryption and decryption with
TmpDistKeyay use triple DES84]. The source code of the triple DES was obtained
from [1].

9.2.7 Emulation of DoS Attacks

The flooding behavior was implemented justify the robustness of the schemes shown in
Table9.1against Denial of Service (DoS).

In case that DoS attacks exist, an MN computer emulates an attack by generating
and sending “wrong cookies’at various rates.

9.3 Simulation Environment

Figure9.10shows a topology overview in the simulation.

The simulation model consists of one AAAL, one MAP, eight ARs eight mobile en-
vironments (MOBENS). The AAAL connects the MAP with a 100 Mbps Ethernet link;
the MAP connects every ARs with 100 Mbps Ethernet links; Each AR is responsible for
one MOBEN, which represents 4000 MNs and one attacker. Each MN or the attacker

twrong cookies are deemed to cause cookie verification failed.
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wn kR

loop{wait for packet received from link layer}
Parse cookie object from hop-by-hop header

end

else if Packet indicates inter-domain handover then

end

Get information: mn_id, cookie generator _id,
creation_time, random_number, hash_code

Check creation_time
if expired then
Drop packet
Break
Check cookie generator_id
if not on the trusted list
Drop packet
Break
Compute a hash code (HMAC_SHA1)
Compare the result to hash_code
if not identical
Drop packet
Break
Start QoS+BU and security processes

Notify the ARs on the trusting list about the cookie

if

Perform inter-domain handover process
if

end loop

Figure 9.9:The Pseudo-code of Cookie Verification

sends requests to the corresponding AR as re-registration requests via a wireless link of
11 Mbps data rate.

At each AR, the inter-arrival traffic from legitimate MNs is modeled with a Poisson
process with the mean inter-arrival time of 0.3%]f Each of the 4000 MNs in one
MOBEN performs 1.8 intra-domain handovers per hour.

The traffic of an attacker is modeled with deterministic process. That means an
attacker always sends bogus requests with a constant rate.

9.4 Evaluation Results and Discussion

The evaluation results and discussions of measurement and simulation are given in Sec-
tion 9.4.1and Sectior9.4.2respectively.
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Figure 9.10:Topology Overview In the Simulation

9.4.1 Measurement Results and Discussion

Parameters of processing times is given first. Then the measurement results of total
response time are presented.

Parameters of Processing Times

To provide the parameters of processing times to the mathematical analysis and sim-
ulation, measurements are taken usicgdump?, monitoring and recording the times
when an operation starts and ends. T&g

Operation min max average| s?

Generating an AA request 150.650| 155.006| 152.457| 0.00340
Forwarding an packet 15.998 | 24.137 | 20.189 | 0.00669
Authorizing a request 148.331| 153.413| 151.814| 0.00294
Reserving resources 201.365| 245.424| 219.608| 0.01391
Generating/verifying a cookie 36.956 | 39.261 | 37.910 | 0.00226
Encryption/decryption 39.781 | 41.359 | 40.618 | 0.00330
Session key lookup 12.497 | 22.087 | 18.139 | 0.01462

Table 9.2:Processing Times Obtained From Measuremant} (

2tcpdumpis a tool to capture and dump network packets in order to make statistical analysis. It makes
use of the packet capture librdigpcap[94].
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Total Response Time

The total response time for a re-registration request of a MN is the difference in times
between departure instance of a registration request message (i.e. CASP QUERY mes-
sage in the CASP cases) and the arrival instance of a registration reply message (i.e.
CASP RESERVE message in the CASP cases). The latency caused by ICMPV6 neigh-
bor discovery for the next hop address is included in the response time.

Six cases are studied in the measurement evaluation:

e Case 1 AR first verifies a cookie when receiving a re-registration request. If the
check passes, it starts the QoS-conditionalized BU process. The re-registration
request packet is destined to MAP. The cookie is included in the Hop-by-Hop op-
tion in the IPv6 header of the packet. The AR notifies the use of the cookie to
the ARs within the cookie’s “Area of Validity” while starting the QoS+BU pro-
cess. When MAP receives the QoS+BU message, it communicates with AAAL
for security checks. When it gets a positive answer from AAAL, it continues
the QoS+BU process, acknowledging the operations of resource reservation and
binding update.

e Case 2 Without an security check, AR starts immediately a QoS-conditionalized
BU process, reserving resources upon the request. When MAP receives the
QoS+BU message, it communicates with AAAL for security checks. If the re-
AA fails, AR drops the packets silently without notifying MN. When MAP gets
a positive answer from AAAL, it continues the QoS+BU process, acknowledging
the operations of resource reservation and binding update.

e Case 3 AR first verifies a cookie when receiving a re-registration request. If
the check passes, it starts two processes (i.e. QoS+BU and re-authorization pro-
cesses) in parallel. The QoS+BU process is performed using CASP Mobility
Client protocol. The re-registration request packet is destined to AR. After the
cookie verification, AR generates a new packet and send it to MAP. The cookie
is included in a CASP client object in the UDP payload. The AR notifies the
use of the cookie to the ARs within the cookie’s “Area of Validity” while starting
the QoS+BU and re-authorization processes. It is assumed that the result of the
re-authorization process arrives earlier than that of the QoS-conditionalized BU
process so that the time spent on the former process has no contribution to the
contribution to the re-registration response time.

e Case 4 AR generates an AA request message and sends it to AAAL for an
authentication and authorization check when receiving a re-registration request.
When it receives a positive re-AA ACK message for the request from AAAL, the
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AR starts a QoS+BU process for the request, reserving resources upon the request
and performing an binding update operation at MAP. The QoS+BU process is
performed using CASP Mobility Client protocol. If the re-AA fails, AR drops the
packets silently without notifying MN.

e Case 7 Case 7 is Case 3 in the presence of DoS attacks.
e Case 8 Case 8is Case 4 in the presence of DoS attacks.

Table 9.3 lists the average, minimum and maximum registration delays in the six
cases (i.e. Cases 1, 2, 3, 4, 7, 8. Cases 5 and 6 are discussed in Sd&cHprafter a
total of 100 different reading were taken in each case. The total controlled transmission
delay applied to the registration messages by the AN simulator is given in Colelayn
Since the compared cases are intra-domain handover cases, only the AN delay comes
into play. The variance is given in the colursh

Case No. delay min max average| s?

1. QoSCondiBU + cookie 20 21.542 | 23.780 | 22.400 | 0.00459
2. QoSCondiBU + AAA 20 21.193 | 24.327 | 22.223 | 0.00386
3. CASPMob + cookie 20 22.317 | 24.413 | 23.345 | 0.00416
4. CASPMob + AAA 40(120)| 68.933 | 366.745| 253.585| 0.011751
7. CASPMob + cookie + Do§ 20 22.277 | 27.025 | 23.908 | 0.03484
8. CASPMob + AAA + DoS || 40(120)| 213.099| 993.397| 528.778| 0.0391

Table 9.3:Experimental Results for Total Response Time in Different Handover Sce-
narios (ns)(WAN delay: 40ms, AN delay: 10ms).

Since there is only one round-trip signaling between MN and MAP in Cases 1, 2, 3
and 7, 20 ms is added in the registration delay as the transmission delay; Cases 4 and 8
have two round trips (i.e. first one is the AAA process and the second one is the QoS
and BU joint process), 40 ms is introduced. When HA needs to be involved for an AAA
check, additional 80 ms is taken into account since WAN simulator is set to 40 ms.

The experimental results show that the measured signaling latencies mostly depend
on the delays enforced by the WAN and AN simulator. Delay caused packet processing
in the involved nodes is only of minor importance.

By comparing Cases 1 and 2 in which the QoS-conditionalized BU approach is used
to establish the new QoS path and perform the mobility management, we conclude that
the cookie mechanism increases the registration latency by 0.80 percent due to the cor-
responding operations. The increased 0.177 ms could be negligible to any applications.

The comparison of Cases 1 and 3 shows that the CASP Mobility Client Protocol
increases the registration latency by 4.2 percent. This is due to the fact that end-to-end
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communication is enabled between the adjacent two hops whereas the access router is
the intermediate router in the end-to-end communication between the MN and the MAP.
The feature of more scalability of the CASP Mobility Client Protocol has the cost in the
respect of registration latency.

Since in Case 3 the QoS and BU joint process does not wait for the result from the
AAA process as in Case 4, the optimization of the cookie mechanism reaches 986.2
percent. If the home domain is involved for an AAA check as in Case 4, the MN can
continue its session on the new QoS path in Case 3 without waiting for the AAA result
and the user data can be protected by the temporary SA. Therefore, we conclude that the
CASP Mobility Client Protocol is more efficient in QoS-aware micro-mobility handover
cases.

In the presence of DoS attacks shown in Cases 7 and 8, the attacking rate is 10 times
as much as the arrival rate of normal MNs. When the cookie mechanism is deployed (i.e.
Cases 3 and 7), the registration latency increases 2.4 percent whereas in the no-cookie
Cases (i.e. Cases 4 and 8), the registration latency increases 108.5 percent. Therefore,
we conclude that the cookie mechanism is a secure and efficient scheme in preventing
DoS attacks.

9.4.2 Simulation Results and Discussion

To evaluate how efficient the cookie mechanism works in a re-registration process, two
more metrics are used in the evaluation in addition to the mean response time - number
of tasks in AAAL per second and queue length at AAAL:

e Mean response time the duration between the transmission of the first bit of
a re-registration request of a legitimate MN and the arrival of the last bit of the
corresponding re-registration response. This parameter can reflect the signaling
capacity of a path the efficiency of an intra-domain handover.

e Number of tasks in AAAL per second how many re-AA tasks in Case 0 and
how many re-authorization tasks in Case 1. When AAAL has too high throughput
of re-AA, the computing capacity is threaten by DoS attacks.

e Queue length at AAAL: how many messages waiting in the incoming queue for
being processed. When AAAL has too many messages waiting in its queue, its
storage capacity is being exhausted.

Cases 5 and 6 are studied in the simulation evaluation. They are equal to Cases 1
and 2 in the presence of DoS respectively.

Figure9.11is given for illustrative purposes and shows how the attacking rates in-
creases over time during the simulation. The starting point of the attacking rate is set to
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Figure 9.11:Increase of Attacking Rate Over Time

100, and the attacking rate increases by 10 every six minutes. During each six-minute
period, the attacking rate is constant.

Figure 9.12 shows how the increasing attacking rate influences the average re-
registration delay. Before the attacking rate reaches 200 per second, the average re-
registration delay stays relatively constant. That means attackers does not give the ac-
cess network any trouble with the attacking rate less than 200 per second.

Afterwards, with the increasing of the attacking rate, the average re-registration de-
lay in no-cookie case (Case 0) goes up gradually while the parameter in cookie cases
(Case 1 and Case 2) still keeps stable. This proves that the cookie mechanism is efficient
in preventing depletion of signaling capacity and beneficial of optimized intra-domain
handovers.

Figure9.13shows that the cookie verification at ARs can prevent AAAL from heav-
ily loaded by re-authentication and re-authorization works, and prevent AAAL's queue
from being filled up shown in Figur@.14

Therefore, this performance evaluation shows that the cookie-based mechanism is
efficient to deal with DoS attacks, and therefore improves the optimized and QoS-aware
handovers.
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Figure 9.12:Impact of Increasing Attacking Rate on Mean Response Time
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Figure 9.13:Impact of Increasing Attacking Rate on Number of Tasks in AAAL

9.5 Summary
This section described the experimental evaluation of the proposal. It aims to provide

parameters in the mathematical analysis, as well as find answers for some interesting
guestions.
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Figure 9.14:Impact of Increasing Attacking Rate on Queue Length of AAAL

To meet the goals, eight cases were selected for the performance evaluation in a
measurement environment and a simulation environment. The total response time and
gueue length at AAAL and number of tasks at AAAL are the metrics to evaluate the for-
mulated proposal by comparing the performance of the eight cases in terms of handover
latency and robustness against DoS attacks.

The findings of the experimental evaluation are summarized as follows:

e The CASP Mobility Client protocol performs slightly worse than the QoS-
conditionalized binding update approach in the specific scenario of intra-domain
handover in a HMIPv6 environment.

This happens because, in the CASP Mobility Client protocol, AR has to generate
a new packet (i.e. CASP QUERY) and send it to MAP. This scheme takes longer
time than the QoS-conditionalized binding update approach in which AR parses
only the cookie information from the hop-by-hop option in the IPv6 extension
headers.

However, the extra time is trivial comparing with the total response time. More-
over, the characteristic of the two-layer and modular structure is regarded as more
scalable in the IETF community. The validation of the CASP Mobility Client
protocol will be helpful for further investigation.

The experimental results prove that the CASP Mobility Client protocol can
achieve a secure and QoS-aware micro-mobility handover efficiently.
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e The experimental evaluations in both measurement and simulation show that the
proposals which use the cookie mechanism outperforms obviously the other ap-
proaches in the presence of DoS attacking. It has been proved that the cookie
mechanism is a method to protect against DoS attacks in QoS reservation process.

e It is observed from the measurement evaluation that in case that there is no DoS
attacks in the access network, the dominating factors in a re-registration process
are propagation delay and link switching time. The response time was measured
on the testbed with the handover mode of “break-before-make”, which means
that MN performs ICMPV6 neighbor discovery for the new AR’s address after it
notices that it has disconnect with the its old AR. The neighbor discovery process
play a pole in the total response time.

The conclusions drawn in this Chapter are in accordance with those from CBapter
and Chapter.
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Chapter 10
Conclusions and Outlook

This dissertation addresses the challenge how to achieve a secure, efficient QoS-aware
mobility support in IP-based networks. The dissertation first identified the importance
of establishing a new QoS path for a active session in a secure and efficient way. Based
on the related work discussion, we concluded that no proposal so far has addressed to
achieve an optimized overall registration procedure including the mobility management,
QoS path re-establishment while taking security threats into account.

The micro-mobility schemes address the mobility management optimization only;
the combination of the fast handover scheme and context transfer aims to provide seam-
less mobility support and fast session state re-establishment, but it does not address the
QoS path setup and protection against the DoS attacks.

In order to address the identified issues, a signaling protocol to achieve a secure,
efficient QoS-aware mobility support in IP-based networks has been proposed in the
dissertation. We include the aggregate available bandwidth value in the advertisements
S0 as to enable MNs to select the most suited AR as the handover target. MN makes the
handover decision based on both its handover mode (i.e. lazy or eager) and the network
conditions (i.e. link availability and the provided bandwidth value).

In an access network with the HMIPV6 infrastructure, a cookie verification is per-
formed at the target AR as the first-step authentication to reduce the threat of DoS at-
tacks. The the verification passes, the AR initiates a QoS and BU joint process towards
MAP. At the same time, it also initiates an authorization process towards AAAL. In case
the authorization process takes longer time (e.g. due to involving AAAH for the pur-
pose) than the other, MN is able to use the new QoS path and the user data is protected
by a temporary SA. When the authorization process is complete, the AR authenticates
the MN’ ongoing session. If the authentication is successful, the corresponding policy
can be enforced at the AR to support DiffServ; AR generates a new cookie for the MN's
next intra-domain handover and starts the definitive SA to protect MN'’s user data.

All the operations are integrated in a re-registration procedure as shown in Chapter
5. The emphasis and the main achievement lie in the optimization of the intra-domain
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HO in micro-mobility scenarios. All the measures of combining the signaling of the
mobility, QoS re-establishment processes, parallelizing the QoS-aware re-authorization
process with the QoS re-establishment process, performing a preliminary check with
a cookie, enhancing the advertisements with QoS information and securing user and
signaling data with a temporary session key aim at optimizing the intra-domain handover
procedure.

Note that the cookie based mechanism and the idea of temporary SA establishment
can be adapted in any forms of two-layer QoS signaling protocols. They are not limited
to be applied in CASP mobility client protocol. The essence of the two concepts is
minimize the latency introduced by

e deploying policies of access control, DiffServ or authorization to the new AR;
e re-authorization with AAAL, or AAAH if necessary;

e re-authentication;

e protect network resources against potential DoS attacks.

The active session is ongoing along the new QoS path while the above operations are
undertaken. Therefore, we can reach an optimal tradeoff between efficient QoS-aware
mobility and security achievement.

Also note that the developed concepts can be integrated with some solutions which
are being developed in working groups in IETF. For example, when packet loss is essen-
tial for an application, FMIPv6 can be used with HMIPv6 to minimize the packet loss
rate during the period that the new QoS path is being set up. FMIPv6 allows the packets
to be transmitted from the old AR to the new AR even though these packets have no
QoS guarantee. It is compatible with all developed concepts in the work. CT may also
be useful to enable the communication between the old AR and the new AR for e.g.
authentication and authorization state re-establishment, especially when new AR takes
longer time to communicate with MAP for the purpose.

The mathematical analysis and experimental evaluations show that the proposal is
successful in achieving a secure, efficient and QoS-aware mobility support in IP-based
networks. The proposal is an overall solution which is deployable in a real access net-
work.

10.1 Contributions

In summary, the major contributions of the dissertation include

¢ including QoS information and CASP node’s address information in the adver-
tisements;
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e making handover decision based on availability of resources information in addi-
tion to the network information;

e protecting the access network against DoS attacks with a cookie-based mecha-
nism;

e protections of signaling and data traffic in a separate manner during the phase
between MN starts using the new QoS path and the registration procedure finish
completely;

¢ including the QoS signaling and the mobility signaling in one integrated process
by using a modular signaling protocol;

e optimizing re-registration procedure in local movements by parallelizing resource
reservation and BU joint process and re-authorization process;

e enabling policy-based DiffServ support after a practical authorization process in
the HMIPv6 architecture;

e designing possible solutions to achieve a comprehensive registration procedure
including session state information re-establishment and mobility management.

10.2 Outlook

A number of interesting research topics arise from the dissertation:

e Since the wireless bandwidth is expensive, there will be irresistible pressures to
improve the efficiency of the air link between the mobile node and access network
[52]. Context Transfer is useful in establishing the DiffServ QoS state for the
“last hop”, especially when it takes relatively long time to enforce a policy at
the new AR. Although the current proposal from FMIP and CT can not meet
the optimization requirement in an overall registration procedure, they are useful
in reducing packet loss. This feature is crucial for the applications which are
sensitive to pack loss such as File Transfer. With the increase of computing power
of a mobility entity, an access network will become more resistant against early
saturation when applying the two schemes. Therefore, how to integrate the CT
and FMIP in our proposal is one of the interesting research topic.

¢ It has been observed that the performance of the link layer is crucial in a handover
process even though this dissertation discussed optimization of a mobility support
in IP layer. An efficient interaction with link layer may have a gain in the overall
performance for a secure and QoS-aware mobility support. For example, to en-
able the IntServ support on the wired path and DiffServ on the wireless path, a
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QoS parameter must be converted to link layer operations or policy actions. The
efficient conversion is preferable in realizing QoS support on a end-to-end path.
This is worth further investigation.

This dissertation addressed somehow the e-commercial issues, such as authenti-
cation, authorization and resource reservation. It will be very interesting to apply
the formulated proposal in reality. Mobile users have various behaviors in an ac-
cess network, which may cause some unusual situations such as authorization for
a QoS request fails for a credible user due to his misuse of his credit. Further-
more, billing is also an important issue in mobile e-commerce. Investigation on
this issue is one of the further steps based on the thesis.
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Packet Formats

A.1 CASP Mobility Client PDU Structure

1 1 1 1 16 bytes

R,T,D,U | TTD | Hop Count Type Session Identifier

Messaging Layer Client Layer . . .
{7 Ll Common Header | Common Header OHEIL | O 2 e
............ 4T 1 16 bytes
Length C,R,P U Type Flow Identifier
..... 2 1 1 Variable length filed
Class Class .
Length Number Type Object content

Figure A.1:CASP Mobility Client PDU Structure

The explanation of the fields in the “Messaging Layer Common Header” and the
object header refers t&7]. Since UDP is used as the transport protocol, a length field
in the “Messaging Layer Common Header” is necessatry.

See BY| for the details of the fields of “Client Layer Common Header”.

A.2 CASP Mobility QoS Objects

The field of “CASP Mobility QoS Answer Object” is identical to the QoS request object
except that a “RBW” field which holds the reserved bandwidth is included rather than
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Length (bytes) Class-Num C-Type

Lifetime

MN Address (16 bytes)

CN Address (16 bytes)

MN-HoA (16 bytes)

Desired bandwidth | Acceptable bandwidth

Figure A.2: CASP Mobility QoS Request Object

Length (bytes) | Class-Num | C-Type

Lifetime

MN Address (16 bytes)

CN Address (16 bytes)

MN-HOA (16 bytes)

Desired bandwidth | Reserved

Figure A.3:CASP Mobility QoS Answer Object

two bandwidth fields.

A.3 CASP Mobility BU and BA Objects

The fields of the eight bytes after the object header is identical to the definitid]in [

The field explanation of the BA object refers to that of the BU object. Exclusively,
it has a “Refresh” field which means the period after which the MN needs to send a new
BU request MAP. The refresh interval is smaller than the lifetime of the binding entry.

A.4 Other CASP Mobility Objects
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Table A.1:Field Explanation of the CASP Mobility QoS Request Object

Field Name Description

Lifetime Lifetime of a QoS reseration. When the valid time of a
reservation will expire soon, a MN needs to send a message
to refresh the reservation.

MN Address The upstream source of a session. This field along with the
next two following fields are used by the entities along a
path to define a specific mapping between MN's IPv6 pack-
ets and the session identifier for which a reservation has
been made.

CN Address The downstream source of a session.

MN HoA An global unique identification of the MN.

DBW Desired bandwidth. It is the upper bound of the range of a
QoS request.

ABW Acceptable bandwidth. Itis the lower bound of the range of
a QoS request.

0 31
Length (bytes) Class-Num C-Type
A|H|L|K| Reserved | Prefix length Sequence Number
Lifetime

RCoA (16 bytes)

LCoA (16 bytes)

Figure A.4:CASP Mobility Binding Update Object

31

Length (bytes) Class-Num C-Type

Status

| Reserved Sequence Number

Lifetime

Refresh

Figure A.5:CASP Mobility Binding Acknowledgement Object
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Table A.2:Field Explanation of the CASP Mobility BU Object

Field Name Description

A If the Acknowledge (A) bit is set to “1”, a Binding Ac-
knowledgement is required upon receipt of the Binding Up-
date message.

H If the Home Registration (H) bit is set to “1”, MAP should
act as MN’s home agent.

L Link-Local Address Compatibility (L) is set when the home
address of MN has the same interface identifier as its link-
local address.

K If the Key Management Mobility Capability (K) bit is
cleared, the protocol used for establishing the IPsec security
associations between the MN and the home agent has to be
rerun in case of mobility. In this thesis, this bit is also set to
“1” which means the permanent trust relationship between
MN and its HA.

Prefix length the length of the prefix of a IPv6 address

Sequence Num- itis used by the MAP to sequence Binding Updates; MN use
ber it to to match a returned Binding Acknowledgement with
this Binding Update message.

Lifetime To specify the valid peorid of the binding update
LCoA Local link Care-of Address which is valid in the MAP do-
main. A Binding entry at MAP holds LCoA and RCoA.
RCoA Regional Care-of Address which is global unique IPv6 ad-
dress.
0 31
Length (bytes) | Class-Num C-Type

Nonce (10 bytes)

|

Figure A.6:CASP Mobility Nonce Object
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31

Length (bytes) Class-Num C-Type

Identity MN Identity AR

Timestamp

Random Number

Cookie Hash (20 bytes)

Figure A.7:CASP Mobility Cookie Object

31
Length (bytes) Class-Num C-Type
Key (20 bytes)
Figure A.8:CASP Mobility Key Object
31
Length (bytes) Class-Num C-Type

SPI 1 (SA_ID 1)

SPIn (SA_ID n)

Figure A.9:CASP Mobility IPSEC SPI Object
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Length (bytes) Class-Num C-Type

HMAC-SHA (20 bytes)

Figure A.10:CASP Mobility Sginature Object
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Appendix B

Protocol Operations in case of Powerup
and Inter-domain Handovers

This chapter describes the protocol operations in case of powerup and inter-domain
handovers.

B.1 Protocol Operations of the Powerup Case

The power-up cases are also called “Initial Registration”, which means a mobile node
visits a foreign domain and registers initially its new unicast IP address with its home
domain and its corresponding node. The mobile node obtains the IP address from AR’s
advertisements or by sending a solicitation request to an AR. The basic design guidelines
for the protocol operations are listed as follows:

e Authentication and authorization checks should be performed before the access
network takes any other actions on a MN’s request. Since the MN is “unknown”
in the access network, the checks must be done with the help of e.g. its home
domain. Therefore, AAAL communicates with the MN’s AAAH via e.g. the
Diameter protocol;

¢ For the mobility management in a HMIPv6 architecture, the binding update pro-
cess must be performed at Mobile Anchor Point (MAP) before the binding udpate
operations at MN’'s Home Agent (HA) and Corresponding Node (CN);

e A resource reservation protocol should be used to establish a QoS path from
MN to its CN; To support Differentiated Services (DiffServ), the related policies
should be enforced at the AR;

e To minimize the initial registration latency, the QoS reservation operations and
binding update operations should be integrated in one process;
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MN

Phase 1

Phase 2

BU+QoS

BA+QoS

e A cookie and other related information should be issued to the MN after a suc-
cessful initial registration in order to be used in the next intra-domain handover.

AR

Advertiiement/

—

Registration requa\

ARR

|

BU
\

BA
I

ARA |

Registration answer
Policy Deployment

\ Cookie generation

— ARR

‘y

Binding
Update

\

BU+QoS

/ BA+QoS

MAP AAAL AAAH HA CN

Binding Update
\\ Binding
\UTate

/
T

Figure B.1:The Signaling Procedure in the Power-up Cases

An example initial registration procedure is given as Figdire

In Phase 1, an Authentication and Authorization (AA) check is performed. The
Diameter protocol can be used. After a successful AA check, the policies to support
DiffServ can be deployed at Access Router (AR); also AR generates a cookie and other
related information which will be used in the next intra-domain handover (see details in

the first step of the cryptographic protocol in the intra-domain handover section).

As results of the successful procedure in Phase 1, the local network obtains the

information of the mobile node:

e AAAL caches the authorization data of the mobile node or the Service Level
Agreement (SLA) in order to perform subsequent re-authorization requests lo-

cally;
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¢ the access network obtains the session key for the request;

e AR sets up a IPSec security association with the MN.

The signaling process for the security check is Phase 1 may be misused by an at-
tacker to launch Denial of Service (DoS) attacks.

In Phase 2, also the signaling can be protected with the security association. In the
binding update process at MAP, resource reservation signaling can be integrated. When
binding update has been performed successfully at MAP, MAP sends “BA+Qo0S” mes-
sage towards MN. Meanwhile, MAP can initiate an joint binding update and resource
reservation process towards the Corresponding Node (CN). The corresponding acknowl-
edgement message arrives at MAP, MAP forwards the “BA+Qo0S” message from CN to
MN. When MN receives the “BA+Qo0S” from MAP, it performs binding update at the
home agent.

Some alternative solutions for Phase 2 exist. For example, a.) MN may first perform
a binding update operation with MAP without resource reservation; when receiving
the acknowledgement message, it starts the binding update process with HA and an
integrated BU+QoS towards CN separately; or b.) in order to reduce the traffic over
the wireless channel between MN and AR, MAP initiates the BU process with HA
on behalf of MN and it holds the BA+Qo0S message until the corresponding BA+QoS
message from CN. The optimization of the QoS signaling in mobility scenarios is still a
challenge in the Next Steps in Signaling (NSIS) working group of Internet Engineering
Task Force (IETF).

B.2 Protocol Operations of the Inter-Domain Handover
Case

The protocol operations in the inter-domain handover cases are similar with those in the
power-up cases. However, one optimization can be made:

In the propagation of the BU+Qo0S message towards CN, the QoS path establishment
is complete when the message hits the Cross-over Router (CR), which the the joint node
where the old path and the new path meet.
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Appendix C

Experimental Environment Installation
Manual

This chapter includes the following sections:

e Hardware and Network Topology Setup
e Nodes OS Configuration
e MIPL MIPV6 Setup

e CASP Mohbility Client Protocol Setup

C.1 Hardware and Network Topology Setup

FigureC.1lis a typical experimental network topolog§7. It is capable to simulate

all relevant scenarios such as local and regional handover. Local handovers are per-
formed by using CASP Mobility Client Protocol depending on resource availability in
the visited AN.

All machines are i386 Pentium Il 300MHz. The machines network cards are 3Com
100BaseT Network Interface Card (NIC)s. A manageable HUB is used for emulating
the movement between the links 0, 6, 7 and 8. Links 1 and 4 are connected each with a
simple 10M HUB. The terms i0 and i1 refer to interface 0 (ethO) and interface 1 (ethl).

To configure a virtual link (dummyO interface) on each MAP according to the exam-
ple configuration file is given in Tablg.4.

To Enable the new dummyQO interface: /etc/init.d/network restart

Configuration files for enabling the virtual link on both MAPs are shown in Table
C.5andC.6
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link O
i0
HA CN
il i0
link 1
i0 i0
MAP_A MAP_B
i1 i1
link 4 link 5
i0 i0 i0
AR_AL| |AR_A2 AR_B1
il il il
link O link 6 link 7 link 8

| Manageable HUB |

i0
MN

Figure C.1:Example Network Topology Setup

C.2 Node OS Configuration

Redhat 7.2 is used as Linux distribution on all machines. The sources provided with
this package only match Linux kernel version 2.4.7. MIPL package mipv6-0.9-v2.4.7.
Router advertisement daemon radvd-0.7.1 has been modified to support enhanced ad-
vertisement scheme.

C.3 MIPv6 Setup

e HA, CN, AR_A1, AR_A2 and AR_Bland MN are configured according to the
example configuration files given in the Tablésl (for the HA), C.9 (for the
AR), andC.2 (for the MN).

e HA, MAP_A, MAP_B, AR_Al, AR_A2 and AR_B1 have the enhanced radvd
installed. Each radvd is configured to advertise the router’s availability on the
link connected with the manageable HUB. An example configuration file for the
enhanced advertisement is shown in Tabla
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C.4 CASP Mobility Protocol Setup

C.4.1 Enhanced Advertisement Support on MAPs and ARs

e To install enhanced radvd-0-7-1, copy all files in radvd-0.7.1 to the radvd-
0.7.1 source directory of MAP_A, MAP_B, AR_Al, AR_A2, AR_BI:
lusr/src/raddvd_0.7.1/

e Go to each radvd source directory (at MAPs and ARS):

— .Iconfigure # only necessary if not already run before
(alternative: “./configure —prefix=/usr/ —sysconfdir=/etc/
—mandir=/usr/share/man/ —with-pidfile=/var/run/radvd/radvd.pid” )

— make
— whereis radvd (This tells you where radvd is.)
— ¢p ./radvd /usr/sbin/radvd ( in most cases, 'whereis’ shows you this direc-

tory.)

e Configure /etc/radvd.confin MAP_A and MAP_B for emission of MAP discovery
options. An example configuration file for MAP_A is given in Takl€.

e Configure /etc/radvd.conf in AR_A1l AR_A2 AR_B1 for propagation of MAP
discovery options. An example configuration file for AR_A is given in Tablg

e (Re)start radvd: “/etc/init.d/radvd restart”
or directly from shell in the radvd directory by typing: “./radvd -C /etc/radvd.conf
-d4 -m stderr”. In order to make the MAP options perceptible for the AR before
they are advertised by the MAPs, the last step should be performed at the ARs
first.

The syntax is the same as the original radvd options syntax described by “man
radvd”. Examples, how to use the new configuration options, are given in Table
(for MAP) andC.8 (for IR).

C.4.2 Mobility Support on HA, MAPs, ARs and MN

e Copy all files from mobile_ip6 to the mobile_IP6 source directory of the MN (in
general /usr/src/linux/net/ipv6/mobile_ip6/).

e Recompile and restart the mobile_ip6 module:

— cd /usr/src/linux
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— make modules
— make modules_install

— letc/init.d/mobile-ip6 restart

C.4.3 QoS and Security Support on MAPs, ARs and MN

Before compile and load the casp-mob-module, the mobile_ip6 module should be run-
ning (list all loaded modules by the command: “Ismod”) .

e cd /usr/src/linux/net/ipv6/mobile_ip6/daemon/
e make
¢ insmod gos-monitor.o (This loads the gos-monitor module.)

e Ismod (Check that module is loaded.)
The gos-monitor module must be unloaded before the mobile_ip6 module stops.

e rmmod gos-monitor

e /etc/init.d/mobile_ip6 stop

C.4.4 Proc files on MAPs, ARs and MN

proc-file-system is used

¢ to specify available resources on a router (MAP, IR, AR);
e to monitor reserved resources of a MN;

e to display the cookie information and handover mode on MN.

A number of new entries are created in router’s proc-file-system on MAPs and
ARs:

e /proc/sys/net/ipv6/mobility/ir_av_bw
This entry contains the currently available bandwidth that is controlled by this
node. When a MN successfully reserves bandwidth for a flow, this value is re-
duced respectively. When a reservation is explicitly released or a reservation’s
lifetime exceeds it is increased to its former value. Its default values on MAP,
ARal, ARa2 are 1000, 50, 70 respectively.
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e /proc/sys/net/ipv6/mobility/ir_res_bw
This value contains the currently reserved bandwidth that is controlled by this
node. It actually represents the node’s total bandwidth - its currently available
bandwidth.

The currently reserved resources for a flow as well as certain flow identification
parameters can be monitored with the following entries.

/proc/sys/net/ipv6/mobility/ir_fl1_fl
This entry indicates the flow label of the flow fl1.

e /proc/sys/net/ipv6/mobility/ir_fl1 It
This entry indicates the remaining lifetime of the flow fl1.

e /proc/sys/net/ipv6/mobility/ir_fl1_dbw
This entry indicates the desired bandwidth requirements of the MN as they are
negotiated with other QoS entities on the path, up to this node.

e /proc/sys/net/ipv6/mobility/ir_fl1_abw
This entry indicates the minimum acceptable bandwidth requirements of the MN

that it's affiliated BU is conditionalized on.

e /proc/sys/net/ipvé/mobility/ir_fl1_rbw
This entry indicates the node’s currently reserved bandwidth for flow fl1.

e /proc/sys/net/ipv6/mobility/cookie_mn_id
This entry indicates mobile node’s ID in a received cookie (only on ARS).

e /proc/sys/net/ipv6/mobility/cookie_ar_id
This entry indicates the cookie generator’s ID (only on ARS).

e /proc/sys/net/ipv6/mobility/cookie_ct
This entry indicates the creation time of the cookie (only on ARS).

e /proc/sys/net/ipv6/mobility/cookie_rn
This entry indicates the random number of the cookie (only on ARS).

e /proc/sys/net/ipv6/mobility/cookie _hash
This entry indicates the fist byte of the hash code of the cookie (only on ARS).
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A number of new entries are created in router’s proc-file-system on MN:

e /proc/sys/net/ipv6/mobility/mn_fl1_fl
A MN’s QoS request must be specified for specific flow value. This entry can be
used to specify the flow value, used as the flow label of the MN'’s fl1-Qo0S object.
The remaining QoS requirement parameters of that flow are not valid until the
mn_fl1_fl entry contains a positive integer value. Only one flow (fl1) per MN is
allowed.

e /proc/sys/net/ipv6/mobility/mn_fl1_It
Indicates the remaining lifetime in seconds of the previous successfully performed
reservation of low fl1.

e /proc/sys/net/ipv6/mobility/mn_fl1_dbw
Can be used to specify the desired bandwidth for flow fl1.

e /proc/sys/net/ipv6/mobility/mn_fl1_abw
Can be used to specify the acceptable bandwidth for flow fl1. This value should
be smaller or equal to the desired bandwidth, otherwise the mn_fl1_dbw value is
increased respectively.

e /proc/sys/net/ipv6/mobility/mn_fl1_rbw
Can be read to monitor the currently reserved bandwidth of flow fl1.

e /proc/sys/net/ipv6/mobility/cookie_mn_id
This entry indicates mobile node’s ID in the new cookie.

e /proc/sys/net/ipv6/mobility/cookie_ar_id
This entry indicates the cookie generator’s ID.

e /proc/sys/net/ipv6/mobility/cookie_ct
This entry indicates the creation time of the cookie.

e /proc/sys/net/ipv6/mobility/cookie_rn
This entry indicates the random number of the cookie.

e /proc/sys/net/ipv6/mobility/cookie_hash
This entry indicates the fist byte of the hash code of the cookie.

e /proc/sys/net/ipv6/mobility/handover_mode
This entry indicates the current handover mode (eager or lazy) of MN.

These entries can be read by the cat command (eg "cat
/proc/sys/net/ipv6/mobility/debuglevel”) and modified with the echo command (eg echo
2 > [proc/sys/net/ipv6/mobility/debuglevel).
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map_info_loop tool is running on MAPs, IRs, and ARs, mn_info_loop tool is run-
ning on MN, in order to monitor all QoS and binding entries.

FUNCTIONALITY=ha

DEBUGLEVEL=1
TUNNEL_SITELOCAL=yes
MOBILENODEFILE=/etc/mipv6_acl.conf

Table C.1:Example Configuration File for HA:/etc/sysconfig/network-mip6.c@

FUNCTIONALITY=mn

DEBUGLEVEL=2
TUNNEL_SITELOCAL=yes
HOMEADDRESS=3ffe:e:e:0::9/64
HOMEAGENT=3ffe:e:e:0::1/64
RTR_SOLICITATION_INTERVAL=1
RTR_SOLICITATION_MAX_ SENDTIME=5

Table C.2:Example Configuration File for MN:/etc/sysconfig/network-mip6.c@& [
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interface ethO
{
AdvSendAdvert on;
MinRtrAdvinterval 1;
MaxRtrAdvinterval 1.5;

AdvHomeAgentFlag off;
AdvintervalOpt on;

prefix 3ffe.e:e:0::1/64
{
AdvOnLink on;
AdvAutonomous on;
AdvRouterAddr on;

5

h

Table C.3:Example Configuration File for HA's Advertisements
Example Configuration File for HA:/etc/radvd.cor®7]

DEVICE=dummyO
BOOTPROTO-=static
BROADCAST=192.168.233.255
IPADDR=192.168.233.4
NETMASK=255.255.255.0
NETWORK=192.168.233.0
ONBOOQOT=yes

IPVGINIT="yes"
IPV6ADDR="3ffe:e:e:2::4/64"

Table C.4:Example Configuration File for MAP:/etc/sysconfig/.../ifcfg-dumm@a][

ALLOW 3ffe:e:e:2::/64

Table C.5:Example configuration file for MAP:/etc/mipv6_acl.coif7]
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FUNCTIONALITY=ha
DEBUGLEVEL=2
TUNNEL_SITELOCAL=yes

MOBILENODEFILE=/etc/mipv6_acl.conf

Table C.6:Example configuration file for MAP:/etc/.../network-mip6.co67]

interface ethl

{
AdvSendAdvert on;

MinRtrAdvinterval 20;
MaxRtrAdvinterval 30;

AdvHomeAgentFlag off;
AdvintervalOpt on;

MapOptRecv off;
MapOptProp on;

prefix 3ffe:e:e:4::4/64
{
AdvOnLink on;
AdvPreferredLifetime 200;
AdvValidLifetime 300;
AdvAutonomous on;
AdvRouterAddr on;

8

mapaddr 3ffe:e:e:2::4
{
MapOptAdv on;
MapOptPref 5;
MapOptLifetime 500;

h

5

Table C.7:Example Configuration File for MAP:/etc/radvd.coif7]
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interface ethO
{
AdvSendAdvert on;
MinRtrAdvinterval 400;
MaxRtrAdvinterval 600;
AdvDefaultLifetime 600;

AdvHomeAgentFlag off;
AdvintervalOpt on;

MapOptRecv on;

prefix 3ffe:e:e:4::7/128
{
AdvOnLink on;

# AdvValidLifetime 300;
AdvAutonomous on;

# AdvRouterAddr on;

# AdvintervalOpt on;

|3

%

interface ethl
{
AdvSendAdvert on;
MinRtrAdvinterval 1;
MaxRtrAdvinterval 1.5;

AdvHomeAgentFlag off;
AdvintervalOpt on;

MapOptRecv off;
MapOptProp on;

prefix 3ffe:e:e:6::7/64
{
AdvOnLink on;

AdvPreferredLifetime 2;

AdvValidLifetime 2;

AdvAutonomous on;

AdvRouterAddr on;

3 264

h

Table C.8:Example Configuration File for AR:/etc/radvd.coBfA
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FUNCTIONALITY=cn
DEBUGLEVEL=2
TUNNEL_SITELOCAL=yes

Table C.9:Example Configuration File for AR:/etc/sysconfig/network-mip6.c& [
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Acronyms

AA Authentication and Authorization
AAA Authentication, Authorization, Accounting
AAAL Local AAA Server

AAAH Home AAA Server

AABW Aggregate Available Bandwidth
ABW Acceptable Bandwidth

AES Advanced Encryption Standard
AN Access Network

APs Access Points

AR Access Router

ARR AA-Registration Request

ARA AA-Registration Answer

AT Attacker

AVP Attribute Value Pair

BB Bandwidth Broker

BU Binding Update

BA Binding Acknowledgement

CA Certificate Authority
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CASP Cross Application Signaling Protocol
CBW Cached Bandwidth Value at AAAL
CDMA Code Division Multiple Access
CMS Cryptographic Message Syntax

CN Corresponding Node

CoA Care-of Address

CR Cross-over Router

CT Context Transfer

DAD Duplicate Address Detection

DBW Desired Bandwidth

DES Data Encryption Standard

DiffServ Differentiated Services

DoS Denial of Service

DSCP DiffServ Code Point

EAP Extensible Authentication Protocol
EP Enforcement Point

FDMA Frequency Division Multiple Access
FTP File Transfer Protocol

FMIPv6 Fast Handovers in Mobile IPv6
GCoA Global Care-of Address

GSM Global System for Mobile Communication
GPRS General Packet Radio Service

GW Gateway

HA Home Agent

HMIPv6 Hierarchical Mobile IPv6

268



IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

IKE Internet Key Exchange

Inter Domain HO Inter Domain Handover
Intra Domain HO Intra Domain Handover
IntServ Integrated Services

IPSec IP Security

IR Intermediate Router

ISO International Standardization Organization
ISP Internet Service Provider

L2 layer-2

L3 layer-3

IP Internet Protocol

LAN Local Area Network

LCoA Local Care-of Address

LERS Localized Enhanced-Routing Schemes
KDC Kerberos Distribution Center

MAC Message Authentication Code

MAP Mobile Anchor Point

MDC Modification Detection Code

MSC Mobile service Switching Center

MIPv6 Mobile IPv6

MIT Massachusetts Institute of Technology
MN Mobile Node

ND Neighbor Discovery
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NIC Network Interface Card

NSIS Next Steps in Signaling

NTLP NSIS Transport Layer Protocol

NSLP NSIS Signaling Layer Protocol

OSI Open System Interconnection

PAA Proxy Agents Architecture Schemes
PANA Protocol for Carrying Authentication for Network Access
PBW Available Bandwidth

PGP Pretty Good Privacy

PHB Per-Hop-Behaviors

QoS Quiality of Service

QoSB QoS Broker

QoSBU QoS-conditionalized Binding Update
RADIUS Remote Access Dialing User Service
RBW Reserved Bandwidth

RSVP Resource ReSerVation Protocol

SA Security Association

SBW Subscribed Bandwidth

SDL Specification and Description Language
SIM Subscriber Identity Module

SLA Service Level Agreement

SNMP Simple Network Management Protocol
SPI Security Parameters Index

TBD To be Determined

TDMA Time Division Multiple Access
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TLS Transport Layer Security

TTP Trusted Third Party

UMTS Universal Mobile Telecommunication System
VoIP \oice over IP

VPN Virtual Private Network

WLAN Wireless LAN

WEP Wired Equivalent Privacy
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