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Kurzfassung 

Ein Projektmanager im industriellen Internet der Dinge (Industrial Internet of Things, 

IIoT) muss sich häufig vielen verschiedenen Herausforderungen stellen: neue 

Geschäftsmodelle, sich ändernde Geschäftsprozesse, umfassende interne und externe 

Stakeholder-Netzwerke und unvollständige Anforderungen. Außerdem zumeist ein 

komplexes technisches Umfeld mit Embedded Hard- und Software, 

Kommunikationstechnologie, neuen IIoT Backend-Anwendungen sowie der Integration 

in bestehende Anwendungslandschaften. 

Diese Doktorarbeit ist im Bereich der Wirtschaftsinformatik angesiedelt. Die initiale 

Forschungsarbeit hat gezeigt, dass es heute einen Mangel an ausgereiften 

Methodenwerkzeugen zur Unterstützung des IIoT-Projektmanagers gibt. Als ersten 

Schritt in Richtung der Entwicklung solcher Methodenwerkzeuge adressiert diese Arbeit 

das Problem der IIoT Projektinitiierung. Der Stand der Forschung zeigt, dass die 

Projektinitiierung einen wesentlichen Einfluss auf den Erfolg des gesamten Projektes hat. 

Ein wichtiges Ziel dieser Arbeit ist es, ein solides akademisches Fundament mit 

praktischer Anwendbarkeit zu kombinieren. Die Arbeit folgt den Prinzipien der 

konstruktionsorientierten Forschung. Sie beantwortet die Frage, wie eine 

systemunterstützte Methodik gestaltet sein kann, welche den IIoT-Projektmanager bei der 

Projektinitiierung unterstützt. Die Forschung wird in enger Zusammenarbeit mit einem 

Industrie-Konsortium durchgeführt, um dadurch auf ein starkes industrielles Netzwerk 

für den Erfahrungsaustauch zugreifen zu können. 

Das zugrundeliegende Forschungsprojekt beinhaltet die initiale Iteration sowie ein 

weiteres Inkrement. In der ersten Iteration liegt der Fokus auf der Entwicklung und 

Evaluation der systemunterstützten Methodik. Als Name wurde IgniteWorx gewählt. 

“Ignite” bezieht sich dabei auf eine existierende IIoT-Methodik, die vom Autor dieser 

Arbeit mitentwickelt wurde. “Worx” bezieht sich darauf, dass das Ergebnis nicht abstrakt 

ist, sondern eine konkrete, systemunterstützte Methodik darstellt. IgniteWorx führt den 

Projektmanager durch ein strukturiertes Projekt-Assessment, dessen Ergebnisse dann als 

Grundlage für die Empfehlung einer konkreten IIoT-Projektstruktur genutzt werden. Die 

Arbeit untersucht sowohl die Inhalte der IIoT-Methodik, als auch die Anforderungen des 

Support-Systems. Für die Methodikinhalte liegt der Fokus auf dem Projekt-Assessment, 

den möglichen IIoT-Projektstrukturen sowie den Beziehungen zwischen diesen beiden 

Elementen. Der IIC Project Explorer dient zur Demonstration des Ansatzes. In der 

zweiten Iteration wird eine Erweiterung zum Erfassen von Nutzer-Feedback entwickelt. 

Die Evaluation basiert auf einer Fallstudie, die vier Projekte aus den Bereichen 

Fabrikation, Automobilindustrie und Gebäudemanagement umfasst. Die Auswertung 

zeigt, dass IgniteWorx anwendbar und relevant ist. Damit ist die Forschungsfrage 

hinreichend beantwortet. 
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Abstract 

The challenges that a project manager in the Industrial Internet of Things (IIoT) must 

potentially face are manifold. These include new and unproven business models, new or 

changing business processes, complex internal and external stakeholder networks, and 

frequently changing or partly ill-defined requirements. Further challenges are related to a 

broad range of technical topics including embedded hardware and software, local 

connectivity, global communication networks, new IIoT backend applications, and 

integration with existing applications. 

This thesis is based on information systems research. Initial research has shown that there 

is a lack of proven, IIoT-specific project management methodologies available to support 

a project manager in addressing these challenges. As a first step toward the development 

of such a methodology, this thesis is addressing the problem of IIoT project setup. As can 

be derived from existing research on traditional IT projects, the initial setup shapes the 

entire project and has a strong impact on its success. 

An important goal of this thesis is to combine a sound academic foundation with practical 

applications. It is following the principles of design science as an outcome-oriented 

research methodology. The thesis answers the question of how a system-supported 

methodology should be designed, which supports project managers in finding a suitable 

setup for their IIoT projects. The research is done in close collaboration with an industry 

consortium to leverage a strong industrial network for best practices and feedback. 

The underlying research project includes the initial iteration, plus one incremental 

iteration. In the first iteration, the focus is on designing and evaluating such a system-

based methodology. The name IgniteWorx was chosen; “Ignite” refers to an existing IIoT 

methodology, which was co-authored by the author of this thesis, and “Worx” refers to 

the fact that the result is not an abstract one but is specifically designed for support by an 

online system. IgniteWorx supports the IIoT project manager by guiding him or her 

through a project assessment, which is then used to generate recommendations for the 

project setup. For this, the thesis examines both the content side as well as the system 

support side. On the content side, the main focus is on how to structure the IIoT project 

assessment, the recommendations for the project setup, and the required mappings 

between these two perspectives. A concrete demonstration of the resulting design is 

introduced, based on the IIC online Project Explorer tool. In the second, incremental 

iteration, the focus is on extending IgniteWorx to allow for incorporation of user feedback 

on the recommendations, effectively creating a built-in quality improvement process. The 

evaluation is based on a case study that includes four industrial projects from 

manufacturing, automotive, and building management. The cross-case findings conclude 

that IgniteWorx can be applied in practice and delivers relevant results. This means that 

the research question has been adequately answered. 
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COCOMO Constructive Cost Model 

CPM Critical Path Method 

CPS Cyber Physical Systems 

DA Decision Analysis 

DAS Distributed Agent Systems 

DDoS Distributed Denial-of-Service Attack 

DMZ Demilitarized Zone 

DSL Domain-Specific Language 

DSR Design Sciences Research 

DSS Decision Support System 

DTA Decision Tree Analysis 
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EAM Enterprise Asset Management; also Enterprise Application 

Management 

ECU Electronic Control Unit 

ELDA Event-driven Lightweight Distilled Statecharts Agents 

FEDS Framework for Evaluation in Design Science 

FOTA Firmware over the Air (Update) 

FPA Function Point Analysis 

FSM Field Service Management 

GPU Graphical Processing Unit 

HIL Hardware in the Loop 

HMI Human-Machine Interaction 

IIC Industrial Internet Consortium 

IIoT Industrial Internet of Things 

IoE Internet of Everything 

IoT Internet of Things 

IPT IIoT Project Toolkit 

IT/OT Information Technology/Operational Technology 

ITIL Information Technology Infrastructure Library 

ITS Intelligent Transportation Systems 

ITSM IT Service Management 

ISMS Information Security Management System Standards 

IIRA Industrial Internet Reference Architecture 

M2M Machine to Machine 

MCDA Multi-Criteria Decision Analysis 

MDA Model-Driven Architecture 

MDP Markov Decision Process 

MES Manufacturing Execution Systems 

MIL Model in the Loop 

ML Machine Learning 
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MTBF Mean Time between Failure 

OEE Overall Equipment Effectiveness 

OPM3 Organizational Project Management Maturity Model 

OR Operations Research 

OTA Over the Air 

OTA Online Trust Alliance 

OWL Ontology Web Language 

PCB Printed Circuit Board 

PMBOK Project Management Body of Knowledge 

PMI Project Management Institute 

PMM Project Management Methodology 

PoC Proof of Concept 

QAS Quality Assurance System 

RAD Rapid Application Development 

RAMI Reference Architecture Model of Industrie 4.0 

RBS Risk Breakdown Structure 

RFI Request for Information 

RFP Request for Proposal 

RFQ Request for Quotation 

RS Recommender System 

RMA Resilience Modeling and Analysis 

SDM Software Development Method 

SIG Special Interest Group 

SIL Software in the Loop 

SME Situational Method Engineering 

SOA Service-Oriented Architecture 

SOC System on Chip 

SOP Start of Production 

SOTIF Safety of the Intended Functionality 
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SPICE Software Process Improvement and Capability 

Determination 

SPL Software Product Line Process 

SR Semantic Reasoner 

SSL Secure Socket Layer 

SVM Support Vector Machine 

SVVP Software Verification and Validation Plan 

TCO Total Cost of Ownership 

TCU Telematic Control Unit 

TOGAF The Open Group Architecture Framework 

TOGAF ADM TOGAF Architecture Development Method 

TPM Trusted Platform Module 

UI User Interface 

UML Unified Modeling Language 

VDA German Association of the Automotive Industry 

VDA QMC Quality Management Center of the VDA 

VPN Virtual Private Network 

WBS Work Breakdown Structure 

WMFP Weighted Micro Function Points 

Table 1: List of abbreviations 



Acknowledgments 17 

Acknowledgments 

This thesis would not have been possible without the support of my family, for which I 

am extremely grateful. A number of lifechanging events happened along the way, 

including—to name but a few—one wedding, three children, and a new home. Finding 

the time to work on this thesis was not always easy, either for me or the rest of the family, 

and still you supported me wherever possible. Thank you for that (and the rest!). 

A special thank-you goes to Prof. Zarnekow. His continuous support, guidance, and 

persistent questioning was a significant success factor for this project, as well as his 

patience with the aforementioned lifechanging events. Thank you for believing in this 

project. 

Another special thank-you goes to Prof. Lasi. The collaboration with the German Country 

Team of the IIC, as well as his constant drive to apply scientific concepts to real-world, 

industrial testbeds, was another important success factor for this project. 

The inspiring work with my master students—Philip Richert, Max Ficht, Vishnu 

Sassikumar, and Marten Oberpichler—has helped to significantly advance different 

important aspects of this thesis. The same holds true for the collaboration with the PhD 

students in the IIC German Country Team, especially Daniel Burkhardt, Patrick Weber, 

and Simon Hiller. Thank you all. 

Furthermore, I would like to thank the IIC for its support of this thesis: the Steering 

Committee for allowing me to use feedback from the IIC Project Explorer in the second 

project iteration, as well as a general thank-you for the opportunity; Stephen Mellor, CTO 

of the IIC; Jacques Durand from the IIC BSSL WG; as well as many IIC members for the 

interesting discussions and brainstorming; the Quoin Team—Huu Da Tran and Matt 

Counts—for technical excellence in the implementation of the IgniteWorx concepts for 

the IIC; and, of course, Andreas Kraft for his UX ingenuity. 

Thank you to Dr. Marco Lang and Dr. Stefan Ferber for giving me the opportunity; 

Antonio Martinez, Peter Strink, Martin Dölfs, Dr. Nils-Holger Schmidt, Kai Hackbarth, 

Laurenz Kirchner, and Tiemo von Hinckeldey for their feedback on the application of 

IgniteWorx to real-world projects; Oisin Benson for his insights into the state of the art 

of artificial intelligence; Dr. Dirk Krafzig for his insights on IoT solution design and SOA; 

and, finally, my Enterprise IoT co-authors, Dr. Frank Puhlmann, Jim Morrish, and Dr. 

Rishi Bhatnagar, for laying the foundation. 

Thank you all!



Introduction 18 

1 Introduction 

This thesis presents an ambitious research project, driven by the goal to provide IIoT 

project managers with actionable tools to help them manage their projects more 

successfully by reducing time to market, keeping project costs under control, managing 

project risks more effectively, and, finally, delivering high-quality solutions that fulfill 

customer expectations. 

Initial research has shown that there is a lack of proven, IIoT-specific project management 

methodologies available (see section 1.4.2) to support a project manager in addressing 

the typical challenges of an IIoT project (see section 1.4.1). 

As a first step toward the development of such a methodology, this thesis addresses the 

problem of IIoT project setup. As can be derived from existing research on traditional IT 

projects, the initial setup shapes the entire project and has a strong impact on its success 

(see section 2.1). 

To set the context, the introduction first provides an overview of the structure of this 

thesis. This is followed by an in-depth discussion of opportunities presented by the IIoT, 

as well as the specific challenges faced by an IIoT project manager. Derived from this, 

the research question and methodology are introduced. 

1.1 Structure of This Thesis 

As described later in the discussion of the research methodology (see section 1.6), this 

thesis is based on design sciences research (DSR), following the specific approach from 

Peffers et al. (2007). The structure of the thesis closely mirrors the selected DSR process. 

As shown in Figure 1, the main elements of this thesis are the introduction, iterations I 

and II, and, finally, conclusions and outlook. 
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Figure 1: Structure of this thesis 

The introduction outlines opportunities and challenges in IIoT, especially from the 

perspective of the project manager. Based on this analysis, a discussion of the matching 

research methodology and the approach chosen for this thesis is presented, including the 

research question. 

The first iteration includes all required DSR process phases, from solution objectives to 

evaluation. The main goal of this first iteration is to design and evaluate the core of a 

system-supported methodology that supports project managers in finding a suitable setup 

for their IIoT projects. 

The second iteration is an incremental step and provides some in-depth design extensions 

based on the findings from the first iteration. 

The conclusions and outlook summarize the key findings from both iterations and provide 

an outlook into planned future research. 

1.2 IIoT: Definition and Delimitation 

The focus of this thesis is on methodologies for the Industrial Internet of Things (IIoT). 

However, it is difficult to provide a clear and succinct definition of IIoT. One problem is 
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that there are many related concepts, with partially overlapping meanings. Related terms 

and concepts include, for example, Internet of Things (IoT), Consumer Internet of Things 

(CIoT), Internet of Everything (IoE), Machine-2-Machine (m2m), Cyber Physical 

Systems (CPS), and Industry 4.0 (sometimes also Industrie 4.0). 

The Industrial Internet Consortium defines IIoT as the “Internet of things, machines, 

computers and people, enabling intelligent industrial operations using advanced data 

analytics for transformational business outcomes,” according to Karmarkar et al. (2018). 

However, there are many alternative proposals. Based on a survey of forty web sites (top-

ranking matches on Google and Google Scholar), the minimal consensus seems to be that 

the IIoT focuses on industrial use cases or applications. 

A number of differentiating factors can be identified based on this research, including: 

 Industries  

 Use cases 

 Technologies 

 Reach and scope 

 Agility 

 Others 

The first—and most often cited—differentiating factor is the range of industries 

addressed by the different concepts. Table 2 shows an overview of the findings based on 

the aforementioned web survey. IoT is usually seen as an umbrella term, supporting all 

industries. The industrial IoT focuses on industrial applications in general, e.g., 

manufacturing, utilities, and oil and gas. Healthcare is included in some articles. Vehicles 

also seem to be supported by IIoT. This is unambiguous for industrial vehicles, trucks, 

etc., while for cars it is not always clear. The consumer IoT is largely seen as supporting 

consumer devices and smart homes. Some articles also refer to cars and healthcare. 

Industry 4.0 is mainly associated with manufacturing. 

 IoT Industrial IoT Consumer IoT Industry 4.0 

Consumer  

Devices 

    

Smart Home     

Vehicles   ()  

Healthcare  () ()  

Manufacturing      

Other 

Industries 

    
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Table 2: Support for different industries  

Another key differentiator is the use case perspective. For example, in Buntz (2017), the 

following use cases are described as the most common for IIoT (based on interviews of 

73 professionals with involvement in IoT projects): 

1. Asset tracking and monitoring 

2. Automation of manual processes 

3. Predictive maintenance 

4. Improving safety and security 

5. Buildings: energy efficiency and/or automation 

6. Enhanced customer engagement and customer satisfaction 

7. Data intelligence to do strategic planning 

8. Transforming from a product-based model to a services-based model for 

customers 

9. More agile and efficient product design process 

Most of the above examples would apply to all of the industries summarized in Table 2. 

One special case is the fifth point, which would only apply to buildings. There are many 

other examples seen as typical IIoT use cases. For instance, Tracy (2017) adds smart 

metering and fleet management to the list. 

Some analyst firms also use the concepts of reach and scope to differentiate among the 

different IoT categories. For example, Lueth (2014) defines “reach” as “who/what is 

impacted by the concept” and “scope” as “what is being altered by the concept.” As 

examples for reach, Lueth includes machines (narrow scope), objects and devices, people, 

and the world (broadest reach). As examples for scope, he includes the virtual world 

(narrow scope) and the physical world (broad scope). In this categorization, m2m would 

support the narrowest scope and reach, while IoT has the broadest reach and Industry 4.0 

the broadest scope. 

MachinaResearch further differentiates among Intranets of Things, Subnets of Things, 

and Internet of Things. Here, the idea is that these concepts can be mapped to scope and 

agility (Slama, Puhlmann et al., 2015). Scope in the MachinaResearch definition ranges 

from standalone connected devices (narrow scope) to fully cross-enterprise solutions 

(broad scope). Agility is defined as fixed parameters/homogeneous assets (low agility) to 

semantically rich/highly diverse assets (high level of agility). 

For the purpose of this thesis, the definition of the IIC (Karmarkar et al., 2018) is used, 

as shown earlier, since it has a number of benefits: 

 It starts with the Internet of Things; this means that the available research on IoT 

can also be included in this thesis. In fact, IoT and IIoT are used interchangeably 

throughout the text unless specifically differentiated where need be. 
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 It then includes machines, computers, and people, which is in line with most of 

the other definitions surveyed. 

 The definition then mentions the enablement of “intelligent industrial operations,” 

which supports all of the IIoT industries and use cases outlined above. 

 The reference to “advanced data analytics” is sufficiently broad. 

 Finally, the reference to “transformational business outcomes” is in line with the 

goals of this thesis, especially to provide actionable support for project managers 

to achieve this. 

1.3 IIoT: Opportunities 

IoT, IIoT, and related concepts have seen very aggressive growth projections, e.g., in 

Lund et al. (2014). Unfortunately, these projections are not currently supported by 

scientific research (according to research on Google Scholar). 

However, there is an abundance of material available that provides qualitative arguments 

for IIoT opportunities. For example, Porter and Heppelmann (2014b) offer a 

comprehensive overview of the transformational potential of the IoT/IIoT (they are 

referring to the IoT, but all use cases satisfy the criteria for IIoT given above). 

Prof. Porter is well known in the industry for his work on value chain analysis (Porter, 

1998a), as well as competitive forces (Porter, 1998b). Looking at the IIoT opportunity 

through these lenses, Porter and Heppelmann are making the case for “smart, connected 

products” (Porter and Heppelmann, 2014b): “Smart, connected products offer 

exponentially expanding opportunities for new functionality, far greater reliability, much 

higher product utilization, and capabilities that cut across and transcend traditional 

product boundaries. The changing nature of products is also disrupting value chains, 

forcing companies to rethink and retool nearly everything they do internally. These new 

types of products alter industry structure and the nature of competition, exposing 

companies to new competitive opportunities and threats. They are reshaping industry 

boundaries and creating entirely new industries.”  

Again, the boundaries between the IoT and IIoT are fluid in the way smart, connected 

products are described here. However, since most examples given in the paper match the 

definition of IIoT from above, this can be seen as a strong supportive argument for IIoT 

opportunities. 

Slama, Durand et al. (2015) describe the impact of the IIoT as a transformational driving 

force on the value chain of enterprises (see Figure 2). By being able to connect previously 

unconnected products, new business models can be enabled along the value chain. This 

includes the use of IIoT field data to help optimize product designs, as well as using it to 

improve marketing and sales, distribution, and aftermarket services. 
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Figure 2: Transformational impact of IIoT on existing value chains  

(Slama, Durand et al., 2015) 

Additional scientific research also supports these arguments. For example, Popescu and 

others (2015) provide a study that concludes, “The overall results provide strong evidence 

for the IIoT’s capacity to determine economic growth, the consequences and soundness 

of the IIoT’s economic expansion, and the upshot of utilizing IoT technologies in 

outstanding economic spheres.” 

To leverage the opportunities provided by the IIoT described here, the challenges in 

successful IIoT adoption must be understood as well before looking at how best to 

overcome them. 

1.4 IIoT: Challenges for Project Managers 

The adoption of emerging concepts like IoT/IIoT does not come without challenges. 

Gartner Group has been doing research on the adoption of emerging technologies for 

decades. In the 2018 Hype Cycle for the Internet of Things, Gartner has located IoT itself 

in the so-called “Sliding into the Trough” phase. This is no scientific evidence but an 

indicator that IoT adoption in fact is challenging since Gartner conducts many customer 

interviews each year. 

Since the focus of this thesis is on IoT and IIoT project management, the following 

sections first look at IoT/IIoT project failure rates and risks. Second, existing IoT/IIoT 

project management methodologies and their potential shortcomings are examined. 

1.4.1 IoT Project Risks and Failure Rates 

There is currently very little scientific work specifically focused on IoT—or even IIoT—

project failure rates and risks (using Google Scholar with search terms like “IoT 

challenges” or “IoT project risks” yields no satisfying results).  

However, there are a number of industry studies and whitepapers examining the topic. 
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1.4.1.1 Cisco Survey 

Cisco has performed a web-based survey on IoT project risk factors and failures. The 

survey includes 1,845 IT and business decision makers, working for companies with at 

least 100 employees. Participants confirmed that they are working in an organization in 

the process of completing or that has already completed IoT initiatives. Industries 

included retail, hospitality, energy, transportation, manufacturing, local governments, and 

healthcare (which would actually make this survey qualify as an IIoT survey, according 

to the definition in section 1.2). 

According to the Cisco survey, only 26 percent of all surveyed companies are successful 

with their IoT initiatives. Five main reasons are mentioned as key factors slowing IoT 

progress: 

 time to completion 

 quality of data 

 internal expertise 

 IoT integration 

 budget overruns 

Sixty percent of survey participants stated that IoT initiatives are proving more complex 

in reality than initially anticipated. 

1.4.1.2 Association of Equipment Manufacturers 

The Association of Equipment Manufacturers published an article called “5 Reasons IoT 

Projects Fail” (Weis, 2018), which is based on input from the international consulting 

firm McKinsey & Co. The five reasons provided are as follows: 

1. Trying to do everything at once 

2. Adhering to a rigid development and deployment cycle 

3. Taking a “lone wolf” approach to technological development 

4. Treating an IoT initiative as a simple technology project 

5. Failing to adapt organizational capability, culture, and processes 

1.4.1.3 OpenSensors.io Interview 

Yodit Stanton, CEO of OpenSensors.io, has created a list of ten reasons IoT projects fail 

(Stanton, 2017). While the article is kept in colloquial language, the concrete examples 

provided indicate that the content comes from a practitioner with real-world experience. 

The ten reasons are: 

1. Thinking of IoT as one industry (referring to the heterogeneity of the industry and the 

need for industry-specific solutions). 

2. Everyone is becoming a tech magpie (referring to the difficultly of selecting 

appropriate technology from a large set of options).  
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3. Talking about that architecture, middleware is only 1 percent of the solution. 

4. Thinking you can data jujitsu your way out of crap readings from lots of cheap sensors 

(referring to the importance of investing in appropriate hardware and sensors). 

5. Not building a multidisciplinary team (referring to the need to include “hardware 

people, software people, networking specialists, QA people, project managers”). 

6. Not spending 40 percent or more of your time and money on logistics (referring to 

the complexity of managing the distribution network for physical assets, like sensors). 

7. Not understanding the importance of provisioning until after shipping. 

8. Trying to run before you can walk (referring to the need to scale IoT solutions 

incrementally). 

9. Not learning from computing history (recommended to avoid reinventing the wheel). 

10. Not appreciating how big of a deal all this is (referring to the transformational 

potential of the IoT). 

1.4.1.4 Enterprise IoT 

Finally, Slama, Puhlmann et al. (2015) also provide a number of IoT project challenges, 

based on the many expert interviews in the book. One point that is stressed multiple times 

is the complexity of an IoT project caused by the many disciplines typically required for 

IoT implementation, including enterprise software development, embedded software 

development, potentially global telecommunication networks, data analytics, hardware 

development, etc. The fact that IoT projects usually involve dealing with assets deployed 

in the field is also discussed in detail, including many resulting challenges, like having to 

deal with the asset`s manufacturing organization, regulatory requirements, and resulting 

technical challenges. 

In addition, Slama, Puhlmann et al. (2015) also offers a discussion of the “clash of two 

worlds,” as summarized in Figure 3. This refers to the different cultures that must 

typically be aligned in an IoT project: on one side, the so-called “machine camp,” and on 

the other, the “Internet camp.” The culture in the machine camp is described as one 

dominated by manufacturing experts with a high level of risk aversion caused by 

experiences in the manufacturing world, working on long-term projects with long lead 

times, and using waterfall-like project setups driven by many requirements for 

verification and validation. The Internet camp, on the other hand, is described as a high-

risk culture with extremely short project release cycles and a focus on point solutions and 

minimal-viable-product philosophy, using agile project methods. 

Many Internet-based applications are described as perpetual beta versions, with many fast 

patches and updates. The physical assets, on the other hand, require a long lead time for 

the physical product design and manufacturing line setup and allow no easy updates to 

the physical configuration afterward. 
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Figure 3: Clash of two worlds (Slama, Puhlmann et al., 2015) 

1.4.1.5 Lessons from IT Projects—Standish Report 

IIoT projects usually include hardware and software development, so naturally the 

perspective of the “normal” IT world on project risks and failure rates is also an 

interesting one in this context. One example of a long-running report on this topic is the 

so-called Standish “CHAOS” Report (Standish Group, 2009), which has published 

project benchmarks since 1994 with fairly dramatic project failure rates. As shown in the 

excerpt in Table 3, project failure rates started with 84 percent in 1994 and fell to 68 

percent in 2009. 

Year Successful (%) Challenged (%) Failed (%) 

1994 16 53 31 

2000 28 49 23 

2009 32 44 24 

Table 3: Evolution of Standish benchmark (excerpt) 

The report also proves a ranking of project success factors based on a survey of executive 

IT managers. The list is as follows: 

1. user involvement 

2. executive management support 

3. clear statement of requirements 

4. proper planning 

5. realistic expectations 

6. smaller project milestones 
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7. competent staff 

8. ownership 

9. clear vision and objectives 

10. hardworking, focused staff 

The Standish report applies to IT projects, not to IoT projects. However, since every IoT 

project usually also includes a significant IT subproject, this input is also relevant here. 

1.4.1.6 Lessons from Hardware Projects 

The other aspect of an IIoT project is often the hardware side. Especially if the IoT project 

involves custom hardware design and manufacturing, these risks must also be understood. 

Again, this topic seems not to be supported by detailed scientific evidence. However, 

there are some potentially relevant individual contributions to be found on the Internet. 

Eric Graves is an aerospace and mechanical engineer. In his blog (Eric Graves, 2016), he 

identifies the following risks for hardware development projects: 

1. Lack of control over the hardware supply chain 

2. Manufacturability, i.e., the ability to manufacture the initial prototype 

3. Meeting unit cost requirements 

4. Gaps in product/market fit 

5. Scope changes during the project 

6. Ineffective communication 

7. Regulatory challenges 

1.4.1.7 Limited Reliability of Quoted Sources 

As stated before, there is almost no peer-reviewed, scientific research regarding IoT 

project risks and failure rates. In this thesis, the aim is to identify individual and industrial 

contributions regarding this topic, e.g., based on surveys or expert statements. 

However, all arguments brought forward here are circumstantial evidence at best, and 

some of the surveys cited here have actually been heavily scrutinized. Notably, Eveleens 

and Verhoef (2010) published a paper entitled “The Rise and Fall of the Chaos Report 

Figures” in which they use statistical methods to prove that the numbers in the reports are 

“highly influenced by forecasting biases.” Similar arguments are introduced in Glass 

(2005). 

This means that if the criticisms of the numbers in the Standish surveys are valid, the 

numbers in other surveys, like the Cisco IoT project survey (Cisco, 2017), must also be 

critically reviewed. 
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1.4.1.8 Conclusions 

No scientific proof for IoT project failure rates could be produced. Similarly, no 

scientifically validated list with project risks could be produced, less so a scientifically 

validated weighing of potential risks in IoT projects. 

However, the discussion shows that there is a significant level of complexity in IoT 

projects, resulting in a long list of potential risks to be mitigated. 

Consequently, it makes sense to look at the availability of established IoT project 

management methodologies, which can help address these risks and ensure a smooth and 

efficient project execution. 

1.4.2 Lack of established IIoT Project Management Methodologies 

Improving project performance in general is a top priority of most organizations, 

according to Wysocki (2013) and Yardley (2002). Wells also (2012) concludes, “As a 

way of addressing this [need for improving project performance], project management 

methodologies (PMMs) are regularly employed with the aim of increasing project 

efficiency and effectiveness.” 

So it would seem logical to also look for IIoT project management methodologies to 

address the issues outlined in the previous section, helping to deliver IIoT projects 

successfully, on time, and on budget. However, the question is if there are yet sufficiently 

well-proven and well-established IoT or even IIoT project methodologies to support this. 

In Jacobson et al. (2017), the authors ask, “Is There a Single Method for the Internet of 

Things?” concluding that, given the complexity of IoT projects, it seems more likely that 

an IoT method must combine elements of existing methodologies and then add IoT-

specific elements to it. 

In Giray and Tekinerdogan (2018), the authors look at “Situational Method Engineering 

for Constructing Internet of Things Development Methods.” As part of their research, 

they identified six software development methods (SDMs) with a focus on IoT, as 

summarized in Table 4 (using the same abbreviations as proposed in this paper). 

Method Abbreviation 

Ignite | IoT methodology Ignite 

IoT methodology IoT-Meth 

IoT application development IoT-AD 

Event-driven lightweight distilled state charts-based agents 

methodology 

ELDAMeth 

A software product line process to develop agents for the IoT SPLP-IoT 
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A general software engineering (SE) methodology for IoT GSEM-IoT 

Table 4: Software development methods for IoT 

While the list from Giray and Tekinerdogan (2018) seems comprehensive based on 

additional research (e.g., on Google Scholar), one important question is how far the 

methodologies outlined in it are well established and widely used today. 

To help answer this question, each methodology must be examined with respect to a 

metric that will help to judge the level of adoption. Inspired by metrics often found in the 

Open Source community (see, for example, Link et al. (2017)), the following metrics are 

applied: 

 Is there a significant number of academic papers supporting the methodology? 

 Is there a significant number of blogs or similar sources with frequent 

contributions and high readership? 

 Is there a professional organization behind the methodology? 

 Are professional training courses available? 

 Are software tools available to support the methodology? 

 Are there success stories supporting the methodology? 

The following looks at each of the methodologies identified by Giray and Tekinerdogan 

(2018), followed by a summary and conclusions. 

1.4.2.1 Ignite 

The Ignite | IoT methodology was published as part of the Enterprise IoT book by Slama, 

Puhlmann et al. (2015). Google Scholar shows forty-five citations (Sept. 8, 2018). The 

book’s website provides a complete online version of Ignite, which has been adopted by 

the IIC as part of its IPT toolkit. Ignite has also been adopted by the Eclipse Foundation 

as part of the Eclipse IoT Open Source project (see (Eclipse Foundation). 

Ignite consists of two main elements: Ignite | IoT strategy execution and Ignite | IoT 

solution delivery. This thesis mainly focuses on the solution delivery, which includes the 

project perspective. The Ignite | Iot solution delivery is usually triggered as part of the 

IoT project initiation, as described in the previous section. Ignite first separates between 

the perspective of the asset at the center of the IoT project on one hand and the actual IoT 

project on the other hand. Asset-related activities include product design and 

manufacturing. The main IoT project activities are embedded IT project delivery, 

telecommunications project, and traditional enterprise IT project. Figure 4 provides an 

overview of the main elements. 
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Figure 4: Ignite IoT solution delivery (Slama, Puhlmann et al., 2015) 

The asset-related activities defined in Ignite include 3D modeling, simulation, 

prototyping, and serial production. Key capabilities mentioned are design thinking and 

manufacturing excellence. 

The elements of the IoT solution are broken down into: 

 Embedded IT project: This subproject is responsible for delivering all required 

hardware and software components to be deployed on or near the asset/in the field. 

 Telecom project: This subproject is responsible for providing the—potentially 

global—communications infrastructure required for the solution. 

 Enterprise IT project: This subproject is responsible for delivering the new IoT 

backend solution (which connects to the embedded solution via the 

telecommunications infrastructure), as well as the integration with existing 

backend systems. 

To align these different perspectives, Ignite has developed a generic framework for the 

organizational setup of an IoT project, as shown in Figure 5. This organizational setup 

defines six main workstreams for the development of the IoT solution:  

 Project Management: Responsible for overall project management and alignment 

of the different workstreams, including IoT solution architecture management 

 Cross-Cutting: Responsible for activities cutting across the other workstreams, 

including security, asset lifecycle management, and solution integration and 

testing 

 Solution Infrastructure and Operations: Responsible for setting up required 

infrastructure and operations processes, including DevOps, solution support 

organization, etc. 
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 Backend Services: Implementation and operations of new IoT backend 

applications and integration into existing application landscape and business 

processes  

 Communication Services: Responsible for acquisition, setup, and management of 

required communication services 

 On-Asset Components: Responsible for all hardware and software components 

deployed on the asset 

In addition, Ignite proposes to set up another workstream, which is concerned with asset 

preparation. This workstream is designed to help align the IoT project organization and 

the organization responsible for asset design and manufacturing. Making this 

responsibility explicit in the organization is described as a key success factor. 

The organizational setup proposed by Ignite is loosely based on a plan/build/run concept, 

as can be seen in Figure 5. This has drawn some criticism from the Agile community 

since, here, plan/build/run seems to imply a waterfall-like approach. To address this, 

Slama, Puhlmann et al. (2015) includes an open letter from a member of the Agile 

community, plus a response from the authors. 

 

Figure 5: Ignite project organization setup (Slama, Puhlmann et al., 2015) 

Furthermore, the plan/build/run approach assumed by Ignite might also need to be 

adapted to better fit with modern IT management paradigms as outlined, for example, in 

Zarnekow et al. (2006), which describes a paradigm shift “From Plan-Build-Run to 

Source-Make-Deliver.” 

Another important element of Ignite is an IIoT-specific solution design process, which 

includes a framework of related design artifacts. An overview is shown in Figure 6. The 

Ignite IoT solution design process proposes the following phases: 
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 Analysis, projections, planning: This phase includes problem statement, 

stakeholder analysis, site survey, solution sketch, ignite project assessment, 

quantity structure, and milestone plan. 

 Functional design: This phase includes process maps and/or use cases, UI 

mockups, data-centric domain model, asset integration architecture (defined by 

ignite), and SOA landscape (service-oriented architecture). 

 Technical design: Finally, the technical design includes the detailed software 

architecture, technical infrastructure, and hardware design 

 

 

Figure 6: Ignite solution design process (Slama, Puhlmann et al., 2015) 

The Ignite methodology, as outlined in Slama, Puhlmann et al. (2015), refers to IoT, or, 

more specifically, Enterprise IoT. At the time of writing, “IIoT” was not a well-

established term. The authors used the term “enterprise IoT” to refer to IoT projects 

executed in the context of a large enterprise. No differentiation was made between 

enterprises focusing on industrial solutions and those focusing on consumer solutions. 

However, a key assumption of Ignite is that projects are executed at scale and in an 

enterprise context. Almost all of the project examples provided by enterprise IoT fall into 

the category of IIoT use cases, as outlined earlier. Hence, this thesis works under the 

assumption that Ignite can be seen as a methodology well suited to support IIoT projects. 

Ignite clearly differs from manufacturing-centric frameworks such as Industry 4.0 (Lasi 

et al., 2014):  
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 Ignite makes an explicit differentiation between directly asset-related activities 

(referred to in Ignite as “asset preparation”) and the actual IoT solution, which 

interfaces with the asset. The main focus of Ignite is on the IoT solution, not on 

the design and manufacturing of the actual asset. 

 Industry 4.0, on the other hand, focuses more on the manufacturing process, even 

though it also acknowledges both sides. For example, the Industry 4.0 RAMI 

architecture model explicitly defines two dimensions, “type” and “instance.” Type 

refers to the product design and manufacturing setup, while instance refers to the 

output of the manufacturing process (Hankel, 2015). 

Because of the different focus areas (type for Industry 4.0, instance for Ignite), Ignite 

offers an Industry 4.0 extension to close this gap. This I4.0 extension to Ignite aims to 

derive requirements for the product design and manufacturing process based on the 

analysis of the IoT solution requirements (see section 2.4.1). 

1.4.2.2 The IoT Methodology 

The IoT methodology (IOTM) was introduced in 2014 by Tom Collins (Collins, 2014). 

The methodology suggests an IoT lifecycle based on three phases: 

1. brainstorm: co-creation, ideation, validation 

2. build: architecture, implementation, deployment 

3. tune: identify, classify, act 

For the brainstorming phase, the IoT methodology proposes the use of an IoT canvas and 

an adoption of the business model/Lean canvas (Link, 2016). In this IoT canvas, the things 

and the users are two key elements, with linking elements including end points, 

middleware, automation, data model, third-party services, and widgets. 

 

Figure 7: IoT canvas according to Collins (2014) 
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For the build phase, the IoT methodology proposes to create a mapping between the IoT 

canvas and the target architecture, including end points, connectivity, middleware, and 

IoT services and applications. An example is provided based on a smart home use case. 

The website for the IoT methodology promotes an IOTM co-creation workshop, which is 

an indication of the availability of more structured training material. An IOTM toolbox 

is promoted, including various templates, scoring cards, and assessment tools. An active 

Twitter feed (@iotmethodology) provides news.  

1.4.2.3 IoT Application Development 

Patel and Cassou (2015) presented a paper that defines a development methodology for 

IoT applications. They propose to separate IoT application development into different 

concerns, namely, domain-specific concepts, functionality-specific concepts, platform-

specific concepts, and deployment-specific concepts. They heavily emphasize 

automation techniques during the different phases of IoT application development, e.g., 

using domain-specific languages (DSLs) and code-generation techniques. 

The focus seems to be on the development of the theoretical concepts. Web research has 

not found evidence that the concepts are further developed into a methodology designed 

for broader adoption. There is no organization supporting the methodology, and no 

trainings are offered. 

1.4.2.4 ELDAMeth 

Fortino and Russo (2012) presented a paper on using an agent-oriented methodology for 

simulation-based prototyping of distributed agent systems. The focus is on distributed 

agent systems (DAS) and event-driven lightweight distilled statecharts-based agents 

(ELDA). The ELDAMeth methodology includes three phases: modeling, simulation, and 

implementation. ELDAMeth is supported by ELDATool, a statechart-based tool for 

prototyping multiagent systems. ELDAMeth is specific to one technology and one tool. 

It does not support broader concepts of an IoT methodology, e.g., IoT requirement 

management, IoT architecture design, etc. 

1.4.2.5 A Software Product Line Process to Develop Agents for the IoT 

Ayala et al. (2015) have presented a paper on defining a software product line process to 

develop agents for the IoT. They position agents as “a good option for developing self-

managed IoT systems due to their distributed nature, context-awareness and self-

adaptation.” 

The process defined in this paper has three main phases: domain engineering, application 

engineering, and finally the weaving process, which merges the outputs of the first two 

phases. The process is described in Figure 8. 
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Figure 8: SPL process for Self-StarMAS agents, from Ayala et al. (2015) 

The software product line process (SPL) outlined in this paper is highly specific to 

multiagent systems, especially to one technology (Self-StarMAS agents). Web research 

has not shown a dedicated organization behind this approach or any available training. 

1.4.2.6 A General Software Engineering (SE) Methodology for IoT 

Zambonelli (2016) has presented a paper where he outlines concepts and abstractions for 

IoT engineering. He suggests three main phases: 

 Analysis:  

o Stakeholder and user analysis 

o Identification of main functionalities, including goals, policies, and 

functions 

 Design:  

o Designing the orchestration and coordination between groups and 

coalitions 

 Development: 

o Design and implementation of individual avatars 

o Smart Things and the deployment and enrichment of the infrastructure 

Again, this seems to be an academic paper but not an established methodology. Web 

research has not shown a dedicated organization behind this approach or any available 

training. 
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1.4.2.7 Situational Method Engineering for IoT 

In Giray and Tekinerdogan (2018), the authors are looking at the discipline of situational 

method engineering (SME) for IoT. Verrijn-Stuart and Olle (1994) provide the following 

definition of SME: “Situational Method Engineering aims at harmonisation of methods 

by providing rules to configure project-specific methods out of fragments from existing 

standard methods.” The conceptual model for SME is summarized by Giray and 

Tekinerdogan (2018) in Figure 9. 

 

Figure 9: Conceptual model for SME according to Giray and Tekinerdogan (2018) 

The situational factors identified by Giray and Tekinerdogan (2018) are: 

 Business context and requirements: regulations, standards, requirements stability 

 Organization: size, maturity, management commitment, structure 

 Team: size, geographic distribution, domain experience, technical experience 

 Customer: availability, domain experience, resistance 

 System: size, reuse, technology maturity, existing IoT devices, existing backend 

services, degree of innovation 

To map the above situational factors to a concrete IoT methodology, Giray and 

Tekinerdogan (2018) propose a concrete method fragment descriptor, which maps 

situational factors and method fragments so that eventually a tailored software 

development method (SDM) can be constructed to fit the needs of an individual project. 

In their paper, they describe two concrete cases: 

 Case 1: An IoT SDM for Small-Scale Farm Management System—a tailored 

methodology to develop an information system for small-scale farms, supporting 

the basic agricultural decision-making process 

 Case 2: An IoT SDM for Large-Scale Integrated Farm Management System—a 

tailored methodology to develop a sophisticated, integrated farm management 

system 

Based on the different situational factors of the two cases, two tailored IoT SDMs are 

created. The IoT SDM for Case 2 is shown in Figure 10. It includes business requirements 

and business process documentation as well as use case definitions, system architecture 

design, site survey, selection of IoT devices and platform, prototype development, and, 

finally, incremental development until the final solution is approved. 
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Figure 10: IoT SDM for Case 2, from Giray and Tekinerdogan (2018) 

It is important to note that the work presented here is not a concrete IoT project 

management methodology. Rather, the proposal from Giray and Tekinerdogan (2018) is 

to use the situational method engineering approach to construct individual methodologies 

that best match the situational factors of the individual project. Also, the two presented 

IoT SDMs for Cases 1 and 2 are not designed as concrete SDMs that can be directly 

applied to real-world problems. They are provided as abstract concepts to illustrate the 

SDM approach for IoT. 

1.4.2.8 Summary and Conclusions 

The analysis of the different IoT methodologies is summarized in Table 5. Based on the 

metrics defined in the beginning and the findings in the individual analysis, the table 

includes academic foundation (e.g., number of papers providing this), online activities 

(e.g., number of blogs, online discussions, and articles), availability of training and 

support provided by at least one organization backing the methodology, and availability 

of tools, including paper-based tools like templates, or online tools. 

As a benchmark, the table includes Project Management Professional (PMP), the 

professional certification for project management experts offered by the Project 

Management Institute (PMI). According to PMI (Project Management Institute, 2018), 

there were 833,025 active PMP-certified individuals. In the assessment table, PMP is 
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assigned five stars for academic foundation since Google Scholar returns 16,900 results 

(Sept. 2018). Again, it is given five stars for online activities (Google returns 25,400,000 

results in Sept. 2018) and five stars each for training and support, as well as tools 

(19,200,000 Google results in Sept. 2018). 

Methodology Academic 

Foundation 

Online 

Activities 

Training & 

Support 

Tools 

PMP 

(benchmark) 

    

Ignite     

IoT-Meth     

IoT-AD     

ELDAMeth     

SPLP-IoT     

GSEM-IoT     

SME4IoT     

Table 5: IoT methodology comparison 

Table 5 does not provide a precise benchmark supported by a detailed statistical model. 

Instead, it serves to visualize the qualitative findings of the research summarized in the 

previous chapters. As can be seen, there are two IoT methodologies that appear to at least 

support the basic requirements of online activities, training and support, and tools: Ignite 

and the IoT methodology. Both have been ranked the weakest on academic foundation 

since both come from a professional background. All other methodologies identified by 

Giray and Tekinerdogan (2018) seem to have an academic foundation but are weak on 

the other points. 

However, even Ignite and the IoT methodology don’t appear to be widely adopted, based 

on the criteria outlined earlier; the proof for online activities is too small in both cases. 
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1.5 Research Question, Scope, and Goals 

Derived from the learnings in the initial problem analysis, the research question of this 

thesis is defined in Table 6. 

Research Question 

How can a system-supported methodology be designed and evaluated that supports 

project managers in finding a suitable setup for their IIoT projects? 

Table 6: Research question 

The scope of the central design artifact is kept deliberately focused on the actual setup of 

the IIoT projects to fit the realistic output of a thesis. An important assumption is that the 

setup of an IIoT project has a significant impact on the performance of the project as a 

whole (especially time to market, quality of the deliverables, and cost) since the project 

setup defines the shape of all project activities that follow. This assumption has been 

supported by research on IT projects in general (see section 2.1), and is applied here to 

IIoT projects as well. Consequently, the research scope in preparation for the design 

artifact of this thesis is defined as IIoT project management as a whole. 

Derived from the overall research question, the following aspects should be examined as 

well in this thesis: 

1. What are the main challenges of IIoT project managers today? 

2. Which methodologies and frameworks already exist to help address them? 

3. What actually constitutes the setup of an IIoT project? 

4. How can a methodology or framework be designed that generalizes the problem 

and provides actionable guidance for IIoT project setup? 

5. How should the ideal design of a system look that supports such a methodology? 

6. How can real-world experience and feedback be incorporated back into the system 

to optimize the quality of the methodology over time? 

7. How can the quality of the proposals developed in this thesis be improved? 

This thesis has a strong focus on real-world industrial applications. It has been developed 

in close collaboration with the IIC German country team to ensure practical relevance. 

Consequently, the research is looked at from two perspectives: first, the academic 

perspective and, second, the industrial transfer perspective. 

Academic goals of this thesis include: 

 Build on state-of-the-art IIoT research, especially IIoT project management and 

best practices 

 Generalize the results of the analysis into a holistic framework 

 Improve the quality of the results based on scientific methods 

Industrial transfer goals for this thesis include: 
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 Provide the foundation for a system design that can be implemented in an 

industrial context 

 Provide the foundation for system functionality that will provide real benefit to 

industrial users, in particular IIoT project managers 

1.6 Research Methodology 

After having established the context of this thesis, as well as the problem and motivation, 

the following sections look at a suitable research methodology to address the issues 

outlined earlier. 

This thesis examines the design and evaluation of methodologies and support systems 

for IIoT project managers. The chosen research methodology must be one that 

specifically supports the creation and evaluation of new artifacts. For this purpose, 

design science is examined as a suitable methodology in the following. Furthermore, to 

strengthen the evaluation aspect of this thesis, case study research is also considered. 

1.6.1 Design Science Research Methodology for Information Systems 

Research 

In 1991, Nunamaker Jr et al. (1990) already introduced the idea of integrating system 

development into the research process. Simon (1996) envisions design science as a 

pragmatic research paradigm that enables the creation of innovative artifacts to address 

real-world problems. 

Six years after the initial paper from Hevner et al. (2004), Hevner and Chatterjee (2010) 

describe design science as “an effective means of addressing the relevancy gap that has 

plagued academic research, particularly in the management and information systems 

disciplines.” They argue that natural science research methods are more “appropriate for 

the study of existing and emergent phenomena,” while problems that require creative, 

novel, and innovative solutions “are more effectively addressed using the type of 

paradigm shift offered by design science.” 

Peffers et al. (2007) describe principles, practices, and procedures to carry out design-

science-oriented research. The design science process described here includes six steps: 

problem identification and motivation, definition of the solution objectives, design and 

development, demonstration, evaluation, and communication. Peffers et al. (2007) also 

describe different possible research entry points for each of these steps, as can be seen 

in Figure 11. These entry points include problem-centered initiation, objective-centered 

initiation, design and development-centered initiation, and client/context initiated.  
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Figure 11: Design science research methodology for information systems research 

(Peffers et al., 2007) 

Peffers et al. (2012) have performed an evaluation of design sciences artifacts based on 

the evaluation of 148 design science research articles published in selected journals. They 

analyze these articles to develop taxonomies of design science artifact types, as well as 

methods for artifact evaluation. Based on this, they then provide two studies. The first 

one focuses on “instantiation evaluated by prototype,” where instantiation is an artifact 

type, and prototype is an evaluation method type. The second example study focuses on 

“method evaluated by case study.” They conclude, “The case study lends itself for use in 

evaluating the efficacy of a designed object that is intended to be used in a complex 

organizational setting where a simple experiment or other simple test could not be used 

to adequately show the efficacy or performance of the object.” Consequently, the 

following section looks at case study research in more detail. 

1.6.2 Case Study Research 

Benbasat et al. (1987), Robson (2002), and Yin (2003) all provide widely cited 

definitions of a case study, agreeing that it is an empirical method aimed at 

“investigating contemporary phenomena in their context.”  

Robson (2002) calls it a research strategy, emphasizing the need to use multiple sources 

of evidence. Yin (2003) notes that the “boundary between the phenomenon and its 

context may be unclear.” 

Easterbrook et al. (2008) make an interesting differentiation between exploratory and 

confirmatory case studies. 

Runeson and Höst (2009) define a case study research process, which includes five 

major process steps: case study design, preparation for data collection, collection of 

evidence, analysis of collected data, and, finally, reporting (see Figure 12). 
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Figure 12: Case study research process 

According to Runeson and Höst (2009), case study design includes the definition of the 

case, the case study protocol, and ethical considerations. The case study design must 

clearly define the case and its unit of analysis. Case study objectives, hypotheses, 

preliminary research questions, and theoretical bases should be clearly defined. The case 

should be adequately defined in terms of size, domain, process, and subjects. 

Considerations include: Are data triangulation (multiple sources) and method 

triangulation (multiple methods) reflected in the design? How clear is the rationale behind 

the selection of subjects, roles, artifacts, and viewpoints? 

After the initial case study design, Runeson and Höst (2009) describe the process of data 

collection, including first-, second-, and third-degree data sources, interviews, 

observations, archival data, metrics, and checklists. 

In data analysis, Runeson and Höst (2009) differentiate between quantitative data 

analysis and qualitative data analysis. For qualitative data, they differentiate between 

hypothesis-generating techniques and hypothesis-confirmation techniques, based on 

Seaman (1999). Hypothesis-generating techniques can be used for exploratory case 

studies, while hypothesis-confirmation techniques are used for explanatory case studies. 

Triangulation and replication are cited as examples of hypothesis-confirmation 

methods, based on Seaman (1999). Another important factor is the validity of a study 

since it directly related to the trustworthiness of the results. 

Finally, the reporting communicates the findings of the study. Jedlitschka and Pfahl 

(2005) propose guidelines for reporting of experiments that have been evaluated by 

Kitchenham et al. (2008). An important point in the proposed reporting standards is 

cross-study comparisons through systematic reviews. Since case studies are usually 

based on qualitative data, the level of standardization here is lower. 

1.6.3 Approach Taken by This Thesis 

Given the positive evaluation of both design science (for methodology design and 

evaluation) and case study research (for evaluation specifically), this thesis combines both 

approaches. For design science, the approach from Peffers et al. (2007) was chosen. For 

case study research, the process outlined in Runeson and Höst (2009) was chosen. The 

following analysis shows that in the context of the goals of this thesis, the two provide a 

good foundation. 



Introduction 43 

Starting with the process outlined in Peffers et al. (2007), the required iterations and 

phases for this research project were mapped to it (see Figure 13). 

 

Figure 13: Research methodology and approach taken by this thesis 

This research project includes the initial process iteration, plus a second, incremental 

iteration added to incorporate results from the first iteration and to provide a deep dive 

on selected topics that emerged as important in the first iteration. 

Phase one of this research project is the initiation phase, looking into the problem 

definition and motivation. The matching section of this thesis provides an overview of 

IIoT challenges and opportunities, as well as a specific view on the challenges faced by 

project managers in the IIoT. It also contains an overview of the chosen research 

methodology and structure of this thesis. 

Iteration one, phase two looks at solution objectives. This includes a definition of the 

focus areas of this project, reuse of existing artifacts, a concrete example, and 

assumptions and constraints. 

Iteration one, phase three considers the concrete design and development of the 

solution, which has been named IgniteWorx. The design and development of 

IgniteWorx has two main aspects: design and development of concrete content for the 

system, as well as design and development of the supporting IT solution.  

It should be noted that while iteration one, phase four (demonstration) looks at a 

concrete reference implementation based on the concepts developed in this thesis, this 

implementation is actually not in scope of the thesis itself. Rather, it is an 
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implementation done by the IIC based on the open-sourced design concepts created as 

part of this thesis (see copyright overview, page 44). 

Iteration one, phase five is an evaluation based on an embedded case study (Yin, 2003). 

In this case study, four different projects are evaluated against the IgniteWorx 

framework defined in this thesis. 

Iteration two performs an incremental enhancement of the results of iteration one, 

focusing specifically on the issue of capturing user feedback. This includes a discussion 

of the objectives of this incremental enhancement (6), the design and development (7), 

the demonstration (8), and finally a simulation-based evaluation of the enhancements 

(9). 

Finally, the thesis ends with a general evaluation of the process and the key findings, as 

well as an outlook into potential future work. 

1.7 Related Work 

Building on the work by Peffers et al. (2007), this thesis follows the design science 

research methodology, describing a full, initial iteration as well as an incremental second 

iteration. In the first, full iteration, the following related work has been especially 

important: 

 IoT/IIoT Foundation and Delimitation: IIC (2018d) and Lin et al. (2015) for the 

IIoT perspective. Slama, Puhlmann et al. (2015) for IoT in the enterprise context. 

Lasi et al. (2014) for the Industry 4.0 perspective. 

 IoT Methodologies: Giray and Tekinerdogan (2018) for defining the scope of the 

research done on this topic in this thesis. Wysocki (2013) and Yardley (2002) on 

project priorities. Jacobson et al. (2017) on a unifying view. Slama, Puhlmann et 

al. (2015) for the plan-build-run perspective on IoT projects. Zarnekow et al. 

(2006) for the paradigm shift “From Plan-Build-Run to Source-Make-Deliver.” 

 Project Management Methodologies: Grau (2013) for defining the scope of the 

research done on this topic. Wang and Gibson Jr (2010) on the importance of pre-

project planning. Rausch et al. (2005), PMI (2017), DOT (2007) for general 

background. Mahalakshmi and Sundararajan (2013) for a discussion on traditional 

versus agile approaches. Wells (2012) for considerations on effectiveness. Joslin 

and Müller (2014) for impact analysis. 

 IgniteWorx defines ten key areas to be considered for IoT project setup (so-called 

result sets). For these ten areas, the following research was considered: 

o Project Management Methodology (A): Similar to the above, again 

following Grau (2013) for defining the scope. 
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o Solution Design (B): Reyes-Delgado et al. (2016) for the broad 

perspective. Alwadain et al. (2013) for comparative analysis. Krafzig et 

al. (2005) for details on SOA-driven solution design.  

o Technology Selection (C): Bouwers et al. (2009) for evaluation criteria. 

Chan et al. (2000) for evaluation methodologies. Durrani et al. (1998) for 

managing the technology acquisition process. 

o Resource Acquisition (D): Fowler et al. (2019) for build versus buy. 

Hughes (2018) for on-premise versus cloud. Miller (2010) for vendor 

selection best practices. 

o Cost Estimation (E): Zarnekow and Brenner (2005) for the TCO 

perspective. Boehm et al. (1995) for the historical perspective. 

Giannopoulos (2006), Menzies et al. (2014), and Jones (2007) for best 

practices and general software design and implementation cost estimation 

considerations. Kalmar and Kertesz (2017) for IoT cloud cost estimation. 

Dash and Acharya (2011) for cost estimation in distributed systems. 

Debardelaben et al. (1997) for cost estimation in embedded systems. 

o Risk Management (F): Boehm (1991) for the historical perspective. 

Chapman (1997) for the origins for project risk analysis and management. 

Yeo and Ren (2009) for risk management maturity analysis. Latifi and 

Zarrabi (2017) for COBIT 5 and IoT. 

o Trust and Security (G): Susanto et al. (2011) for information security 

management system standard. ENISA (2017) for baseline security 

recommendations for IoT. IIC (2018c) for IIoT security maturity 

modeling. Online Trust Alliance (2018) for the broader trust perspective.  

o Reliability and Resilience (H): Axelrod (2009) for a general investigation 

of software resilience. Delic (2016) on the resilience of IoT systems. 

Microsoft Trustworthy Computing group (2013) for methodological 

support.  

o Verification and Validation (I): Herrmann (2001) provides a general 

guideline for Verification and Validation (V+V). MITRE (2014) looks at 

V+V in its system engineering guidelines. Jaikamal (2009) looks at model-

based support for V+V. 

o Service Operations (J): AXELOS (2019) and ITIL as the foundation for 

ITSM. BMC (2016) for ITIL best practices. Miklovic (2015) for asset 

performance management. (Wong) for field service management. 

 IgniteWorx Architecture: Architecture selection criteria for IgniteWorx follow the 

ATAM approach, described by Clements et al. (2002). Lasi (2012) and Holsapple 

(2000) for decision support systems. Ogu and Y.A. (2013) for expert systems. 

Ricci et al. (2015b) for recommender systems. Berners-Lee et al. (2001) and 

Blomqvist (2014) for semantic reasoning systems. Fuerst (2001) and Schlereth 
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and Skiera (2012) for survey engines. Saaty and Saaty (2000) for analytic 

hierarchy process. Poole and Mackworth (2017) and Neapolitan and Jiang (2018) 

for artificial intelligence. Yatsalo et al. (2015) for multi-criteria decision analysis. 

Wątróbski and Jankowski (2015) for hybrid architectures. 

 Evaluation: A key element of the first evaluation is the case study, which 

follows the case study design principles outline by Yin (2003) as well as 

Runeson and Höst (2009). 

In the second, incremental iteration, the following related work has been especially 

important for capturing and evaluating end-user feedback: 

 Law and Abrahão (2014) provide a discussion on how evaluation feedback shapes 

software development. 

 Law et al. (2014) look at quantitative measurements for UX improvements. 

 Jan et al. (2016) provide an innovative approach to investigate various software-

testing techniques and strategies. 

 Alkhalid and Labiche (2016) and Alkhalid (2018) offer important insights 

regarding functional tests. 

1.8 Related Industry Organizations 

An important context for this research is the work done in the Industrial Internet 

Consortium (IIC), introduced here. Finally, the Research Group of the German Country 

Team of the IIC is described, which also helped to advance the research done as part of 

this thesis. 

1.8.1 Industrial Internet Consortium 

A significant amount of the research for this thesis has been conducted in the context of, 

or in collaboration with, the IIC. According to Wikipedia (2018), the IIC is “an open 

membership organization, with 258 members as of 22 November 2016. The IIC was 

formed to accelerate the development, adoption and widespread use of interconnected 

machines and devices and intelligent analytics. Founded by AT&T, Cisco, General 

Electric, IBM, and Intel in March 2014, the IIC catalyzes and coordinates the priorities 

and enabling technologies of the Industrial Internet.” 

The IIC has published a number of documents about the IIoT, including the Industrial 

Internet Reference Architecture (IIRA) (Bleakley et al., 2015). IIC also runs an extensive 

testbed program, with thirty active testbeds listed on its website (IIC, 2018b). The testbeds 

are from various industries, including manufacturing, energy, transportation and logistics, 

and automotive. According to the analysis of the term IIoT as defined in section 1.2, these 

testbeds qualify as industrial IoT testbeds if looking at the supported industry segments. 
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1.8.2 IIoT Research Group 

The IIC runs regional teams that work locally on IIC topics. The IIC German Regional 

Team was the first active country team and has initiated an IIoT research group 

(Ferdinand-Steinbeis-Institut, 2018). The research scope of this group is summarized in 

Figure 14. 

 

Figure 14: Overview of IIoT research group, German Country Team IIC 

The framework of reference for the research group is defined as the intersection of 

industry verticals, use cases, and supporting IT/OT architecture patterns. The research 

domain includes methods and best practices for the IIoT (such as this work), IIoT testbeds 

and validations, control and maturity models for the IIoT, strategy and business models 

for the IIoT, IIoT organizations, and IIoT capabilities. 

The research group also focuses on so-called transfer projects, which are designed to 

ensure the transfer of knowhow and best practices from large enterprises to small and 

medium-size enterprises (SMEs). To ensure efficient transfer models, the group has 

developed the concept of micro testbeds based on the IIC testbed model but with a specific 

focus on SMEs. 

The concepts developed as part of this thesis were greatly enhanced and validated through 

the interactions and collaborations within this group. 

1.9 Copyrights 

This thesis is based on the Ignite project management methodology. Ignite is open 

source, based on the Creative Commons Attribution 3.0 Unported License (CC BY 3.0): 

https://creativecommons.org/licenses/by/3.0/. The Ignite project can be found at 

https://projects.eclipse.org/projects/iot.ignite. 

https://creativecommons.org/licenses/by/3.0/
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The IgniteWorx framework defined as the key artifact of this thesis has been contributed 

to the Ignite methodology, again under CC BY 3.0. 

Ignite is used by IIC’s IIoT Project Toolkit (IPT), including the IPT online version. IIC 

has permitted the examination of two simulated projects from the IPT online version. This 

is done in Iteration II of this thesis. 

 

Figure 15: Dependencies and licensing of related artifacts 

Also, the following icons have been sourced for this thesis from https://www.flaticon.com 

via Creative Commons BY 3.0: robotic arm, car parts, people, camera, cloud, artificial 

intelligence, traffic light, puzzle piece, jigsaw, market, CPU, router, flats, settings gears, 

and user silhouette. 

https://www.flaticon.com/
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2 Iteration I: Solution Objectives 

To define the solution objectives, this section first looks at the solution focus, followed 

by an overview of reusable artifacts to support the objectives, requirements for the new 

artifact, an example, and concrete constraints. 

2.1 Support for IIoT Project Setup Phase 

This thesis assumes that finding the right project setup has a significant impact on the 

IIoT project’s success. This starts with the project plan but does not end there. 

Wang and Gibson Jr (2010) provide a study of pre-project planning and project success, 

concluding that “how well preproject planning is conducted has a great impact on project 

outcome.” Dvir et al. (2003) offer an empirical analysis of the relationship between 

project planning and project success, concluding, “No effort should be spared in the initial 

stage of a project to properly define the project goals and its deliverables requirements.” 

Serrador (2012) looks at the importance of the planning phase to project success, stating, 

“A summary of the available studies shows unexpectedly consistent empirical results for 

the correlation of planning and success.” 

In addition to the definition of the project plan, a number of other success factors can be 

identified in the early phase of a project, which will also be subsumed under the concept 

of a project setup as it is used in this thesis. 

Baker et al. (1997) identifies “adequate project team capability” as another project success 

factor. Since the project team onboarding is usually done in the early phase of a project, 

it is also subsumed under project setup. Team capabilities are not only limited to 

individual skills and capabilities. Thomas et al. (2008) looks at the development of an 

effective project by combining planning and team building. The project team organization 

also plays an important role because the way in which organizations are structured has a 

strong impact on any systems they create, according to Conway`s Law (Brooks, 1975). 

Consequently, this should also be considered under the project setup. 

Westerveld (2003) identifies the impact that contractors have on the success of a project. 

Again, choice of contracting partners is typically done early in the project phase, so it is 

considered part of the project setup. This is a broader topic, which is also related to the 

decision for in-house implementation resources versus outsourcing to an external systems 

integrator. Another key factor that has a potentially huge impact on the project in this 

context is the make-versus-buy decision (Gassmann et al., 2018): how much of the 

solution should be custom built versus how much should be based on standard 

components. 
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As can be seen, there are a number of activities and decisions in the early project phase 

that shape the project and determine its outcome. These are collectively referred to in this 

thesis as project setup. 

Again, the main objective of this thesis is to develop a system-supported methodology 

(i.e., a new artifact) that supports project managers in finding a suitable setup for their 

IIoT projects. 

2.2 New Artifact: IgniteWorx 

For the scope of this thesis, it is assumed that the problem to be solved is to help improve 

the setup phase of IIoT projects. The previous examples provide a rough guideline on 

what can be subsumed under the concept of a project setup; these include activities and 

decisions in the early project phase, which are shaping the project in a significant way. In 

the following sections, these general concepts must also be specifically applied to IIoT. 

Furthermore, since this thesis uses design science research methodology as the foundation 

with the main goal of creating a new artifact, this artifact needs a name. The name chosen 

is IgniteWorx, whereby “Ignite” refers to the original Ignite methodology, while “Worx” 

indicates that this thesis considers a concrete system to support the methodology.  

2.3 IgniteWorx Focus 

The scope of a holistic IIoT methodology must be fairly broad, from initial business 

model design to implementation, operations, and optimization of the solution. This is also 

supported by the Ignite methodology. IgniteWorx takes a more focused approach where 

the emphasis is on the project setup phase, which usually comes after the initial business 

model design and proof-of-concept (PoC) phase and before the actual project ramp-up 

phase (see Figure 16). 
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Figure 16: IgniteWorx Focus Area 

The business model design and PoC phase of a project can be carried out with a 

relatively small team, according to Casadesus-Masanell and Ricart (2011). Once the 

business model design has been stabilized, the actual IIoT implementation project starts. 

Team sizes for IIoT projects vary depending on the actual requirements. However, since 

IIoT projects by definition have an industrial context, they usually have to deal with 

complex technical environments, scalability and security, challenging regulatory 

requirements, etc. The project setup phase ensures that the implementation project takes 

the necessary shape to deliver on the requirements defined in the business model design. 

Any mistakes made during the project setup phase are likely to have a ripple effect 

through the implementation phase, with potentially huge costs. This is why IgniteWorx 

focuses on this critical phase of an IIoT project. 

Figure 17 provides a slightly exaggerated view of a typical project situation: A business 

development team has been working with various management stakeholders to convince 

them about an IIoT solution. The results are some presentation slides and a high-level 

project proposal, including budget figures. After approval, this information is the 

foundation for the now officially founded project team, which is tasked with 

implementing the solution and building up the required operations infrastructure and 

team.  

 

Figure 17: Typical scenario (IIC, 2018b) 

The main focus of IgniteWorx as it is defined in this thesis is to support the project 

manager in this kind of situation. IgniteWorx should build on, more or less, proven 

existing artifacts and provide IIoT project managers with recommendations for the ideal 

setup of their IIoT projects. Ideally, the output of IgniteWorx can be used as the 

foundation for creating a detailed project plan, or, alternatively, an RFP (request for 

proposal) document for the solution tender process. 
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2.4 Reuse of Existing Artifacts 

A key objective of the IgniteWorx project is to reuse existing artifacts where it is 

applicable. In the following, two main artifacts with high reuse potential are described: 

the ignite project assessment tool and the IIC IPT framework. Both are specifically 

designed to support in the setup phase of an IIoT project, as per the definition provided 

in 2.1. 

2.4.1 Ignite Project Assessment Tool 

The Ignite project assessment tool (IPAT) was developed as part of the Ignite 

methodology (Slama, Puhlmann et al., 2015). IPAT supports a detailed assessment of an 

IIoT project based on different dimensions grouped into five main areas: 

 assets and devices 

 communication and connectivity 

 backend services 

 standards and regulatory compliance 

 project environment 

These areas cover the most relevant parts of a typical IIoT project assessment. The 

dimensions of the assets and devices consider general aspects (e.g., number of assets and 

value of individual asset), required processing power (e.g., for local business logic and 

event processing), other hardware requirements (e.g., power supply and environment), 

and, finally, lifecycle management (e.g., project lifetime of the assets in the field). Ignite 

specifically looks at the requirements for assets deployed in the field and not only sensors 

and devices. 

The next area is communication and connectivity, which is required to connect assets in 

the field with a backend solution. The dimensions in this area cover local communication 

and connectivity (e.g., specific technologies as well as bandwidth and latency) and remote 

communication and connectivity (from a similar perspective). 

The backend services area analyses the general application strategy, as well as data 

management and analytics (including data volumes, variety, and velocity). 

The standards and regulatory compliance area includes dimensions for region-specific, 

industry-specific, and technology-specific standards and regulatory requirements. 

Finally, the project environment includes dimensions for project timeline, budget, and 

technical and functional skills. 

Version 1.0 of Ignite IPAT has approximately fifty dimensions. Figure 18 provides an 

overview of the intended use cases for the Ignite IPAT toolkit. They include project self-
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assessments, project comparison, and decision-making in projects (e.g., technology 

selection). 

 

Figure 18: Using the Ignite project assessment tool 

2.4.2 IIC’s IPT Framework Based on Ignite 

The IIC has adopted Ignite IPAT in its own IIoT project toolkit (IPT) by licensing it 

through the Creative Commons Attribution 3.0 Unported License (CC BY 3.0).  

IIC’s IPT also focuses on the IIoT project setup phase. As described in Figure 19, IPT is 

positioned after the business model phase and before the detailed architecture design and 

planning. In this case, it is assumed that the latter will be based on IIC’s industrial Internet 

reference architecture (IIRA). 

 

Figure 19: IIC IPT overview 
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IIC’s IPT contains three main elements: solution sketch, self-assessment, and milestone 

plan. The solution sketch is a tool used to create a first, high-level solution design using 

a standardized solution canvas as well as icons for typical solution elements (assets, 

sensors, connectivity, etc.). The self-assessment tool is based on Ignite IPAT and allows 

for a structured project assessment following the same principles. Finally, the last element 

supports creation of a high-level milestone plan based on the results of the solution sketch 

and self-assessment. 

 

Figure 20: IIC IPT elements 

IIC’s IPT uses concepts of gamification (Deterding et al., 2011) to make the toolkit 

usable for project managers in on-site workshops. It was first productized in 2016 and 

provided to all members of IIC and Platform Industrie 4.0 who attended the joint 

IIC/Platform I4.0 meeting in Walldorf that year. Figure 21 shows a picture of IIC’s IPT. 

 

 

Figure 21: Gamified IPT toolkit from IIC 
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2.5 IgniteWorx: Requirements for New Artifacts 

IgniteWorx is the new artifact created in this thesis and defines a system-supported 

methodology to support project managers in the creation of an IIoT project setup. This 

setup should contain recommendations for all relevant aspects of the target solution. The 

exact definition of an IIoT project setup is given in the design and development phase of 

this thesis (see section 3.1.2). It should follow the guidelines outlined in 2.1. 

To create the recommendations for the IIoT project setup, the IgniteWorx system should 

combine the existing Ignite dimensions for project assessments with an IIoT knowledge 

base. One example of such a knowledge base is the body of knowledge created by the 

IIC. Together, the individual project assessment plus the IIoT knowledge base should 

provide concrete recommendations for the ideal setup of the IIoT project. To achieve this, 

IgniteWorx must intelligently match project assessment results with entities from the 

knowledge base to make meaningful recommendations. 

 

Figure 22: Requirements for new artifact—IgniteWorx 

2.6 Example 

A concrete example for an approach based on a similar idea is COCOMO (constructive 

cost model) or COCOMO II (Boehm et al., 1995), especially if combined with function 

point analysis (Heemstra and Kusters, 1991). 

The basic idea of COCOMO is to create a mapping between different software metrics 

and the estimated costs of the project. Because basic COCOMO is using lines of code of 

mainly procedural programming languages, other approaches such as weighted micro 

function points (WMFP) introduce metrics more suitable to modern software projects 

(ProjectCodeMeter). 

COCOMO 81 uses a database with 61 projects, and COCOMO II uses a database with 

163 projects. An assessment of the current project (e.g., using function point analysis with 

a mapping to resulting lines of code) can now be compared to the historic data in the 

reference database to derive an estimate for the development cost of the new project. 

Figure 23 provides an overview of the approach.  
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Figure 23: COCOMO + FPA for software project cost estimation 

Because of the code-centric approach taken by COCOMO and similar models, this 

approach has also been criticized (Mukhopadhyay et al., 1992). However, methodically, 

it is a good example to motivate the general idea of performing a structured project 

assessment in combination with a knowledge base as the foundation for project-specific 

recommendations. 

2.7 Constraints and Assumed System Evolution 

Before looking at the system design, it is important to get a better understanding of some 

of the main constraints IgniteWorx will have to address. These constraints are expected 

to be found in two main areas: 

 Reference Data: the availability of real-world project data  

 Validation: the availability of end-user feedback on the quality of the 

recommendations 

In the initial phase of the system evolution, neither project reference data nor end-user 

validation data will be available. 

One key issue regarding the reference data is that this data is potentially highly 

proprietary: large enterprises are unlikely to make such detailed data about their IIoT 

projects publically available, especially not if this data could be used to derive 

conclusions about project cost estimates, project risks, etc. This is an issue which an 

IgniteWorx design will have to address. 

A second issue is that if IgniteWorx is focusing on the project initiation phase, the user 

feedback will be most likely from users who are exactly in this phase of an IIoT project. 

This means, that the users can not provide feedback from the perspective of a completed 

project, which obviously would be more valuable. 

These are two key issues which the IgniteWorx system design will have to take into 

consideration. Figure 24 provides an overview of the expected system evolution and the 

user data that should be available during these phases.  
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Figure 24: Expected project phases 

From a system design point of view, a key question is if the system can be self-learning 

at all or whether an explicit knowledge modeling approach will be required (at least 

during phase 1 and probably also phase 2). 

Iteration I of this thesis mainly supports phase 1 of the expected system evolution. 

Iteration II of this thesis supports the transition to phase 2 by introducing a concept for 

user feedback management. 
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3 Design and Development I 

The design and development phase of iteration I of this thesis focuses on two key aspects: 

content and system architecture. The content section emphasizes the key content inputs 

and outputs of the IgniteWorx solution. The system architecture section makes a concrete 

proposal for how a system architecture could support the management of the inputs and 

automatic creation of the outputs described in the content section. It should be noted that 

the actual technical implementation is not in the scope of this thesis. 

3.1 Content 

This thesis proposes three main content artifacts for the IgniteWorx system: Ignite 

dimensions, IgniteWorx result sets, and IgniteWorx rules. Figure 25 provides an 

overview. The Ignite dimensions (1) have been developed as part of the Ignite 

methodology and should be reused by IgniteWorx to serve as the data for guiding the user 

through the structured project assessment. IgniteWorx then proposes to add result sets 

(2), each of which should be used to cluster related results, from which one or more should 

be chosen by the system based on the answers given in the project assessment. The 

selection of the results from the different result sets are based on the IgniteWorx rules (3), 

which create a mapping between Ignite dimensions and individual results in the sets. The 

following sections provide a detailed description of these artifacts as well as an 

explanation of how they were derived. 

 

Figure 25: IgniteWorx content structure 
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3.1.1 Ignite Project Dimensions 

As mentioned in section 1.4.2.1, the Ignite methodology (Slama, Puhlmann et al., 2015) 

includes project dimensions developed as part of the project assessment tool (IPAT). 

IPAT supports a detailed assessment of an IIoT project based on these dimensions, 

grouped into five main areas: assets and devices, communication and connectivity, 

backend services, standards and regulatory compliance, and project environment. Figure 

26 provides an overview of the different dimensions of Ignite IPAT. 

 

Figure 26: Ignite project assessment tool 

One intended use of Ignite IPAT is to allow IIoT project managers to conduct project self-

assessments, allowing them to create a holistic view of their project and the technical 

requirements derived from the initial business model design.  

By using a standardized model, Ignite IPAT also supports the comparison of projects in 

a relatively straightforward manner. It is important to note here that each dimension of 

Ignite IPAT provides exactly four options. The intention is that option 1 is least critical, 

while option 4 indicates the highest possible level of criticality. For example, the 

dimension “number of assets” in Ignite IPAT looks as follows: 

Dimension Number of Assets 

Description Please indicate the number of assets that will be supported by 

version 1.0 of your solution in this category. 

Options 1) 100s  

2) 10,000s  

3) 100,000s  

4) Millions 
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Version 1.0 of Ignite IPAT has approximately fifty project dimensions, which are all 

structured alike. By always using four options per dimension, Ignite IPAT aims to make 

processing the answers provided by end users easier and more flexible. 

For example, Ignite IPAT is designed to make it possible to link different technology 

choices to different dimensions and the four options they each provide, thus enabling a 

mapping between project assessment and technology recommendations. As can be seen 

in the following, this structure makes it easy in general to create rules that map Ignite 

dimensions to matchings results. 

3.1.2 IgniteWorx Result Sets for IIoT Project Setup 

The goal of IgniteWorx is to provide actionable recommendations for IIoT project 

managers, based on the individual IIoT project assessment (using the aforementioned 

Ignite project dimensions). 

For these recommendations to be as meaningful as possible for the IIoT project manager, 

the IgniteWorx design must make assumptions about which areas would be most relevant 

for an IIoT project manager. To facilitate this, the IgniteWorx design proposes the 

creation of result sets that can then be used to help group together different topics from 

different areas. As such, an IgniteWorx result set represents a cluster of possible results 

from which the IgniteWorx system can then pick the best matching elements and present 

them to the user. 

 

Figure 27: IgniteWorx result sets 

Figure 27 provides a schematic overview of how results sets are designed to work. In this 

example, four sets are defined: A, B, C, and D. Each set in this example contains a number 

of potential results. For example, result set A contains three potential results, while result 

set D contains 4. As can also be seen in the overview, the idea is now to take the results 

of an IIoT project assessment (based on Ignite project dimensions), and map the 

assessment results to different results in each set. The best matching results are then 

presented as the recommendations to the user, including B1 in this example. 
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Ideally, the combination of all matching results presented to the user would create a 

recommendation for a complete IIoT project setup. However, the key question now is 

what actually constitutes an IIoT project setup. This must be understood before a proposal 

can be made that describes how the concrete IgniteWorx results sets are to be defined. 

Today, there is no lack of generic or even software-focused project management 

frameworks. For example, in his paper “Standards and Excellence in Project 

Management—In Who Do We Trust?” Grau (2013) identifies de-facto standards (e.g. 

PMBOK, PRINCE 2, ICB 3.0), de jure standards (e.g. ISO 21.500, ISO 10.006, DIN 

69900/69901), special standards (e.g. V-Model XT, Scrum, VDA 4.3), and maturity 

models (e.g. CMMI, SPICE, OPM 3). 

However, none of these frameworks is IoT/IIoT-specific. Based on broader literature and 

Internet research following the guidance from Budgen and Brereton (2006), the following 

inputs have been considered for the construction of the idealized IIoT project setup for 

IgniteWorx: 

 PMI’s PMBOK: The Project Management Body of Knowledge (PMBOK) of the 

Project Management Institute (PMI) is one of the widely used frameworks, 

according to Grau (2013). Also, it is very well documented and easily accessible, 

which is why it was chosen as the representative from the de-facto standards. 

 V-Model XT: The V-Model XT was chosen from the group of special standards 

because it is often used for combined hardware/software projects, which is also a 

key element of IIoT projects (Rausch et al., 2005). 

 Automotive SPICE: SPICE (Software Process Improvement and Capability 

Determination) or ISO/IEC 15504 is one of the frameworks in the maturity 

models, according to Grau (2013). Here, Automotive SPICE was chosen because 

automotive is an interesting asset category within IoT (see introduction). 

 Ignite: Since Ignite was chosen as one of the foundations for IgniteWorx, it is also 

considered here. 

3.1.2.1 PMI’s PMBOK 

PMI is an international nonprofit organization for project management. According to the 

2017 annual report (PMI, 2017), PMI has more than 500,000 members and over 400 staff, 

working on standards and best practices related to project management. A key document 

of PMI is the PMBOK, the Project Management Body of Knowledge (Project 

Management Institute, 1987). The PMBOK defines a number of critical standards and 

guidelines for project management, e.g., the critical path method (CMP) and work 

breakdown structure (WBS). In addition, the PMBOK defines process groups and 

knowledge areas. Process groups are defined as initiating, planning, executing, 

monitoring and controlling, and closing. The ten knowledge areas cover topics such as 

project integration management, project scope, cost, quality, human resources, 
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communications, risk, procurement, and stakeholders. Together, the process groups and 

the knowledge areas form a matrix structure. Both process groups and knowledge areas 

refer to processes that can be mapped to the cells in this matrix (Project Management 

Institute, 1987). 

The concept of PMBOK knowledge areas is close to the basic idea of IgniteWorx result 

sets since both concepts are designed to help group together different aspects of a project 

setup in a logical way and, as such, provide a high-level structure for a complex problem 

domain. In the following, each of the ten PMBOK knowledge areas are examined for 

suitability for IgniteWorx result sets from the point of view of an IIoT project (Table 7). 

 

PMBOK Knowledge Area IIoT-specific aspects 

Project Integration 

Management 

IIoT projects must combine different disciplines, 

including embedded hardware and software, 

telecommunications infrastructure, and enterprise 

application integration. Because of this, multiple 

project workstreams with complex dependencies can 

be expected (Slama, Puhlmann et al., 2015). Project 

integration management, according to the PMBOK, 

should be helpful to improve the alignment between 

these different activities. 

Project Scope Management Given the potentially high level of complexity in an 

IIoT project, project scope management should be 

helpful. 

Project Schedule 

Management 

Given the complex dependencies between different 

IIoT project workstreams mentioned above, an 

efficient project schedule management seems key.  

Project Cost Management Project cost management for IIoT needs to combine 

many different cost factors, from hardware and 

software development to costs for 

telecommunications infrastructure used in production.  

Project Quality Management Given that an IIoT solution will potentially support 

mission critical systems and processes, efficient 

quality management seems to be essential. 

Project Resource 

Management 

The abovementioned complexity will require many 

different skills in an IIoT project, which would require 

efficient project resource management. 
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Project Communications 

Management 

The internal complexity and also the potential 

dependencies with many external stakeholders in an 

IIoT project would require efficient project 

communications. 

Project Risk Management Again, the high level of complexity potentially found 

in an IIoT project would require efficient risk 

management, taking IIoT-specific aspects into 

consideration. 

Project Procurement 

Management 

If an IIoT projects combines hardware, software, and 

telecommunications infrastructure, this requires 

efficient procurement management for these different 

solution elements. 

Project Stakeholder 

Management 

Especially if the IIoT project has transformational 

character in a large organization, efficient project 

stakeholder management seems essential (Porter and 

Heppelmann, 2014a). 

Table 7: IIoT-specific aspects of PMI PMBOK knowledge areas 

The initial analysis summarized in Table 7 indicates that the PMBOK knowledge areas 

could provide a good starting point for the definition of the IgniteWorx results sets since 

each of the ten areas seems to also be important for an IIoT project. A key question to 

answer in the following section is how to ensure that the IgniteWorx result sets are kept 

sufficiently IIoT-specific since it would not make sense to recreate the work done by PMI 

on a generic project management level. 

3.1.2.2 V-Model XT 

One of the first descriptions of a V-Model for software engineering was by Rook (1986). 

In 1997, the German government made use of its own V-Model mandatory for IT projects 

done for the government (Bund, 1997). Other governments also promote the use of a V-

Model in certain areas. For example, DOT (2007) describes the use of a V-Model for 

intelligent transportation systems in the United States. 

The basic idea of the V-Model is to extend the traditional development phases—as found, 

for example, in the waterfall model—with additional phases for quality assurance. 

Usually, this is done by mapping each development phase onto a matching quality 

assurance phase, which results in a V-like visualization (see Figure 28). This built-in 

support for validation and verification makes it interesting for safety-critical applications.  
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Figure 28: Basic visualization of a V-Model 

 

The proximity to traditional, nonagile development processes also draws some criticism. 

For example, Balaji and Murugaiyan (2012) compares waterfall, V-Model, and agile and 

comes to the—maybe not so surprising—conclusion that the V-Model is too rigid to 

support agile projects. 

In 2005, the V-Model XT was introduced with the goal to replace the traditional V-Model 

(ITZBund, 2005). A key element of the V-Model XT is the ability to customize it so that 

it can better support different kinds of project settings. The “XT” actually stands for 

“extreme tailoring.” 

What makes the V-Model XT interesting from the IgniteWorx perspective is that it was 

specifically designed with the integration of different stakeholder perspectives in a project 

in mind. In particular, V-Model XT includes both the acquirer and supplier perspectives. 

Figure 29 provides an example of the interfaces between supplier and acquirer according 

to the V-Model XT. Because XT is designed to be extensible, this example could be 

modified based on different parameters, e.g., project type, number of suppliers, etc. For 

example, Rausch et al. (2005) describes how the V-Model XT can be used to support a 

model-driven development approach and generate development documents in 

compliance with the V-Model XT. 

 

Figure 29: Supplier/acquirer interface according to V-Model XT 
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IgniteWorx focuses on the project setup. During this phase, supplier selection usually 

takes place, including complex tender processes. IgniteWorx has the goal to support these 

processes, e.g., by supporting the creation of better-quality request for proposal (RFP) 

documents and requirement specifications. As such, the V-Model XT perspective is an 

important one in the creation of IgniteWorx. 

3.1.2.3 Automotive SPICE 

Automotive SPICE is an initiative of the Automotive SIG and the Quality Management 

Center of the German Association of Automotive Industry (VDA QMC, 2017). It is based 

on ISO/IEC 15504, software process improvement, and capability determination 

(SPICE). 

As defined in VDA QMC (2017), automotive SPICE defines a process reference model 

and a process assessment model. The process assessment model is designed to support 

the assessment of the process capability for the development of embedded automotive 

systems. It was developed in accordance with the requirements of ISO/IEC 33004. The 

process reference model groups the main processes supported by automotive SPICE into 

different primary and secondary categories, as shown in Figure 30. 

 

Figure 30: Automotive SPICE process reference model (VDA QMC, 2017) 

The main process categories include acquisition and supply processes, system 

engineering and software engineering, management and support processes, and processes 

to ensure reuse and process improvement. 

Automotive SPICE has been extended in a number of directions. For example, Messnarz 

et al. (2012) report about experiences with trial assessments combining automotive 
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SPICE and functional safety standards (IEC 61508, ISO 26262). Kreiner et al. (2013) 

writes about adding Six Sigma to support a holistic view for process improvements. 

Since embedded development is potentially a key part of an IoT/IIoT project, automotive 

SPICE provides valuable input for this perspective in the development of IgniteWorx. 

3.1.2.4 Ignite 

The Ignite project management methodology (introduced in section 1.4.2.1, Ignite), is the 

main methodology artifact created as part of the Enterprise IoT book (Slama, Puhlmann 

et al., 2015), providing a holistic view on IoT project management. 

Ignite examines the entire project lifecycle, including the planning (“plan”), 

implementation (“build”), and operations (“run”) of an IoT solution. Furthermore, Ignite 

combines the perspective of the asset design and manufacturing with that of the IoT 

solution lifecycle, as shown in Figure 31. 

 

Figure 31: IIoT project workstreams proposed by Ignite 

 (Slama, Puhlmann et al., 2015) 

Ignite breaks down the main elements of an IoT project into a set of workstreams. These 

match the typical architecture of an IoT solution because how organizations are structured 

has a strong impact on any systems they create, according to Conway`s Law, as described 

in Brooks (1975). 

The main workstreams described in Ignite include project management, cross-cutting 

functions, solution infrastructure and operations, backend services, communication 

services, on-asset components, and asset preparation. 

The goal of Ignite is not to provide detailed descriptions of each of these individual 

workstreams but rather a holistic overview of the main workstreams involved in an IoT 

project and how they must be synchronized. For example, the Ignite on-asset component 
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workstream would have a strong correlation to automotive SPICE (as described in the 

previous section) since the latter deals with embedded hard- and software, which is a 

typical on-asset component. However, automotive SPICE mainly focuses on exactly this 

and is not looking at other required aspects of an IoT project, e.g., the connectivity of the 

on-asset component to the backend, or the backend solution itself. However, in IoT 

solutions, this is essential. In many cases, design decisions must be made from such a 

holistic perspective, e.g., when deciding how to distribute data and services between the 

asset and the backend (Slama, Puhlmann et al., 2015). 

3.1.2.5 Proposed Structure for IgniteWorx Result Sets 

The analysis of the different frameworks available today has led to the conclusion that 

there is no single framework that provides a truly holistic view on the ideal setup of an 

IoT/IIoT project. However, each of the frameworks previously analyzed can provide 

significant input for such an approach. Consequently, it is recommended that the design 

of the IgniteWorx results sets takes the following into consideration from the frameworks 

analyzed above: 

 PMI’s PMBOK: The ten PMBOK knowledge areas are a blueprint for the results 

set concept. PMI introduced this concept to provide a structuring mechanism for 

the different aspects of a generic project. This thesis proposes to apply this basic 

idea to the area of IoT/IIoT. Also, similar to the PMBOK approach, it is 

recommended to keep the initial number of IgniteWorx result sets to 10, in order 

to provide a good balance between completeness and manageability. 

 V-Model XT: The support from the V-Model XT for a clear (and customizable) 

definition of the interfaces between acquired and supplier is an important 

inspiration for IgniteWorx to consider since the latter focuses on the project setup 

phase, which is essential in shaping the future interfaces between acquirer and 

suppliers. 

 Automotive SPICE: The automotive SPICE process model provides a solid 

blueprint for the required activities of embedded systems development, potentially 

a key activity in an IoT project. 

 Ignite: The Ignite methodology takes a more holistic view of the different 

workstreams required by an IoT project, including on-asset components, 

communication, and backend services. This is valuable structural input for the ten 

results sets defined in the following. 

Considering these overall design decisions, the following table provides a high-level 

overview of the proposed IgniteWorx result sets, including a short description and some 

background information about why this particular result set is recommended. 
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IgniteWorx 

Result Set 

Description/Goals Motivation 

A: Project 

Management 

Methodology 

Which project 

management 

methodology is most 

suitable for the IoT 

project? 

The choice of project management 

methodology (e.g., agile versus 

waterfall) has a strong impact on the 

project and must be carefully considered 

during project setup. See Ignite. 

B: Solution 

Design 

Which design patterns 

would best support the 

IoT project? 

Reuse of proven design patterns can help 

to significantly reduce project risks. For 

example, automotive SPICE includes 

dedicated process definitions for 

solution design and reuse. 

C: Technology 

Selection 

Which technologies 

would be most suitable 

for the IoT project? 

Since IoT is still an emerging paradigm, 

technology selection is a critical success 

factor. See also ACQ in automotive 

SPICE. 

D: Resource 

Acquisition 

What types of resources 

would the project need? 

Identified by both PMI and automotive 

SPICE as essential. Must be tailored to 

the needs of an IoT project. 

E: Cost 

Estimate 

What needs to be 

considered for the cost 

estimate? 

Essential part of the acquirer/supplier 

relation, as defined by V-Model XT. 

F: Risk 

Management 

Which are the most likely 

risks this IoT project is 

facing? 

Key element of PMI PMBOK; must be 

tailored for needs of IoT projects. 

G: Trust and 

Security 

Which aspects need to be 

considered from a trust 

and security perspective? 

Key element of IIC’s Security Maturity 

Model (IIC, 2018c); also essential in 

automotive SPICE. 

H: Reliability 

and Resilience 

Which aspects need to be 

considered from a 

reliability and resilience 

perspective? 

Very important aspect for mission-

critical IoT solutions; must be 

considered from the beginning (Taft, 

2017).  

I: Verification 

and Validation 

Which aspects must be 

considered from a 

verification and 

validation perspective? 

See SYS and SUP.2 in automotive 

SPICE. 
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J: Service 

Operations 

Which aspects must be 

considered from a service 

operations perspective 

(e.g., call center and field 

services)? 

Aftermarket services must already be 

considered during solution design 

(Porter and Heppelmann, 2014a). 

These ten results sets are the first design proposal, based on the analysis of the 

frameworks from the previous section, plus additional inputs (see individual references). 

Figure 32 provides an overview of how the proposed IgniteWorx results sets map to the 

main Ignite workstreams. 

 

Figure 32: Proposed project setup for IgniteWorx result sets 

Since the result sets are a key artifact of this research project, they are discussed in more 

detail in section 3.2. Also, following the design sciences approach described by Peffers 

et al. (2007) and used as the foundation for this thesis, this initial design proposal must 

be evaluated during the evaluation phase of this research project. This is documented in 

section 5.7.2. 

3.1.3 IgniteWorx Rules 

The third main artifact of IgniteWorx are the IgniteWorx rules required to identify the 

best matching project setup for an IIoT project, based on the results of the project 

assessment. This means the IgniteWorx rules are the link between the Ignite project 

dimensions and the IgniteWorx result sets.  

In the following, the matching mechanisms in general are discussed, followed by a 

concrete example, and a discussion of the matching mechanics. 

3.1.3.1 Mappings Based on IgniteWorx Rules 

The IgniteWorx rules provide a mapping between two perspectives. The first perspective 

is defined by the Ignite dimensions, the foundation of the project assessments. In Ignite, 
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project dimensions are clustered into five categories: assets and devices, communications 

and connectivity, backend services, standards and regulatory compliance, and project 

environment. Each category contains a number of project dimensions used to assess a 

specific part of the IIoT project. There are approximately fifty project dimensions in 

Ignite 1.0. 

 

Figure 33: IgniteWorx rules mappings 

The second perspective is represented by the IgniteWorx result sets, as defined in the 

previous section. There are ten result sets in the initial proposal. Figure 33 provides an 

overview of the mapping between these two perspectives. In the current setting, there are 

potentially 10x50=500 intersections in the resulting matrix. This means that there are 

potentially 500 rule definitions required for an implementation of IgniteWorx. This thesis 

only provides a set of selected examples for these. To efficiently manage such a large 

amount of content, an online version of IgniteWorx is required, as is shown, for example, 

in section 4 of this thesis. 

3.1.3.2 Example 

In the following, project management has been chosen as one of the ten IgniteWorx result 

sets to help illustrate the concept. It should be noted that section 3.2.1 provides a more 

detailed analysis of this topic. For the purpose of this initial discussion, it is assumed that 

the result set has four potential results:  

 Agile: To be recommended for small IoT project teams with solid technical and 

domain-specific/functional skills. Also only to be recommended if there are no 

serious limitations with respect to software updates. 
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 Scaled Agile: To be recommended for large projects with a high level of business 

complexity and no stable requirements.  

 Waterfall: Large project, complex stakeholder environment, development of 

stable requirements is a key goal. 

 V-Model: Large project, regulatory requirements imply a strong focus on 

verification and validation. 

Figure 34 provides an overview for how such a structure can look. In this case, it is a 

matrix with two dimensions: on the X-axis are different options from the project 

management result set; on the Y-axis are different examples from the Ignite project 

dimensions (not all have been listed for this specific example). 

 

Figure 34: Example of rules mappings 

In the cells that represent the mapping between a result set element and a project 

dimension, an arrow goes either up or down. Each arrow represents an instance of an 

IgniteWorx Rule. An up arrow indicates that the matching is relevant if the dimension 

has been rated as high for the project at hand. A down arrow indicates the matching is 

relevant if the dimensions has been rated as low. Each rule is structured as follows: 

IF (Dimension IS HIGH / IS LOW) THEN RELEVANCE OF (Result) INCREASES 

Or, using an example from Figure 34: 

IF (Complexity of Asset IS HIGH) THEN RELEVANCE OF (Scaled Agile) INCREASES 

3.1.3.3 Matching Algorithm 

The matching algorithm should use the rule definitions as follows:  

 For each element in each result set, the algorithm must iterate over all related 

project dimensions to pick the best matching result for a given project assessment. 
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 Since project dimensions are structured so that each dimension offers exactly four 

options, it is easy to determine if a project is allocating a high or low relevance to 

a particular dimension. 

 This information can be used to check for each dimension: 

o If a project has indicated that the currently evaluated dimension is ranked 

as high for the project, and there is a rule that indicates a matching result 

is relevant if this is the case, then the relevance of the result is increased. 

o For low, the same instruction must be repeated with the inverse logic. 

 For each result, the number of matching dimensions with a high relevance are 

counted; the one with the highest count in a given result set should be 

recommended. 

This basic algorithm should be straightforward to implement. However, it should be 

anticipated that manual creation of the rules will require significant thought and 

experience, as well as working to balance out the number of rules assigned to different 

result set elements to create relevant results. Such work requires good online tool support, 

which is why this thesis does not provide a full set of IgniteWorx rule definitions but 

rather implements examples, such as the one presented in section 4.1. 

3.2 Content Details: Result Sets 

Section 3.1 introduces the three key artifacts of IgniteWorx: Ignite dimensions, results 

sets, and rules. Based on the research described in section 3.1.2, a proposal for an initial 

setup including ten result sets is made in section 3.1.2.5 (“Proposed Structure for 

IgniteWorx Result Sets”). 

This section looks at each of the proposed ten result sets in detail. The goal is to specify 

them to a level of detail where an implementation of IgniteWorx can use them as a starting 

point for bootstrapping the initial content of the system. The proposal in this thesis should 

be sufficient to provide concrete guidance for the initial setup of an IgniteWorx system; 

ideally, it can be combined with an existing IoT knowledge base such as described in the 

example in section 4.1. 

The approach taken in this section is based on the following methods: 

 Literature research, based on the proposal from Budgen and Brereton (2006), who 

describe a process for “Performing Systematic Literature Reviews in Software 

Engineering” 

 Reviews of initial research results with subject matter experts, following guidance 

provided by US General Accounting Office (2006), Dick (2002), and McNamara 

(2009) (Two subject matter experts were selected for the review of this section 

based on their general experience in project management, as well as their 

experience with IoT projects.) 
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 Use of the material as foundation for a lecture and review with university students 

at the IIC Winter School 2019, hosted by Ferdinand Steinbeis Institute 

The assumption is not that the results presented in this section are already validated 

according to scientific standards. As outlined in section 2.7 (“Constraints and Assumed 

System Evolution”), the assumption is rather that a system like IgniteWorx will evolve 

over time, incorporating feedback from real-world projects and expert users for validation 

purposes. In the scope of this thesis, a number of measures are described to support this 

process: 

 Section 5 (“Evaluation”) describes a cross-case study based on four concrete 

projects, which is designed to evaluate the initial version of IgniteWorx, including 

the result sets concept. This is part of iteration I of the research process followed 

by this thesis. 

 Iteration II proposes an extension to the initial IgniteWorx system, which 

specifically allows to capture user feedback on the recommendations created by 

the system, including results sets, individual results, and the rules used to derive 

the concrete recommendations. 

Hence, the content described in this section is intended as helping to bootstrap an 

IgniteWorx system, which then undergoes continuous content review and optimization 

by end users and systems administrators. 

To support this process of bootstrapping the results set definitions of an IgniteWorx 

system, this section uses the following structure for each result set subsection: 

 Overview: The overview provides a short summary of the state-of-the-art research 

and industry practices for the given practice area of a result set. 

 IoT Perspective: This part builds on the general practices and evaluates them from 

the point of view of an IoT project. The goal is to identify concrete, IoT-specific 

practices that can feed into the definition of result candidates. 

 Result Candidates: This part takes the input from the overview and the IoT 

perspective and defines candidates for actual results in a given result set. As 

discussed above, these are candidate recommendations that must then be further 

refined and reviewed throughout the evolution of an IgniteWorx instance. 

 Matching Considerations: As outlined in section 3.1.3.3 (“Matching Algorithm”), 

IgniteWorx requires a matching algorithm that maps the different Ignite 

dimensions to potentially relevant results from the result sets. This algorithm is 

based on a set of rules that describes relevant matches. Each result set proposal 

includes a discussion of considerations for such matches. 

The following section applies the above structure to each of the ten initial result sets 

proposed for IgniteWorx: project management methodology, solution design, technology 
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selection, resource acquisition, cost estimate, risk management, trust and security, 

reliability and resilience, verification and validation, and service operations. 

3.2.1 A: Project Management Methodology 

The first result set in IgniteWorx is designed to support the selection of a suitable project 

management methodology (PMM) that best fits the specific characteristics of the IoT 

project being considered. This is important because the choice of a suitable PMM can 

potentially have a big impact on the project’s success. For example, in “The impact of 

project methodologies on project success in different contexts,” Joslin and Müller (2014) 

conclude that “the application of a PMM account for 22.3% of the variation in project 

success.” 

3.2.1.1 Overview 

Decades of research have been devoted to creating new PMMs and comparing existing 

ones. The number of generic and IT-specific PMMs and variations can be overwhelming. 

Empirical studies like that of White and Fortune (2002) have been designed to “capture 

the ‘real world’ experiences of people active in project management.” Rehman and 

Hussain (2007) provide a comparative approach to PMMs. 

As discussed in section 3.1.2, Grau (2013) identifies de-facto standards (e.g. PMBOK, 

PRINCE 2, ICB 3.0), de jure standards (e.g. ISO 21.500, ISO 10.006, DIN 69900/69901), 

special standards (e.g. V-Model XT, Scrum, VDA 4.3), and maturity models (e.g. CMMI, 

SPICE, OPM 3). 

In the IT and software world, a number of important PMMs have been established over 

the last several years (Mahalakshmi and Sundararajan (2013); Rehman and Hussain 

(2007)): 

 Waterfall: Especially large, multi-stakeholder projects typically rely on elaborate 

and detailed specifications that lend themselves to waterfall-like project 

structures. West et al. (2011) even claim that “Water-scrum-fall” is still the reality 

of agile for most organizations today. 

 V-Model: As introduced in section 3.1.2.2, V-Model is often used in projects with 

high regulatory requirements because it combines a waterfall-like approach with 

a built-in verification and validation approach. V-Model XT allows for easier 

customization to fit specific project needs. 

 Agile: Agile software development allows requirements and the corresponding 

implementation to evolve over time, supported by a collaborative effort of self-

organizing and cross-functional teams. A popular example of an agile PMM is 

SCRUM, which is specifically designed for smaller teams that work on time-

boxed iterations called “sprints.” 
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 Scaled Agile: There are a number of PMMs specifically designed to apply the 

concepts of agile development to larger teams or even multiple teams. Examples 

include scaled agile framework (SAFe), large-scale scrum (LeSS), scrum of 

scrums, and Scrum@Scale. 

 Iterative/Agile V-Model: Practitioners like Sami (2018) propose combining V-

Model and agile (at least the iterative aspects of it) to fulfill the needs of both 

verification/validation and agile project requirements. 

 DevOps: Especially in large organizations, development and operations teams are 

still often separate organizations, potentially causing huge problems and 

inefficiencies. Building on Lean and agile practices, DevOps addresses this issue 

by combining end-to-end automation in software development and delivery (Ebert 

et al., 2016b). 

 In-house project management methods and ad hoc PMMs: According to White 

and Fortune (2002), the number of projects that only use a very limited number of 

the available PMM tools or customized in-house best practices should not be 

underestimated. 

3.2.1.2 IoT Perspective 

As was discussed in section 1.4.2 (“Lack of established IIoT Project Management 

Methodologies”), there are currently no well-established PMMs with a specific focus on 

IoT. Ignite (Slama, Puhlmann et al., 2015) and the IoT methodology (Collins, 2014) could 

be potential starting points. 

 

Figure 35: Applying Ignite concepts to SAFe (Slama, Durand et al., 2015) 
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Slama, Durand et al. (2015) describe how key concepts of Ignite could be applied to SAFe 

(Leffingwell, 2016) as an example of scaled-agile PMMs. As shown in Figure 35, the 

basic idea is to apply the IoT workstreams identified by Ignite to teams in SAFe. Sprint 

durations can be varied, depending on whether a team is working on hardware or 

software. The SAFe agile release train concept ensures that the outputs from the Ignite 

workstreams are integrated in regular intervals. 

 

Figure 36: Iterative V-Model and IoT DevOps 

Based on the analysis from section 1.2, many IoT projects, and especially IIoT projects 

with a more industrial focus, will have quite significant requirements for verification and 

validation, which would lend itself more toward a V-Model-based approach. This could 

be addressed by the proposal from Sami (2018) and others to combine the V-Model with 

the incremental approach of agile PMMs. However, this would still not address a second, 

important specific of IoT projects: In IoT, one has to assume that there will be appliances 

or assets in the field, running embedded and connected software. This poses a challenge 

from a DevOps point of view since the DevOps concepts can address traditional 

development projects, including on-premise deployments as well as cloud deployments. 

However, to also support DevOps for assets in the field, the project must support over-

the-air updates (OTA). The OTA infrastructure and processes must be integrated, both 

with the verification and validation processes as well as the iterative development. In 

particular in industries like automotive, management of larger test fleets in this context, 

with more regular updates as well as serial production with fewer updates, must be 

considered. The overall idea for combining V-Model, iterative development, and OTA 

into one integrated solution is depicted in Figure 36. This is a new concept that has not 

been validated beyond the initial description of the idea in this thesis. 

3.2.1.3 Result Candidates and Matching Considerations 

Table 8 provides an overview of potential candidates for the first result set—project 

management methodology. These candidates are derived from the research presented in 

the previous two subsections and summarized here for completeness. As described in the 
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introduction of this section, they are neither validated nor complete. The intention is that 

they can help in serving to bootstrap the content of an actual IgniteWorx instance, e.g., in 

combination with an existing IoT knowledge base. 

Result Set A: Project Management Methodology 

# Result Name Description and Matching Considerations 

A.1 Ad-Hoc/IoT This could be the minimal definition of a company-

specific PMM, with IoT specifics taken into 

consideration (e.g., extending standard testing 

procedures to include field tests for IoT appliances). 

A.2 SCRUM/IoT For small IoT project teams, a standard agile PMM 

could be used as the foundation, potentially combined 

with elements from an IoT methodology like the IoT 

methodology (Collins, 2014). 

A.3 Scaled Agile/IoT For larger IoT projects, an approach as described by 

Slama, Durand et al. (2015) could be recommended, 

e.g., combining SAFe and IoT, as described in Figure 

35. 

A.4 Waterfall/IoT For large IoT projects with many complex stakeholder 

dependencies, the traditional waterfall approach might 

be the best solution since it will eventually require the 

development of stable requirements as the main 

contract among all stakeholders. 

A.5 V-Model/IoT For larger IoT projects with strong regulatory 

requirements and stable requirements, V-Model (or V-

Model XT) with extensions for IoT could be 

recommended. 

A.6 Agile V-Model/IoT Similar to A.4, but for projects with less stable, 

continually evolving requirements: combined V-Model 

with an iterative approach. 

Table 8: Result Set A—project management methodology 

3.2.2 B: Solution Design 

The second result set in IgniteWorx is designed to support the selection of a suitable 

approach for defining the IoT solution design. This assumes that IgniteWorx is typically 

used after creation of the initial business architecture but before the start of the 

implementation phase (see section 2.1, “Support for IIoT Project Setup Phase”). 
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3.2.2.1 Overview 

There are number of different methodologies explicitly supporting solution design, 

including rational unified process (RUP and RUP-SOA), Microsoft solutions framework 

(MSF), IBM’s service-oriented modeling and architecture methodology (SOMA), and 

model-based system architecting and software engineering (MBASE). Reyes-Delgado et 

al. (2016) provide a good overview of strengths and weaknesses of the different 

approaches. 

 

Figure 37: Aspects of Solution Design 

There seems to be no industry-wide consensus of what exactly encompasses solution 

design. However, most approaches agree that solution design has to support the mapping 

of the higher-level business requirements to a holistic solution architecture which then 

serves as the foundation for the detailed software design and implementation. Depending 

on the methdology or framework chosen, the process and the details of the solution 

architecture differ. Based on Reyes-Delgado et al. (2016) and others, typical viewpoints 

of the solution architecture include functional design, UI/UX design, 

componentization/SOA and technical architecture, as shown in Figure 37. 

A good example for a holistic, multi-view architecture development method is provided 

by the open group architecture framework (TOGAF): TOGAF defines the so-called 

architecture development method (ADM). TOGAF’S ADM can also be combined with 

TOGAF’s SOA reference architecture (Alwadain et al., 2013). Given that many IoT 

applications must be seen in the context of an enterprise’s existing application landscape, 

this could be an interesting starting point. 

Figure 38 provides an overview of TOGAF ADM. At the center of the process are 

requirements, which are seen as driving the entire process. Key artifacts of TOGAF ADM 

include business architecture, information systems architecture, and technology 

architecture. These are supported by processes like migration planning, architecture 

change management, and so on. 
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Figure 38: Architecture development method according to TOGAF 9 

In McSweeney (2014), a structured approach to solution design is described, which is 

derived from TOGAF. This approach defines the following viewpoints for a holistic 

solution design, with requiremnts at the center: 

 Business view: context (business environment, resources, skills, products, 

services, value chain, processes), purpose, characteristics 

 Functional view: context (related systems, operational processes), stakeholders, 

characteristics 

 Data view: context, entities, roles, interfaces, characteristics 

 Technical view: context, structure (system structure, 

hardware/software/data/integration-infrastructure), operation, development, 

characteristics 

 Implementation view: context, artifacts/products, execution, characteristics 

 Management and operations view: context, operational processes, support, 

operations, characteristics 

An important concept that helps to align the different viewpoints typically found in 

solution design is called capability modeling. For example, Loucopoulos et al. (2015), 

describe how capability modeling can help align the business and user context with the 

technology, service, and operational viewpoints. An emerging discipline is capability-

driven development (CDD). See Bña (2015) for an overview. España et al. (2014) 

provides a case study that combines CDD and SOA. Use of capabilities for IT/business 

alignment using SOA is also supported by TOGAF 9 (see TOGAF (2009)). 



Design and Development I 80 

Service-oriented architectures (SOA) are a well-defined and widely used concept for 

solution design (e.g. Krafzig et al. (2005)). SOA-specific solution design methods like 

SOMA are well documented (Arsanjani et al., 2008). Micro-services are a widely 

established concept for supporting the implementation viewpoint (Newman, 2015). 

3.2.2.2 IoT Perspective 

As was discussed in the previous section, many solution design approaches rely on 

solution architecture frameworks with multiple viewpoints to capture the various aspects 

of the solution design. A number of corresponding IoT and IIoT reference architectures 

have been defined and published by academics, nonprofit organizations, and companies 

offering IoT technologies. 

For example, the IIC has published the IIRA (Industrial Internet Reference Architecture), 

which defines four viewpoints for an IIoT solution (Lin et al., 2015): business viewpoint, 

usage viewpoint, functional viewpoint, and implementation viewpoint.  

 The business viewpoint describes the business vision and objectives for the IIoT 

solution 

 The usage viewpoint describes the expected usage of the IIoT solution from the 

point of view of human or machine users 

 The functional viewpoint describes the structure, interfaces, and interrelations 

between the components of the solution, as well as interactions with external 

components 

 The technical viewpoint describes the technologies and system components 

required for implementing the solution. It also defines a number of IIoT 

architecture patterns, including gateway-mediated edge connectivity, layered 

databus architecture pattern and three-tier architecture 

On a similar level of abstraction, the Internet of Things—Architecture (IoT-A) defines an 

IoT domain model (Bauer et al., 2013), which includes an IoT information model and an 

IoT functional model (which includes an IoT communication model and an IoT trust, 

security, and privacy model). 

Commercial IoT vendors such as Microsoft have also defined IoT reference architectures. 

These tend to focus only on the technology viewpoint and only from the point of view of 

the particular vendor. For example, the Microsoft Azure IoT Reference Architecture 

(Microsoft, 2018) uses a Lambda architecture pattern as the foundation, including real-

time and batch processing of IoT data. This pattern is then mapped to a number of 

different, Microsoft-specific technologies for IoT device management, stream processing, 

machine learning, etc. 

A number of papers and blog entries describe generic IoT design patterns. S. Qanbari et 

al. (2016) provides some edge-computing focused patterns. Reinfurt et al. (2016) offer 
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three patterns, including “device shadow” and “device gateway.” Javeri (2018) provides 

an overview of event-driven architecture patterns for IoT. 

IoT-specific reference architectures and supporting design patterns are providing a 

structure for capturing the various aspects of IoT solution design. However, they typically 

don`t provide a process for actually deriving the solution design from the requirements. 

However, there are at least two methodologies which are supporting an IoT-specific 

solution design process. 

First, the IoT methodology (IOTM) should be considered (Collins, 2014). IOTM suggests 

an IoT lifecycle based on three phases: brainstorming, build, and tune. See section 1.4.2.2 

(“The IoT Methodology”) for a summary. IOTM proposes to summarize the solution 

design on a single canvas, including areas for things, end points, middleware, data model, 

connectivity, IoT services, apps, and users. Figure 39 provides an example of an IOTM 

canvas. 

 

Figure 39: IoT canvas mapping example according to Collins (2014) 

Second, the Ignite methodology defines an approach for IoT solution design, based on 

three phases (Slama, Puhlmann et al., 2015), as shown in Figure 40: 

 Analysis, Projections, and Planning: This phase creates a number of artifacts 

designed to refine the business requirements, validate them on-site, create a high-

level solution sketch, analyze the nonfunctional requirements using Ignite 

dimensions, create a forecast based on a quantitative model (e.g., for number of 

assets to be supported), and, finally, offer a high-level milestone plan. 

 Functional Design: The functional design combines traditional elements of an IT 

solution design (e.g., process maps, use cases, UI mockups, data-centric domain 

models, and SOA landscape) with a more IoT-centric perspective (using a so-

called asset integration architecture). 
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 Technical Design: The technical design combines software architecture with 

technical architecture and the design of the IoT-specific hardware (sensors, 

gateways, antennas, etc.). 

 

Figure 40: Ignite approach for IIoT solution design 

Third, an approach should be considered that combines capability-driven design (CDD), 

service-oriented architecture (SOA), and IoT. The combination of capability modeling 

and SOA is described, for example, in TOGAF 9 (TOGAF, 2009). Adding the IoT 

perspective could result in an approach as described in Figure 41; requirements are 

derived from the IoT business model architecture (IIC, 2018b). The CDD approach is 

used to map requirements to capabilities and eventually to support IoT services (IoT 

functional architecture). Considering the IoT-specific distributed architecture, functional 

IoT services are mapped to technical components either in the IoT backend or the 

fog/edge tier. Making this differentiation is important. IoT has—like any distributed 

system architecture—typical constraints related to bandwidth, latency, etc. However, 

while most modern distributed architectures for Internet-based or enterprise applications 

assume relatively high bandwidths and low latencies, IoT systems must be designed based 

on the assumption that bandwidths can be low and latencies can be high at times or that 

the asset might even be offline for extended periods of time (e.g., a vehicle driving 

through a tunnel or in a garage). Taking these IoT-specific design challenges into 

consideration would be supported by the CDD/SOA for IoT approach described in Figure 

41. Again, this is not a scientifically validated approach but only a proposal to be further 

validated using the long-term validation features built into IgniteWorx (see especially 

Iteration II, section 6). 
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Figure 41: Combining CDD and SOA for IoT solution design 

3.2.2.3 Result Candidates and Matching Considerations 

Result Set B—Solution Design is actually broken down into two categories: 

 Solution Design Methods: Depending on the IoT project characteristics, one of 

these methods should be chosen. 

 Architecture Design Patterns: One of these patterns from the technical viewpoint 

could also be recommended as the technical target architecture. This could be 

input to the solution design method. For the moment, mainly the IIC patterns have 

been included because they seem to be the ones with the strongest industrial 

validation (through the IIC testbed program), while the other patterns listed above 

have a more academic background. 

Table 9 provides an overview of potential candidates for Result Set B—Solution Design. 

Result Set B: Solution Design 

# Result Name Description and Matching Considerations 

Solution Design Methods 

B.1.i Lightweight IoT 

Solution Design 

Method 

A lightweight IoT solution design method, such as 

IOTM (Collins, 2014), should be recommended for 

small IoT projects with a very limited functional 

complexity and small team size, as well as IoT pilot 

projects and explorative projects done in the context of 

startups. 

B.1.ii Comprehensive IoT 

Solution Design 

Method 

A comprehensive IoT solution design method such as 

the one provided by Ignite (Slama, Puhlmann et al., 

2015) should be recommended for enterprise IoT 
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projects with a moderate functional complexity and 

medium-size organizations. 

B.1.iii Enterprise IoT 

Solution Design 

Method 

For larger enterprise IoT projects with a higher degree 

of functional complexity and a sizeable team, an 

enterprise IoT solution design method should be 

applied. An example could be the DCC/SOA/IoT 

approach summarized above (see Figure 41). 

Architecture Design Patterns (Technical Viewpoint) 

B.2.i Gateway-Mediated 

Edge Connectivity 

(IIC) 

This pattern could be recommended to IoT projects 

with high processing requirements in the fog/edge tier. 

This could be indicated, for example, by the Ignite 

dimensions “assets and devicesprocessing 

powerlocal business logic” and “local event 

processing.” 

B.2.ii Layered Databus 

Architecture Pattern 

(IIC) 

This pattern could be recommended to projects with a 

high level of heterogeneity of the asset in the field, as 

indicated by the Ignite dimension “assets and 

devicesgeneralheterogeneity of the asset.” 

B.2.iii Three-Tier 

Architecture (IIC) 

This pattern could be recommended to projects with a 

high level of complexity in the asset (“assets and 

devicesgeneralcomplexity of the asset”), as well 

as a high level of business complexity in the backend 

(“backend servicesgeneralbusiness complexity”). 

B.2.iv Lambda Architecture The Lambda architecture pattern (Hasani et al., 2014) 

supports backend data management for both batch and 

real-time analytics, a requirement often found in IoT 

projects (Din and Rubio, 2016). 

Table 9: Result Set B—solution design 

It should be noted that the functional complexity required to recommend a suitable 

solution design method could be mapped to the Ignite dimension “backend 

servicesgeneralbusiness complexity. For “team size,” no such dimension currently 

exists in the Ignite dimensions. This would be a requirement for the next version of Ignite, 

as described in the appendix (see section 12.1). 
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3.2.3 C: Technology Selection 

The third result set in IgniteWorx is designed to support the IoT project team in the 

technology selection process. This is a process that must be closely aligned with the 

solution design process (see section 3.2.2) and the resource acquisition process (see 

section 3.2.4). In case of an IoT turnkey solution or an IoT COTS solution (as described 

in section 3.2.4), the selection of the underlying technology will be typically done by the 

external supplier. 

3.2.3.1 Overview 

Technology selection is a strategically important process, which unsurprisingly has been 

widely researched. For example, Durrani et al. (1998) describe a formalized approach to 

technology acquisition in the context of product development, including a staged process 

for technology identification, a methodology for technology acquisition, and a decision-

making process for sourcing the technology. 

Especially in large, global corporations, the technology selection process for an individual 

project often must be seen in the context of the larger organization. D. Granstrand et al. 

(1992) look at external technology acquisition in large, multi‐technology corporations. 

For the project manager, it can be challenging to manage these additional, project-external 

dependencies. Being able to communicate and justify technology selection decisions by 

using a formal selection process is often very important in larger organizations. Chan et 

al. (2000) describe a formal evaluation methodology for technology selection. 

Shehabuddeen et al. (2006) report on the challenges involved in operationalizing a 

technology selection framework. 

3.2.3.2 IoT Perspective 

Depending on the required capabilities and other factors identified in the solution design 

process, technology selection in IoT can include a multitude of different technology 

segments. Figure 42 provides an overview based on the work done by Slama, Puhlmann 

et al. (2015). 
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Figure 42: IoT Technology stack (Slama, Puhlmann et al., 2015) 

The first technology area described here relates to gateways and edge devices. This can 

include different standardized or custom sensors and actuators, devices, and gateways. 

Also, it usually includes embedded operating systems and application container 

platforms. Local communication services can be required, e.g., to enable wireless 

communication from the sensors to the gateways. 

The second technology area includes wide-area communication networks. These can be 

the normal mobile phone networks, satellite networks, or specialized IoT networks that 

have been optimized for low battery consumption to enable portable IoT devices.  

The third technology area includes data and process management, such as data analytics, 

artificial intelligence and machine learning, event processing, and stream analytics. These 

traditional backend technologies can now also often be found on embedded appliances in 

the field (fog/edge computing). 

Next are technologies for user interaction, which can play a big role in IoT. This includes 

not only web and mobile application frameworks but can also include hardware and 

software for human-machine interaction (HMI), which is built directly into the IoT 

appliances. 

Security often also requires use of advanced technologies, e.g., for encryption, certificate 

management, etc. In IoT, hardware security also often has to be considered to prevent 

tampering with IoT appliances, e.g., through technologies like trusted platform module 

(TPM) or similar approaches. 

Finally, many IoT projects also use standardized platforms. These can be normal 

application platforms (cloud or on-premise) without any IoT-specific features. However, 

projects can also choose specialized IoT platforms that provide additional features like 

built-in device management, device registries, over-the-air updates (OTA), etc. Many 

platforms also support specialized IoT communication middleware, supporting a variety 

of specialized IoT messaging protocols. Furthermore, some advanced IoT architecture 
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patterns such as the aforementioned layered databus architecture pattern can benefit from 

advanced communication middleware, e.g., based on standards like the data distribution 

service (Pardo-Castellote, 2003). 

Another important enabling technology for many IoT projects consist of localization 

technologies, which enable 2D or even 3D localization of IoT devices. These typically 

vary widely in cost and localization precision. 

Not shown in Figure 42 but also often very important can be specialized IoT testing 

platforms, designed to support testing of complex IoT setups in the lab before performing 

more expansive field tests. 

3.2.3.3 Result Candidates and Matching Considerations 

The following describes candidates for a result set for technology selection. It is clustered 

into areas modeled after the overview described in Figure 42. An IgniteWorx 

implementation could choose to recommend one result from each area or only the best 

matching results. Also, the list below does not go down to the level of individual products, 

which would be difficult in a research project like this. 

 

Result Set C: Technology Selection 

# Result Name Description and Matching Considerations 

Gateways and Edge Devices 

C.1.i Off-the-Shelf 

Gateways and 

Sensors 

Should be considered if an off-the-shelf solution is 

available and fits the project’s needs. 

C.1.ii Custom Gateways 

and Sensors, 

Externally Sourced 

This will better support specialized requirements but 

also drive project costs up. External sourcing should be 

considered if no suitable internal manufacturing 

capabilities are available. 

C.1.iii Custom Gateways 

and Sensors, Self-

Manufactured 

This approach will usually only be chosen for highly 

standardized, large-volume IoT appliances. 

C.1.iv Gateway-less 

Sensors 

This approach can be chosen if sensors can 

communicate with existing infrastructure, e.g., mobile 

phones or WiFi. 

M2M / IoT Communication Services 
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C.2.i Public WiFi 

Infrastructure 

Often chosen in smart home IoT projects or similar use 

cases (Li et al., 2011). 

C.2.ii Mobile network (2G, 

3G, 4G, 5G) 

Applicable for IoT solutions where the standard 

mobile networks are sufficient in terms of cost, 

availability, and battery consumption of the IoT 

appliances. 

C.2.iii Mobile Virtual 

Network Operator 

(MVNO) 

Can be chosen to optimize global coverage and 

performance of the mobile network for the IoT solution 

(Byun et al., 2017). 

C.2.iv Specialized IoT 

Network (LPWAN) 

Specialized IoT networks, such as LoRA, NB-IoT, 

Cat-M, Cat-NB, and Wi-SUN, or proprietary solutions 

such as Sigfox are usually chosen for low-cost, low-

battery-consumption IoT solutions. Global availability 

can be an issue (Bardyn et al., 2016). 

Data and Process Management 

C.3.i IoT Analytics Tool Used to support aggregated analytics of IoT data, e.g., 

for IoT usage reports, real-time dashboards, asset 

performance statistics, and threshold visualization 

(Marjani et al., 2017). 

C.3.ii AI/ML Tool Used for advanced IoT uses cases, often involving 

predictive or preventive maintenance (Mahdavinejad 

et al., 2018). 

C.3.iii Event Processing 

Tool 

Used to support use cases that require real-time 

reactions to IoT events (Zhang et al., 2014). 

C.3.iv Stream Analytics 

Tool 

Used to identify patterns in IoT data in real time, e.g., 

for anomaly detection (Yang, 2017). Often requires 

support from specialized time series databases for 

efficient data management. 

C.3.v BPM or Case 

Management 

Used to manage the events from IoT devices on the 

process level, e.g., to coordinate customer interactions 

(Meyer et al., 2013). 

User Interaction 

C.4.i Integrated Web and 

Mobile Development 

Framework 

Required for most IoT applications that have direct 

interaction with human users. IoT UI frameworks also 

support mapping of IoT device data to specialized UI 
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widgets, e.g., to visualize device event data and time 

series data. 

C.4.ii HMI Development 

Tool 

Usually only required if custom IoT appliances are 

designed and manufactured (Nuamah and Seong, 

2017). 

Security 

C.5.i Basic IoT Security 

Suite 

Almost all IoT solutions will require at least basic 

security, including encryption and certificate 

management (Babar et al., 2011). 

C.5.ii Advanced IoT 

Security Suite 

Advanced IoT security solutions will include support 

for dealing with DDoS attacks, virus detection, 

automatic network vulnerability checks, etc. 

C.5.iii Hardware Security Especially for projects with custom hardware 

development and high security requirements; 

specialized hardware protection will be required, e.g., 

through standards like TPM (Kinney, 2006). 

Platforms & Enablement 

C.6.i Standard DevOps 

Platform 

Basic requirement for nearly any IT project today is a 

platform that supports development and operations in 

an integrated fashion (Ebert et al., 2016a). 

C.6.ii IoT DevOps 

Platform 

Many large cloud platforms today also offer IoT 

management services. Alternatively, IoT platforms can 

be deployed and operated on-premise or on top of basic 

Cloud-PaaS offerings (Truong and Dustdar, 2015). 

C.6.iii IoT DevOps 

Platform with OTA 

Especially for IoT solutions with complex embedded 

applications deployed in the field, it could make sense 

to integrate the OTA (over-the-air) capabilities with 

the DevOps platform. This is especially true for 

solutions that are extensively tested in the field. 

Managing a test fleet that must be frequently updated 

during the development and validation cycle requires 

OTA capabilities integrated into the development 

cycle (Shavit et al., 2007). 

C.6.iv Localization 

Technology 

Some IoT solutions require localization to support 

features such as geo-fencing or location-based 

services. For outdoor usage, this can usually be 
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achieved through GPS systems. For indoor, a number 

of different technologies exist, including triangulation 

using a variety of frequencies and protocols (UWB, 

BLE, RFID, WiFi), as well as inertial approaches 

(Zafari et al., 2017). 

Table 10: Result Set C—technology selection 

3.2.4 D: Resource Acquisition 

The fourth result set in IgniteWorx is designed to support resource acquisition by ensuring 

that, during project setup, the right decisions are made to initiate and support this process. 

3.2.4.1 Overview 

Managing resource acquisitions as a well-defined process can be a key success criteria 

for any project. This includes finding the right resource acquisition strategy, as well as 

implementing it in a way that satisfies all project stakeholders, including the business and 

technology stakeholders on the project, senior management, legal, and procurement 

levels. 

From a strategic point of view, a key decision for many projects is the make-versus-buy 

decision. Especially in IT projects, this can be a complex decision process. Schwartz and 

Zozaya-Gorostiza (2003) look at different models to deal with uncertainty in information 

technology and propose the real-options approach to decide between acquisition and 

development projects. 

Jones et al. (2001) study determinants and performance impacts of external technology 

acquisition. A key aspect here is the lifecycle perspective: in the early stages of the 

lifecycle, companies often compete to develop technical standards for an industry, while 

during later stages, they are more concerned with producing the standard at the lowest 

cost. Another key issue identified is intellectual property protection. 

Once the make-versus-buy question has been answered, the actual acquisition process 

starts. If the decision was for an internal solution, available staff with the required skills 

must be identified and onboarded. If the decision was for an external solution, the next 

question usually is whether an common-off-the-shelf (COTS) solution should be 

acquired—and potentially customized—or whether the solution should be based on a 

custom development project. Badampudi et al. (2016) discuss “Software component 

decision-making: In-house, OSS, COTS or outsourcing.” In either case, an external 

solution requires running a procurement process, following the corporate procurement 

procedures and standards. 
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At the center of such an IT solution procurement process is usually a so-called request of 

proposal document (RFP, or sometimes request for quotation, RFQ), followed by a 

vendor selection process. 

Web resources like Miller (2010) provide some guidance on this process: 

 Pre-RFP Planning: It is key to already involve all stakeholders during the 

preparation of the RFP, including business and technology, purchasing, finance, 

and legal experts.  

 RFP Document: This document must not only include a very clear set of 

comprehensive requirements but also additional information like timelines and 

key milestones. 

 RFP Process: Identifying and getting potentially suitable suppliers to answer the 

RFP requires careful preparation and guidance of the vendors. 

 Vendor Evaluation: Especially for complex IT solutions, a solid due diligence 

process is required. A clear decision and governance model should be the 

foundation. For contract negotiations, specialized procurement experts should be 

involved. 

 Engagement Model: Especially for custom development projects, a decision must 

also be made on the engagement model, e.g., fixed price, time and material, or 

even agile fixed price (Fewell, 2011). 

As can be seen in the following, for an IoT project, the resource acquisition process might 

involve multiple components and specialized vendors if the project is not delivered as a 

turnkey solution. 

3.2.4.2 IoT Perspective 

Considering the discussions in sections 3.1.2.5 (“Proposed Structure for IgniteWorx 

Result Sets”) and 3.2.3 (“C: Technology Selection”), it can be seen that resource 

acquisition for an IoT project often includes the following areas: 

1. Project Office: Project management, requirements management, solution 

architecture management, management of the sourcing process, legal support, etc. 

2. Embedded Component Design and Development: Embedded hardware design, 

embedded software design, and development. Fowler et al. (2019) provide a study 

of the build-versus-buy decision in developing embedded systems. 

3. Embedded Component Production: Internal manufacturing or external sourcing 

of embedded hardware components according to design. 

4. Telecommunications Services: Usually wide-area network-based services, e.g., 

from mobile network operators (MNO) or mobile virtual network operators 

(MVNO). 
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5. Application Software: The software that implements the business logic of the new 

IoT solution.  

a. Can be on-premise or a SaaS (software as a service) in a public or private 

cloud. Hughes (2018) provides a discussion on key differences, benefits, 

and risks of on-premise versus cloud. 

b. Can be COTS or custom development. Ochs et al. (2000) discusses the 

COTS acquisition process, including definition and application 

experience. Shahzad et al. (2017) provides a discussion on “Build 

Software or Buy” from the perspective of large-scale software. 

6. IoT Platform: Specialized platform with IoT-specific platform features such as 

device management and over-the-air (OTA) updates. Can be on-premise or as 

PaaS (platform as a service) in the cloud.  

7. Application Platform: Provides common services such as application server, 

DBMS, messaging infrastructure, etc. Can be on-premise or PaaS. 

8. Application Infrastructure: Physical computing resources, data storage, and 

networking infrastructure. Can be on-premise or cloud-based infrastructure as a 

service (IaaS). 

9. Solution Operations: This includes the technical operations (e.g., application 

server availability, database and network administration, etc.), as well as support 

for the business functionality (e.g., capturing and fixing problems with the 

functional behavior of the system), including field services (see discussion in 

section 3.2.10). 

For each of these different sourcing areas, the project team must select the best matching 

approach during the project setup phase. Making the sourcing decision for each individual 

area usually depends on the overall project strategy. For the purpose of discussion in this 

context, three scenarios are identified: 

 [A] Turnkey solution: In this scenario, the customer would usually only retain a 

small project office with a focus on requirements management and managing the 

acquisition process. All other project aspects would be externally sourced. 

 [B] Internal development, acquire & integrate: Custom solution development 

combined with externally sourcing as many off-the-shelf components and 

infrastructure services as possible. 

 [C] Internal development, deep vertical integration: Full control over most aspects 

of the solution, including on-premise hosting, device manufacturing, etc. 

Based on these three scenarios, Table 11 provides a matching to the eight sourcing areas 

identified above. These matchings are based on some general assumptions and must be 

further validated, e.g., by the approach outlined in section 6 (“Iteration II: ”). 
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Sourcing Area A: IoT turnkey 

solution 

B: Internal IoT 

solution 

development, 

acquire & integrate 

C: Internal IoT 

solution 

development, deep 

vertical integration 

Project Office Internal Internal Internal 

Embedded 

Component Design 

and Development 

External Internal Internal 

Embedded 

Component 

Production 

External External Internal 

Telecommunications 

Services 

External (MNO) External (MNO) External (MVNO) 

Application 

Software 

External (COTS or 

custom 

development) 

Internal, custom 

development 

Internal, custom 

development 

IoT Platform External (IoT-

PaaS) 

External (IoT-

PaaS) 

Custom solution, 

on premise 

Application 

Platform 

External (Paas) External (Paas) Own data center 

Application 

Infrastructure 

External (Iaas) External (Paas) Own data center 

Solution Operations External Internal Internal 

Table 11: Resource acquisition for different project scenarios 

As can be seen in this example, all three project scenarios would be similar in that they 

retain the project office in house. However, only B and C would do the embedded 

component design internally. Only C would self-manufacture the embedded hardware 

components. All three would rely on a global carrier for communications services. D 

might consider the MVNO approach, which potentially provides more control over the 

service quality in different regions. B and C would do customer application development, 

while A could choose either COTS or custom development. A and B would run the 

application on a public cloud stack, while C will run it on premise. Finally, solution 

operations would only be external in scenario A. 
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3.2.4.3 Result Candidates and Matching Considerations 

The following result candidates are based on the definitions in Table 11.  

Result Set D: Resource Acquisition 

# Result Name Description and Matching Considerations 

D.1 IoT turnkey solution An IoT turnkey solution approach might be selected in 

case time to market is important and suitable internal 

resources to support this requirement are not available. 

In this case, IP protection and long-term availability of 

internal solution knowhow must be at least partially 

forfeited. The match between the final solution and the 

initial requirements might also not always be the 

highest. 

D.2 Internal IoT solution 

development, acquire 

& integrate 

This approach will typically be chosen to achieve the 

best possible match between requirements and end 

result (Shahzad et al., 2017). Also, IP protection and 

internal skill building can play an important role (Jones 

et al., 2001). 

D.3 Internal IoT solution 

development, deep 

vertical integration 

This approach is taken if the company requires a high 

level of control over the entire solution creation process 

or if resources are available that must be utilized. 

Another decision factor (at least for on premise versus 

cloud) can be data ownership. A typical example of a 

project with such a high level of vertical integration 

would be an OEM (e.g., a car manufacturer) who 

develops an IoT service for a mass-manufactured 

product. 

Table 12: Result Set D—resource acquisition 

3.2.5 E: Cost Estimation 

The fifth result set in IgniteWorx is designed to support the cost estimation for the 

complete IoT solution. This can be required, for example, to create a new budget, to 

validate a budget that was defined before, or to validate external offers for the complete 

IoT solution or parts of it (see section 3.2.4). 

3.2.5.1 Overview 

Cost estimation in general is a critical but also difficult task. Often, the cost estimates 

only address specific parts of the total cost, which is referred to as total cost of ownership 
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(TCO). Gartner defines TCO as follows (Gartner Group, 2019): “For IT, TCO includes 

hardware and software acquisition, management and support, communications, end-user 

expenses and the opportunity cost of downtime, training and other productivity losses.” 

Specifically the operations cost often seems to be neglected. Zarnekow and Brenner 

(2005) provide a multi-case study looking at the distribution of the cost over the 

application lifecycle: “The results show the central importance of recurring costs for 

production and further development. For a production time of 5 years these costs 

amounted to 79% of all life cycle costs, whereas only 21% of the costs were incurred 

during the planning and initial development stages.” 

However, in order to acquire funding for the initial planning and development, it is still 

important to be able to provide efficient cost estimation techniques for this phase. 

Menzies et al. (2014) describe current best practices in software development cost 

estimation as a set of parametric/regression-based techniques, including COCOMO, 

PRICE-S, SEER-SEM, and SLIM. The general idea is to use a database of past projects 

to derive an estimate for the current project. Different methods for adjusting to the need 

of local projects are described, e.g., by limiting the selected past projects to those most 

similar to the current project. The following problems with these best practices are 

described: poor modeling assumptions, models with superfluous attributes, noise and 

multiple correlations, and inadequate training or testing data. 

In addition to these parametric/regression-based techniques, there are techniques that look 

more at the required functionality and its associated costs. One example is function points, 

which estimate based on the number of functional features, e.g., the number and 

complexity of screens, the number and complexity of database queries, and so on 

(Heemstra and Kusters, 1991). 

3.2.5.2 IoT Perspective 

Following the pattern established in section 3.2.4.2, the TCO discussion for an IoT 

solution must look at all relevant areas. However, this work excludes opportunity costs 

of downtimes and other productivity losses since they would be highly context specific. 

An important cost factor of most IoT solutions is likely going to be software development. 

In the case of an IoT solution, and important aspect that will have to be considered here 

is the typically distributed nature of IoT software components. This distributed nature can 

significantly increase complexity and consequently also development, test, and validation 

costs. Dash and Acharya (2011) propose a cost estimation approach for distributed 

systems using a synthesized use-case point model. Winne and Beikirch (2013) extend 

COCOMO to include parameters required for effort estimation for distributed embedded 

systems. 
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For cloud-based IoT solutions, the cloud operations costs are another important factor. 

Kalmar and Kertesz (2017) compare IoT cloud operations costs for some of the leading 

public IoT cloud vendors. 

From the point of view of embedded development cost estimation, it is questionable 

whether the aforementioned software development cost estimation methods are 

applicable without adjustment due to the specific nature of embedded systems. 

Debardelaben et al. (1997) go as far as to propose incorporating cost modeling directly 

into the embedded-system design. 

Giannopoulos (2006) provides an interesting case study on embedded hardware and 

software development cost estimations, based on experience with the Ford Motor 

Company. For the embedded software cost estimation, he follows the established pattern 

of use-case-based effort estimates. For the hardware cost estimates, he differentiates 

between design and development. For the design, he develops a metric based on the 

following complexity drivers: 

1. type of components  

2. number of components 

3. memory type 

4. memory size 

5. number of interfaces 

6. type of interfaces 

7. functionality class 

8. distributed functionality 

9. test/acceptance criteria 

In addition, he cites environmental factors such as: 

1. Degrees of contact prevention and guarding against foreign matter (e.g., 

protection of persons from touching voltage-carrying parts) 

2. Degrees of water protection 

Especially for mission-critical embedded components, additional costs like certification 

must be considered. Pop et al. (2013) provide insights on certification costs for different 

types of embedded platforms. 

From a hardware manufacturing point of view, Giannopoulos (2006) describes a model 

that considers material costs, labor costs, and machine costs, as well as scrap and 

overhead. 

Finally, an IoT TCO calculation must also consider the operations side. Cisco / Jasper 

(2016) provide an example of the potential distribution of the operational costs of an IIoT 

solution for monitoring of heavy equipment (see ). 
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Cost Factor Percent Assumptions 

Network 

Communication 

33–50%  Monthly device/subscription fee 

 Monthly device/overage fee 

Administrative 

Labor 

20–50%  Every deployed device requires at least 15 

interactions/year. 

 Each interaction takes at least 5 minutes. 

Technical 

Support 

10–33%  10% of deployed devices require support. 

 T1 MTTR: 25 minutes 

 T2 MTTR: 3 to 5 hours 

Table 13: Distribution of operational costs of IIoT solution (Cisco / Jasper, 2016) 

It should be noted that the proposal from Cisco / Jasper (2016) does not include 

operational costs such as application runtime costs, application maintenance, etc. 

However, it still helps in completing the picture since it at least shows an example of three 

essential IIoT operations cost drivers. Also, as can be recalled, the work from Zarnekow 

and Brenner (2005) shows the relationship between initial investment costs and 

operational costs of a typical IT solution. It is important to keep both sides in mind from 

a TCO point of view. 

3.2.5.3 Result Candidates and Matching Considerations 

While the different cost drivers of an IoT TCO calculation are now well understood, the 

question remains: How much does it actually cost to develop an IoT solution? And what 

can be recommended to users of IgniteWorx? 

Unfortunately, there seems to be very little research available providing concrete cost 

estimates. However, Klubnikin (2016) provides some numbers: 

 MVP: “If you calculate and add up the costs of IoT components (including 

hardware, infrastructure, mobile or wearable applications and certificates), you 

won’t arrive at a sum smaller than $50 thousand. That’s how much an MVP 

version of an IoT solution costs.” 

 Custom EKG tracker: “The price of building a custom EKG tracker which 

analyzes the electrical signals of a human body and visualizes sensor data via a 

mobile app is estimated at only $300 thousand—but there are hidden costs you 

might overlook.” 

 Complex home automation system: “A complex Home Automation system which 

uses machine learning algorithms to identify and remember a home owner’s face 

and automatically adjusts its settings based on the person’s preferences may cost 

up to $5 million (hardware and software costs included).” 
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However, it is not clear how these numbers are calculated and what the described projects 

really entail. Also, it seems that the numbers do not differentiate between who is actually 

doing the development: a start-up is typically operating under a completely different cost 

framework than a large corporate organization, which usually has much higher base costs 

and overheads. 

Consequently, the approach described here does not aim to provide predictions for the 

actual cost of a project. Instead, Table 14 defines a set of project categories. In the 

following, these project categories are then mapped against cost regions. 

Result Set E: Cost Estimation  

# Result Name Example Description and Matching 

Considerations 

E.1 Small-scale 

IoT Pilot 

Humidity monitoring for one 

particular greenhouse 

Small ad-hoc solution / pilot 

project, without real 

productization requirements 

E.2 Small-scale 

IoT MVP 

Start-up building humidity 

monitoring for greenhouses 

as a standard product 

Single sensor, WiFi, multi-

tenant cloud solution, basic 

mobile app; fully productized; 

single market (e.g., EU) 

E.3 Industrial IoT 

Monitoring 

Solution 

Predictive maintenance 

solution for hydraulic pump 

Like E.2, plus  multi-sensor, 

advanced analytics 

E.4 IoT 

Appliance 

Connected solution for 

washing machine or 

breath analyzer for asthma 

patients 

Custom ECU; OTA; GSM-

based connectivity; sold in >100 

countries 

E.5 Complex IoT 

Actuator 

Automated manufacturing 

robot 

Hard real time; sensor-data 

fusion; tightly regulated 

E.6 Extremely 

Complex IoT 

Actuator 

Autonomous car; plane; 

warship; rocket 

Huge costs because of extreme 

technical complexity and 

physical constraints 

Table 14: Result Set E—cost estimation 

Taking the project scenarios from Table 14 as the starting point, Figure 43 matches them 

against a potential cost range, using a log 10 scale. This not a scientifically proven IoT 

cost framework but rather the starting point for discussions and further evaluations, 

according to section 6 (Iteration II: ). An IgniteWorx user can use the feedback regarding 
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his or her project’s positioning in the cost scale from Figure 43 to validate his or her own 

assumptions and start a more detailed cost estimation process using one of the techniques 

described in this section. 

 

Figure 43: Cost versus complexity for different IoT solution scenarios 

3.2.6 F: Risk Management 

The sixth result set in IgniteWorx is designed to support the setup of a risk management 

approach that best matches the project profile. 

3.2.6.1 Overview 

Depending on the perspective, risk can have different meanings in the context of IoT: 

 Industry Risks: These are risks in a particular industry (e.g., manufacturing, 

energy, or aviation) that are addressed using the new capabilities enabled by IoT. 

 Project Risks: These are risks inherent to the project that must deliver the IoT 

solution. 

 Security Risks: These are risks related to the security of the IoT solution, which 

is a result of the project. 

The focus of this section is on the management of project risks, i.e., the risks that a project 

manager usually has to deal with as part of delivering the project on time, on budget, and 

according to spec. 
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Figure 44: PMI practice standard for project risk management 

There are a number of tools, frameworks, and standards available for risk managers. For 

example, PMI defines a PMI Practice Standard for Project Risk Management (PMI, 

2009). This document outlines the principles of effective risk management, as 

summarized by Figure 44: 

 plan risk management 

 identify risks 

 perform qualitative risk analysis 

 perform quantitative risk analysis 

 plan risk responses 

 monitor and control risks 

There are a number of other project risk management frameworks, e.g., PRAM for risk 

analysis and management (Chapman, 1997) or FMECA for failure mode, effects, and 

criticality analysis (Bowles, 1998). Hillson (2003) describes the use of a risk breakdown 

structure (RBS) in project management. Yeo and Ren (2009) describe a risk management 

capability maturity model for complex product systems projects. 

There are also a number of established standards in this space, including the ISO 31000 

family of standards (Purdy, 2010), ISO 27000 (Disterer, 2013), and NIST (SP800, 30). 

COBIT is a framework for IT governance and management in large corporations (Haes 

et al., 2013). In COBIT 5, two frameworks—Val IT and Risk IT—are merged to provide 

a holistic view on IT risk management governance. 

3.2.6.2 IoT Perspective 

Again, a holistic risk management in the context of an IoT project must address all the 

dimensions of the IoT project, beyond the well-established concepts of software project 

risk management. Still, since software development is likely a good part of each IoT 

project, it is a good starting point for the discussion. 

Kwak and Stoddard (2004) provide a comprehensive overview of project risk 

management lessons learned from software development projects. They build on the work 
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of (Boehm, 1991) and others. Boehm (1991) identifies the following ten main risks in 

software projects: 

 Personnel shortfalls 

 Unrealistic schedules and budgets 

 Developing the wrong functions and properties 

 Developing the wrong user interface 

 Gold plating (adding more functionality/features than is necessary) 

 Continuing stream of requirements changes 

 Shortfalls in externally furnished components 

 Shortfalls in externally performed tasks 

 Real-time performance shortfalls 

 Straining computer-science capabilities 

Jones (1998) adds the following risks for software projects: 

 Risks associated with inaccurate estimating and schedule planning 

 Risks associated with incorrect and optimistic status reporting 

 Risks associated with external pressures that damage software projects 

Again, IoT projects often must take the hardware development perspective into 

consideration as well. From the point of view of IoT hardware development, Sigfox 

(2018) proposes the following risk areas: 

 Electronic design 

 Electronic hardware 

 Casing 

 Battery 

 Radio frequency communications 

 Antenna design 

 Embedded software development 

 Platform development 

 Mobile app development 

Sigfox (2018) specifically highlights the inherent risks of antenna design for projects 

using specialized IoT networks (such as Sigfox, NB-IoT, LoRa, etc.) since these are not 

yet widely established communications technologies. 
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Figure 45: Proposed COBIT 5 IoT risk management framework 

(Latifi and Zarrabi, 2017) 

Finally, Latifi and Zarrabi (2017) propose a COBIT 5-based framework for IoT risk 

management. The proposal identifies six main IoT risks and then maps them to existing 

COBIT 5 functions: 

 Data and Application: Use the COBIT 5 information lifecycle function to ensure 

data is secured and available. Data performance can be efficiently measured. 

 Security and Privacy: Align business goals and related security risks. 

 Physical Environment: Physical security measures help in reducing business 

interruptions. 

 Infrastructure: Ensure security awareness, secure development, and establish 

security architecture. 

 Change Management: Assess, prioritize, and authorize changes with all required 

risk-impact information available. 

 Third-Party Suppliers and Vendors: Use twenty-two existing COBIT 5 mitigation 

actions to maximize efficiency and minimize audit findings. 

3.2.6.3 Result Candidates and Matching Considerations 

Table 15 summarizes the recommendations for setting up IoT risk management during 

the project initiation phase. 

Result Set F: Risk Management 

# Result Name Example Description and Matching 

Considerations 
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F.1 Embedded 

IoT Risk 

Management 

Risk management as part of 

regular project reporting, 

e.g., risk list and status 

included as part of weekly 

project status update, e.g., 

using a simple risk 

breakdown structure 

(Hillson, 2003).  

Lightweight approach, no 

dedicated resource required;  

use content from section 3.2.6.2 

to populate initial IoT risk 

breakdown structure; 

applicable to project categories 

E.1–E.3 in Figure 43 

F.2 Dedicated 

IoT Risk 

Management 

Dedicated risk management 

function, using tools like risk 

sector plots to do detailed 

risk assessment on key risks, 

following PRAM, FMEA, 

ISO 3100, or similar. 

Requires dedicated risk 

management resource; 

applicable to project categories 

E.3–E.4. 

F.3 Dedicated 

IoT Risk 

Management 

with Custom 

Methodology 

Similar to B but building on a 

custom methodology like 

COBIT 5 risk response 

workflow, with custom IoT 

features (Latifi and Zarrabi, 

2017). 

Requires dedicated risk 

management team, including 

methodology specialist; 

applicable to project categories 

E.5–E.6. 

Table 15: Result Set F—risk management 

3.2.7 G: Trust and Security 

The seventh result set in IgniteWorx is designed to support the setup of a project structure 

that will support the implementation of appropriate trust and security levels. 

3.2.7.1 Overview 

The widely cited paper from Grandison and Sloman (2000) does a survey of trust in 

Internet applications. It defines trust as “the firm belief in the competence of an entity to 

act dependably, securely and reliably within a specified context” (assuming dependability 

covers reliability and timeliness). A taxonomy of different categories of trust is provided, 

including: 

 Access: A trustor trusts a trustee to use resources that he or she owns or controls. 

 Service: The trustor trusts the trustee to provide a service that does not involve 

access to the trustor’s resources. 

 Certification: Trust can be based on a criteria relating to the set of certificates 

presented by the trustee to the trustor. 
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 Delegation: A trustor trusts a trustee to make decisions on its behalf. 

 Infrastructure: The trustor must trust him- or herself and his or her base 

infrastructure. 

An important enabler of trust in this context is information security. There are a number 

of information security management system standards (ISMSs) out there, which attempt 

to provide more or less holistic frameworks for managing security in IT systems. 

 

Figure 46: PDCA (“plan-do-check-act”) model for ISMS 

Susanto et al. (2011) identifies the “big five” of information security management system 

standards as follows: 

 ISO 27001: This standard introduces a cyclic process model known as PDCA 

(“plan-do-check-act”), as shown in Figure 46, which is designed to establish, 

implement, monitor, and improve the effectiveness of an organization’s ISMS. 

 BS 7799: Defines a set of best practices for ISMS, which were partly adopted by 

ISO 27001. 

 PCIDSS: The Payment Card Industry Data Security Standard, established by the 

Payment Card Industry Security Standards Council. 

 ITIL: The Information Technology Infrastructure Library (ITIL) defines best 

practices for IT service management, including security management. 

 COBIT: The Control Objectives for Information and Related Technology 

(COBIT) is an IT governance framework, designed to create an integrated view 

on control requirements, technical issues, business risks, and security issues. 

In the following, these more traditional views on trust and security must be translated to 

the IoT. 

3.2.7.2 IoT Perspective 

While security is seen by many as a key element of trust in the IoT, the concept of trust 

is much broader. For example, IIC and others (2016) identify security, privacy, safety, 

resilience, and reliability as the key aspects of trustworthiness in the IIoT. 

Another good example is provided by the Online Trust Alliance (OTA). OTA has 

published an IoT trust framework, which consists of four areas (Online Trust Alliance, 

2018): security principles; user access and credentials; privacy, disclosures, and 
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transparency; and notifications and related best practices. The IoT trust framework 

includes the following concrete policy definitions: 

 Privacy: Privacy-related policies such as collecting and sharing data from IoT 

devices must be clearly disclosed; data collection is limited to the data needed to 

support functionality. 

 Disclosures: The IoT solution must include thorough, easily discoverable 

disclosures covering privacy policies, data collection, and device functionality.  

 Updates: Purchasers are informed about device updatability; updates are delivered 

securely with minimal user intervention or impact. 

 Control: Consumers must be provided with choices and controls regarding the 

data collected by the IoT solution; the solution must support to transfer or wipe 

the data upon loss or sale. 

The European Union Agency for Network and Information Security (ENISA) has 

proposed a scheme for certification and the development of an associated trust label for 

IoT devices. In ENISA (2017), a number of required policies are defined: 

 Security by design: The security of the whole IoT system must be considered from 

a consistent and holistic approach during its whole lifecycle. 

 Privacy by design: Privacy must be made an integral part of the system. 

 Asset management: Asset management procedures and configuration controls for 

key network and information systems must be ensured. 

 Risk and threat identification and assessment: Risks related to the IoT devices 

must by identified using a defense in-depth approach. 

A number of technical measures are also proposed, including:  

 hardware security 

 trust and integrity management 

 strong default security and privacy 

 data protection and compliance 

 system safety and reliability 

 secure software/firmware updates 

 authentication 

 authorization 

 access control—physical and environmental security 

 cryptography 

 secure and trusted communications 

 secure interfaces and network services 

 secure input and output handling 

 logging 

 monitoring and auditing 



Design and Development I 106 

The IIC security framework (IIC and others, 2016) aims to create a broad industry 

consensus on how to secure IIoT systems. In addition to security, it highlights safety, 

reliability, resilience, and privacy as key characteristics of a trustworthy IIoT system. The 

functional building blocks of the IIC security framework are shown in Figure 47, 

including the four core security functions: endpoint protection, communications and 

connectivity protection, security monitoring and analysis, and security configuration 

management. These are supported by a data protection layer and a systemwide security 

model and policy layer. The paper stresses the point that IIoT systems are often built with 

components from different suppliers and that security must be ensured for each of these. 

 

Figure 47: IIC security framework functional building blocks 

Of course, the IoT is built on already existing technologies, including standard hardware 

and software, embedded hardware and software, and communication technologies. A 

large amount of research on enabling security has been done in the past decades in each 

of these areas. 

Gasser et al. (1989) defines an early digital distributed system security architecture. Meier 

et al. (2003) describes how to improve web application security. Vai et al. (2016) provides 

a discussion on how to secure embedded systems. 

Detailed research on IoT security—done, for example, by Riahi et al. (2013)—provides 

a systemic approach for IoT security. Farooq et al. (2015) details a critical analysis of the 

security concerns of the IoT. Xu et al. (2014) discusses design challenges and 

opportunities for security in the IoT. 

IIC (2018c) defines an IoT security maturity model based on the plan-do-check-act 

(PDCA) cycle (see Figure 46). IoT security maturity is described in three dimensions: 

security governance, security enablement, and security hardening. The model defines five 

maturity levels for each dimension: 

1. Level 0 (none): No common understanding of how the security practice is applied 

and no related requirements are implemented. 
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2. Level 1 (minimum): The minimum requirements of the security practice are 

implemented. There are no assurance activities for the security practice 

implementation. 

3. Level 2 (ad hoc): The requirements cover main use cases and well-known security 

incidents in similar environments. 

4. Level 3 (consistent): The requirements consider best practices, standards, 

regulations, classifications, software, and other tools. 

5. Level 4 (formalized): : A well-established process forms the basis for practice 

implementation, providing continuous support and security enhancements. 

3.2.7.3 Result Candidates and Matching Considerations 

Table 16 proposes two main areas for the trust and security result set: trust policies and 

target security maturity.  

Result Set G: Trust and Security 

# Result Name Description and Matching Considerations 

Trust Policies 

G.1.a Basic Clearly formulated and publicly available IoT trust 

policies, e.g., according to the IoT trust framework (Online 

Trust Alliance, 2018) 

G.1.b Advanced Dedicated role in the IoT project organization to manage 

trust policy enforcement during system setup and 

operations 

Target IoT Security Maturity 

G.2.a L0: None Acceptable during proof of concept 

G.2.b L1: Minimum Acceptable for minimum viable product (MVP) 

G.2.c L2: Ad Hoc Acceptable for non-mission-critical IoT solutions 

G.2.d L3: Consistent Should be the goal for all IoT solutions with significant 

criticality 

G.2.d L4: Formalized Goal for IoT solutions with high mission criticality 

Table 16: Result Set G—trust and security 

3.2.8 H: Reliability and Resilience 

The eighth result set in IgniteWorx is designed to ensure that the IoT project is set up 

properly with respect to ensuring reliability and resilience. 
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3.2.8.1 Overview 

Reliability and resilience are two related but distinct concepts. Hukerikar and Engelmann 

(2017) define reliability as “the property of a system that characterizes its probability to 

have an error or failure.” Clark-Ginsberg (2016) provides an example from the energy 

section: “Reliability can be defined as the ability of the power system to deliver electricity 

in the quantity and with the quality demanded by users.” 

Resilience, on the other hand, is concerned with the ability of a system to recover from a 

failure. Murray et al. (2017) define resilience as the “ability of a system to persevere or 

work through a major fault in a critical part of the system.” 

This means that reliability can be described as the end goal, while resilience is one of the 

key enablers to achieve this goal. Available techniques to ensure resilience include fault 

tolerance techniques as well as disaster recovery techniques. Hukerikar and Engelmann 

(2017) summarize the available resilience metrics, including: 

 Reliability Metrics: The systems failure frequency 

 Availability Metrics: The proportion of time the system provides a correct service, 

e.g., measured in mean time between failure (MTBF) 

 Error and Failure Detection Metrics: For example, the number of failures that 

were detected and indicated 

Literature research reveals a broad spectrum of available techniques and methodologies 

to ensure high levels of reliability and resilience for IT solutions: 

1. Resilience methods within the software development cycle (Murray et al., 2017) 

2. Resilience modeling and analysis (Microsoft Trustworthy Computing group, 2013) 

3. Resilience testing (Heorhiadi et al., 2016) 

4. System redundancies and fail-over techniques (Hukerikar and Engelmann, 2017) 

5. Disaster recovery techniques (Wold, 2006) 

In the following, the specifics of reliability and resilience are discussed from the point of 

view of an IoT solution. 

3.2.8.2 IoT Perspective 

Again, an IoT solution can be treated like a special kind of distributed system, with the 

added complexity that compute nodes are potentially globally distributed and operated in 

the field, without easy physical access through maintenance experts. 

A good starting point for the following discussion are the the eight fallacies of distributed 

computing (Deutsch, 1994), which are describing false assumptions about distributed 

system development. In Table 17, the eight fallacies of distributed computing are looked 

at from the perspective of IoT. In addition, two new fallacies have been identified, which 

are specific to IoT solutions. 
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Fallacies of 

Distributed 

Computing 

IoT Perspective 

The network is 

reliable 

Especially for mobile/moving assets and devices in the IoT, this 

cannot be assumed. For example, a car might drive into a tunnel 

or a garage with zero network coverage. 

Latency is zero Many assets in the IoT—like trains, ships, or airplanes—rely 

on networks with potentially very high latency and low 

bandwidth, especially if these are satellite-based networks. The 

same can apply, for example, to an IoT device/asset deployed 

in a rural area (e.g.. in IoT solutions for agriculture), where no 

modern cellular networks might be available. 

Bandwidth is infinite 

The network is 

secure 

Especially for IoT applications that integrate via the Internet 

(and not a VPN), this cannot be assumed. 

Topology does not 

change 

Again, especially for mobile/moving assets, frequent changes 

in network topology must be assumed. 

There is one 

administrator 

Especially for global IoT solutions, this cannot be assumed. 

Transport cost is zero See discussion on the TCO of IoT solutions in section 3.2.5.2. 

The network is 

homogeneous 

Cannot be assumed, especially not in IoT solutions with 

globally distributed devices and assets 

Fallacies of IoT IoT Perspective 

All compute nodes 

can be physically 

accessed 

In an IoT solution, physical access to assets and devices (and 

the compute nodes running on them) in the field can be very 

difficult to near impossible. This imposes severe limits on 

repair and upgrade activities. 

All compute nodes 

can be physically 

protected 

Physical protection of assets and devices in the field can be 

difficult to near impossible. This can have consequences, for 

example, from the trust and security point of view. Also, 

system failures due to severe environmental conditions must be 

taken into consideration. 

Table 17: Fallacies of distributed computing and IoT 

Naturally, these IoT fallacies have some consequences for the implementation of a 

reliability and resilience strategy. In the following, each of the five reliability and 

resilience techniques from the previous section are looked at from this perspective. 
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The first technique identified is “Resilience Methods within the Software Development 

Cycle.” Murray et al. (2017) highlight the importance of designing the software for 

resilience when the software specifications are being developed. Treat (2015) goes even 

further, arguing that with distributed microservice architectures, failure is all but 

guaranteed. This means failure must be embraced from the beginning, by making 

conscious decisions to anticipate and isolate failure and allow for graceful degradation. 

The key to being highly available is described as “learning to be partially available.” 

Some IoT-specific examples are described in the following: 

 In an IoT solution, for example, a cloud-based service might collect a number of 

KPIs from remote devices. The service must anticipate that not all devices will be 

available all the time. For devices currently not online, the service should still 

display the latest available set of KPIs, including the information when the KPIs 

were last updated and the current online status of the device.  

 Another example is a smart home appliance that uses cloud-based weather 

forecast data to optimize room temperature. This application must still provide a 

basic service, even if the weather data from the external cloud service is 

temporarily not available. 

 The last example is related to server failures: An IoT system should be designed 

in a way that in case of a server failure, not all IoT devices attempt to reconnect 

at the same time—this could have an effect similar to a DDoS attack. Instead, the 

IoT devices could use a random delay before reconnecting to ease the load on the 

server. 

Building resilience methods into the IoT software development cycle requires that all 

developers are properly trained and best practices are shared. This is something the IoT 

project manager must consider in his or her project setup. 

The second technique is “Resilience Modeling and Analysis” (RMA), as described by 

Microsoft Trustworthy Computing group (2013). RMA describes a structured 

methodology for prioritizing engineering investments, with a focus on achieving 

resilience for cloud-based solutions. It is based on concepts like recovery-oriented 

computing (Patterson et al., 2002) and failure mode, effects, and criticality analysis 

(FMECA) (Borgovini et al., 1993). 
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Figure 48: Resilience modeling and analysis (RMA), according to  

Microsoft Trustworthy Computing group (2013) 

Figure 48 provides an overview of the four main phases defined in the RMA approach. 

The result of the RMA pre-work phase is a detailed architecture diagram, which captures 

resources, dependencies, and component interactions. For an IoT solution, this would 

naturally extend the RMA perspective to not only include the cloud architecture but also 

any kind of edge/fog compute architecture and edge devices, as well as the relationships 

and interactions between the components in the different layers. Key interactions are 

covered in an RMA workbook. 

The RMA discovery phase identifies potential failures and resilience gaps. This phase 

analyzes each entry in the RMA workbook (i.e., each component interaction) and adds 

potential failure scenarios, as well as potential responses to the failure. RMA provides a 

catalogue of threat categories and root causes, which can be used as a starting point for 

the detailed discussion. 

Next, the RMA rate phase analyzes and records the effects that can result from each of 

the failure points identified during the RMA discover phase. For each failure point, the 

following analysis is required: 

RMA 

workbook 

column 

Description IoT Perspective 

Effects If this failure occurs, how 

deeply is the system 

functionality impaired? 

For an IoT solution, the potential impact 

on people in the field relying on the 

particular functionality must be 

considered. 
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Portion 

Affected 

What portion of users or 

transactions are affected? 

Does this apply only to the users of one 

single IoT asset or device, or does it 

affect a larger group of users? 

Detection How long does it take until 

a system or user is notified 

to take corrective actions? 

Does this involve the field support force 

of the IoT assets/devices? 

Resolution How long does it take to 

restore the functionality 

after detection of the 

failure? 

Is physical access by a human operator 

to the IoT asset/device in the field 

required? 

Likelihood With which frequency is 

this failure likely to occur? 

Is the frequency dependent on the 

conditions in the field, e.g., weather? 

 Table 18: Rating of RMA Workbook entries, including IoT specifics 

Finally, the RMA act phase must consider the risk rankings from the RMA rate phase and 

develop a prioritized roadmap to implement suitable mitigation strategies. The test team 

can use the entries in the RMA Workbook to define a suitable test strategy. 

“Resilience Testing” is the third resilience technique in the list from the previous section. 

In the blog post entitled “Chaos monkey released into the wild,” Bennett and Tseitlin 

(2012) describe how the video streaming service Netflix started to establish a 

development model based on the assumption that breakdowns are the norm, rather than 

the exception. The tooling described in the blog is used by Netflix to randomly take down 

instances. The important thing is that this is not only done in a test environment but in the 

real production system (typically during less busy weekdays). Step by step, Netflix has 

released an entire tool suite dubbed “Simian Army,” which is designed to support testing 

the reliability, security, and resilience of its infrastructure. A new discipline (“Chaos 

Engineering”) seems to be currently emerging in this space (Principles of Chaos 

Engineering, 2018). Heorhiadi et al. (2016) describe Gremlin, a framework for 

systematically testing the failure-handling capabilities of microservices by manipulating 

interservice messages at the network layer. A similar approach could also be applied to 

resilience testing of components in an IoT solution, especially for messages exchanged 

between the cloud or enterprise backend and the components in the fog/edge tier. 

“System Redundancies and Fail-Over Techniques” are number four on the list of 

techniques to be considered. For cloud and backend servers, these techniques are well 

understood today (Infante et al., 2007). For software components deployed in the 

fog/edge tier, similar approaches can be applied. For example, Microsoft (2014) describes 

how to enable high availability for edge servers by deploying multiple edge servers in 

pools in each site. Kim et al. (2017) describe a technique that allows IoT devices to 
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migrate to other local entities when their own entity becomes unavailable, using 

authentication services as an example. Yun and Nakagawa (2017) provide a comparison 

between parallel and standby redundant systems. 

Finally, “Disaster Recovery Techniques” is the last item on the list of techniques to be 

considered. Disaster recovery must ensure that IT systems continue to provide their 

services event after natural disasters (e.g., floods, hurricanes, tornadoes, or earthquakes) 

or human-induced disasters (infrastructure failure, disastrous IT bugs, or failed change 

implementations) by building redundancies and recovery capabilities into the systems. As 

such, it is closely related to the previous technique but usually includes physically 

redundant backup sites. These can be hot, warm, or cold standby sites (indicating the level 

of preparedness for taking over operations). ISO/IEC 27031:2011 provides guidelines for 

information and communication technology readiness for business continuity (which is a 

superset of disaster recovery—see Sahebjamnia et al. (2015)). 

From the IoT perspective, two different aspects must be taken into consideration due to 

the distributed nature of IoT solutions: 

 Disaster strikes in the backend: What impact does a disaster in the backend have 

on the systems in the field? Even if a backend disaster recovery is executed 

successfully (e.g., by activating a standby site), how can the IT systems in the 

field be switched over to work with the new site? How can the systems in the field 

operate at least partially autonomous during the switchover phase? 

 Disaster strikes in the field: How can the system in the field be protected against 

human impact, either onsite or through malicious attacks from the backend? And 

how far can system continuity be ensured despite a physical impact, e.g., by 

hardening the system against environmental factors? Must the systems in the field 

be equipped with a kind of black box recording, which will work despite a 

disastrous impact? And how can the backend systems potentially support the 

identification of assets/IoT devices in the field that are potentially impacted by a 

disaster and remotely start appropriate support/recovery processes? 

3.2.8.3 Result Candidates and Matching Considerations 

Table 19 provides an overview of Result Set H, reliability and resilience. This is based 

on the list of reliability and resilience techniques introduced in the previous sections. 

Result Set H: Reliability and Resilience 

# Result Name Description and Matching Considerations 

H.1 Establish Software 

Design for Resilience 

Requires team training and potentially regular reviews 

by senior software designers but not necessarily 
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dedicated resources to support it. Appropriate for most 

project types. 

H.2 Establish Resilience 

Modeling and 

Analysis (RMA) 

RMA most likely requires dedicated resources to 

support it. Appropriate for larger IoT project with a 

higher level of mission criticality. 

H.3 Establish Resilience 

Testing 

Basic resilience testing can be embedded with the test 

team. Fully fledged resilience testing also within the 

production system would be a significant investment. 

Appropriate for larger, mission-critical IoT solutions. 

H.4 Establish System 

Redundancies and 

Fail-Over Techniques 

Significant investment required, both in terms of 

development resources as well as infrastructure 

investments. Suitable to highly mission-critical IoT 

solutions. 

H.5 Establish Disaster 

Recovery Techniques 

Implementing disaster recovery beyond what the public 

cloud vendors are offering out of the box will be a major 

investment; suitable for very large projects with the 

highest level of mission criticality.  

Table 19: Result Set H—reliability and resilience 

3.2.9 I: Verification and Validation 

The ninth result set in IgniteWorx is designed to ensure the proper setup of verification 

and validation during the project initiation. 

3.2.9.1 Overview 

The objective of verification and validation (V+V in the following) is to ensure the quality 

of a system, where quality refers to characteristics like functionality, safety, reliability, 

real-time ability, usability, and reusability (Herrmann, 2001). 

Verification is usually seen as addressing the issue of “building the  

product right”. According to Weck (2009), the following are some of the key aspects of 

verification: 

 Verification is done during development 

 The intention is to check if the requirements are met 

 For hardware-centric projects, it is typically done in the laboratory 

 The focus is on components and subsystems 

Validation is usually seen as addressing the issue of “building the 

right product”. The following are described by Weck (2009) as key aspects of validation: 
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 Validation is performed during or after the component integration. 

 It is typically done in real or simulated mission environments. 

 The purpose is to check if the stakeholder intent is met. 

 It is done based on the fully integrated and complete system. 

Herrmann (2001) differentiates between constructive approaches and analytical measures 

to support V+V. The goal of constructive approaches is to organize the system 

development process to minimize quality defects and errors from the very beginning. As 

an example for an organizational measure, the introduction of the V-Model as the 

foundation for the development process is cited. Figure 49 shows a proposal for a V-

Model with embedded V+V functions, as proposed by WSDOT (2014) and described in 

more detail in MITRE (2014). As can be seen, the upper parts of the V-Model are assigned 

to system validation, while the lower parts are assigned to system integration and system 

verification. This is in line with the above definitions by Weck (2009). 

Another key element that is highlighted by Figure 49 is the aspect of traceability. 

According to Mersky et al. (1993), traceability is the ability to identify the relationships 

between requirements and the resulting system features. Traceability “facilitates the 

construction of efficient test plans and permits verification that the resulting test cases 

have covered the permutations of functional and design requirements/features.” 

 

 Figure 49: V-Model with verification and validation,  

according to MITRE (2014) 
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Testing is one of the important tools in a V+V strategy. According to Herrmann (2001), 

testing comprises the following main activities:  

 Test case determination 

 Test data selection 

 Expected results prediction  

 Test execution 

 Monitoring 

 Test evaluation 

Different types of tests include component testing, integration testing, system testing, and 

acceptance testing. Bloomfield et al. (2004) differentiates between black box testing 

(focusing on functional tests) and white box testing (structure-based testing). 

In addition to testing, other analytical V+V measures include the following, according to 

Bloomfield et al. (2004): 

 Failure Detection: control flow monitoring, data consistency monitoring 

 Static Techniques: inspections, walkthroughs, reviews, and audits 

 Usability Validation: expert reviews, usability tests, and follow-up studies based 

on the installed system 

 Efficiency Validation: stress testing, performance testing 

 Others: maintainability validation (including regression testing) and portability 

validation 

A number of different guidelines and standards address the topic of creating V+V plans. 

For example, IEEE Std 1012-1986 specifies the required content for a software 

verification and validation plan (SVVP). The standard stresses that V+V planning should 

be thought of as an integral part of project planning. The following steps for V+V 

planning are defined: 

 Definition of V+V scope 

 Definition of V+V objectives, including detailed and measurable conditions of 

satisfaction 

 Selection of V+V techniques and tools 

 Development of the V+V plan, including  

o V+V organizational structure 

o V+V master schedule, which summarizes the various V+V tasks and their 

relationships within the overall project environment 

o Required resources 

o Responsibilities 

o Tools, techniques, and methodologies 

o Detailed test plan 
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Finally, a number of publications stress the importance of ensuring the independence of 

the V+V resources. For example, Herrmann (2001) points out that test planning and test 

execution should be done by a qualified and independent team (i.e., not the development 

team). 

According to Mersky et al. (1993), sometimes the V+V effort will be performed by an 

entirely different organization. This approach is referred to as independent verification 

and validation (IV+V). Gupta (2018) provides an overview of an elaborate IV+V process, 

including IV+V planning, review, assessment, and report. An overview of IV+V team 

roles is also included. 

3.2.9.2 IoT Perspective 

Many aspects of V+V for IoT are a combination of well-established V+V techniques, 

combining V+V for traditional enterprise software, wide area networks, and embedded 

systems. Some of the challenges for IoT V+V include (based on the findings from the 

previous sections): 

 IoT assets and devices will be deployed in the field, with potentially very different 

environmental factors and different, region-specific regulatory requirements. 

 IoT solutions are potentially mission critical. 

 IoT solutions are potentially deployed at large scale, making fixes and updates of 

assets in the field very difficult. 

 IoT solutions potentially have a very high level of complexity, especially if they 

combine many, heterogeneous assets and devices or assets and devices from 

different manufacturers. 

 The solution requirements are potentially unclear and continuously evolving due 

to this complexity. 

 IoT solutions are potentially making use of advanced, not very mature 

technologies and algorithms. 

 IoT solutions are combining technologies from different disciplines, including 

enterprise technologies, real-time technologies, and advanced data processing 

technologies. 

Under these conditions, different levels of testing will most likely be a key part of any 

IoT V+V strategy. These can include: 

 Functional testing: Testing the basic functionality that is expected from the IoT 

solution. These functional tests can be complicated if the solution has multiple 

interaction points. For example, an IoT solution may offer both a web and mobile 

phone user interface, plus some human-machine interface (HMI) functions 

embedded directly in the IoT asset of device. Interactions with the one interface 

can have a direct impact on the other and vice versa. 
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 Performance testing: This can already be difficult in normal, distributed systems. 

IoT will most likely add another layer of complexity here, making it even more 

difficult to identify performance issues within the multiple layers of an IoT 

system. 

 Scalability testing: For an IoT solution, this can mean different things, including 

testing for large number of users, large number of devices, and high volumes of 

data intake. Similar to the well-established web test frameworks that can simulate 

high volumes of web traffic, there are a number of IoT-specific test tools emerging 

that can simulate, for example, large numbers of IoT assets or devices and their 

physical movements. 

 Field tests: Many conditions that can be found in the field will be difficult to 

simulate efficiently. These can be environmental conditions but also technical, 

IoT-specific issues. For example, Slama, Puhlmann et al. (2015) describe 

problems with too many IoT devices reconnecting automatically after a server 

failure. 

 Device compatibility tests: In case of IoT solutions that support large numbers of 

devices from different vendors in different versions, this can be particularly 

difficult. Take, for example, a smart home solution that supports devices from 

multiple vendors. At least in theory, each update of a supported device must be 

tested against all versions of the smart home controller and vice versa since there 

is no guarantee that all customers will always have upgraded to the latest versions 

in their homes. 

 Sensor reliability testing: This must include testing of sensor performance in 

different environmental situations. 

 Security testing: See section 3.2.7. 

 Reliability and resilience testing: See section 3.2.8. 

 Testing in the production systems: As discussed in section 3.2.8, some Internet 

companies are constantly running tests in their production systems, simulating 

different kinds of failure situations in the real production system. For large-scale, 

mission-critical IoT systems, a similar approach should be considered. 

In some IoT projects, there might also be need for more specialized V+V methods. Some 

examples include: 

 In the automotive industry, specialized test techniques including hardware-in-the-

loop (HIL), software-in-the-loop (SIL), and model-in-the-loop (MIL) are used to 

maximize test coverage during the development phases and minimize the more 

costly detection of failures during field tests (Jaikamal, 2009). 

 For systems using artificial intelligence, new V+V methods are emerging. For 

example, Ramachandran (2005) describes strategies for V+V in neural network-

based autonomous systems. This work addresses difficulties involved with 
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proving that a neural network has learned all scenarios provided to it or how the 

network would react to unfamiliar data that was not part of the training phase. 

This is especially relevant for the automotive industry, which is looking at 

emerging V+V concepts like safety of the intended functionality (SOTIF). These 

concepts are addressing AI-related issues which are not sufficiently covered by 

established V+V standards like ISO 26262/ASIL (automotive safety integration 

level). See Griessnig and Schnellbach (2017) for details. 

 For embedded hardware (e.g., ASICs or SOCs), specialized V+V procedures can 

differentiate between design time verification (before tape-out) and post-

manufacturing verification (Mozhikunnath, 2016). 

 Some IoT systems are relying on localization data. Testing localization-based 

functions can also create significant test complexity because the system 

functionality can potentially depend heavily on environmental conditions (e.g., 

different metallic shields in a manufacturing site, etc.) 

Finally, certification can be an important part of the V+V process. Klubnikin (2016) 

defines the following categories for certificates required for IoT devices: 

 Environment and electrical safety includes, for example, the Restriction of 

Hazardous Substances Directive and Energy Star compliance, as well as tests for 

issues like overheating and electric shock. 

 Communication protocols: For example, a Bluetooth device must be validated by 

a certified lab before it can officially claim that it is Bluetooth-compatible. 

 Electromagnetic and radio-frequency interference requires proving the device 

does not interfere with other devices and that it conforms to the electromagnetic 

radiation exposure standards. 

Klubnikin (2016) also provides the following examples for typical certificates required 

by IoT devices: 

 FCC certification: required for electrical devices sold in the United States. Can 

potentially be more expensive for devices using wireless connectivity. 

 UL/CSA certification: required for electrical devices that plug into electrical 

outlets (Canada and United States) 

 CE certification: the European Union analogue of FCC and UL 

 RoHS certification: confirms that a product does not contain lead (EU and United 

States) 

3.2.9.3 Result Candidates and Matching Considerations 

Table 20 provides an overview of Result Set I, verification and validation. This is based 

on the V+V considerations discussed in the previous sections. 

Result Set I: Verification and Validation 
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# Result Name Description and Matching Considerations 

I.1 Informal V+V Suitable for small and not mission-critical IoT projects. 

V+V will mainly focus on ad-hoc tests performed by 

the development team. 

I.2 Formal V+V Independent V+V team, following clearly defined 

validation master plan, creating formal management 

report with all findings. Required by IoT solutions with 

regulatory requirements. 

I.3 V+V-centric PMM Like I.2, but integrated into a project management 

methodology like V-Model which is explicitly designed 

to support V+V. Required by mission-critical IoT 

solutions. 

I.4 IV+V V+V process is run by external provider. Suitable for 

missing critical systems that require this for approval. 

I.5 Dedicated 

Certification Team 

Dedicated team to support all certification 

requirements. Will probably be required by most 

commercial IoT solutions, especially if sold in multiple 

countries. 

Table 20: Result Set I—verification and validation 

3.2.10 J: Service Operations 

The tenth and last result set in IgniteWorx is designed to help ensure that after the launch 

of the IoT solution, a suitable service operations organization will be available. 

3.2.10.1 Overview 

Extensive literature and Internet research has shown that there is currently no widely 

accepted and well-defined concept for IoT service operation. However, a number of 

established or emerging concepts seem to be helpful in this context: 

 IT Service Management (ITSM): A set of practices to design, plan, deliver, 

operate, and manage IT services in an organization. ITIL is a well-established 

standard in this space (AXELOS, 2019). 

 Field Service Management (FSM): Supports the management of service 

technicians working in the field to support the assets of a company (Gartner 

Group, 2019). 
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 Asset Performance Management (APM): An emerging concept that aims to 

combine the more financial-oriented side of enterprise asset management (EAM) 

with real-time asset data analytics enabled by the IoT (Miklovic, 2015). 

The following section looks at each of these three concepts in more detail before 

discussing the IoT-specifics. 

For ITSM, the discussion is based on the ITIL framework, which is owned by Axelos, a 

joint venture between the UK government and Capita. ITIL is structured as five core 

books to cover the full-service lifecycle: service strategy, service design, service 

transition, service operation, and continual service improvement (Gartner Group, 2019). 

Figure 50 provides an overview of the ITIL lifecycle for ITSM (BMC, 2016). 

 

Figure 50: ITIL lifecycle according to BMC (2016) 
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ITIL is a mature and comprehensive framework that consists of processes, procedures, 

tasks, and checklists. The five main elements can be described as follows (AXELOS, 

2019): 

 ITIL Service Strategy: definition of organizational objectives, based on customer 

needs 

 ITIL Service Design: creation of the plan for implementing the service strategy 

 ITIL Service Transition: development/improvement of the required capabilities 

for the introduction of new services 

 ITIL Service Operation: management of the provided services 

 ITIL Continual Service Improvement: focus on large-scale improvements 

The service operations side deals with the day-to-day operations of the IT service 

organization. ITIL defines five processes and four functions in this context. The four 

functions are service desk, technical management, application management, and IT 

operations management. The five service operations processes are (Brahmachary, 2018): 

 Access Management: grants authorized users the right to use a service; blocks any 

access request of nonauthorized users to the service 

 Event Management: captures, filters, and categorizes events to decide the 

appropriate actions to be taken. Events might or might not require an action.  

 Incident Management: Incidents are events that have a negative impact on a 

service or its quality. Incident management helps restore the IT service to working 

state as quickly as possible. 

 Problem Management: deals with identifying and addressing problems at their 

root. Multiple incidents can relate to the same problem. 

 Request Fulfilment: responsible for acknowledging and processing service 

requests received from users. Usually, these are technical requests, not requests 

related to the functionality of business applications. 

To manage all IT assets and other related data, ITIL foresees the use of a so-called 

configuration management database (CMDB) as the central repository for this kind of 

information. However, the complexity of introducing a CMDB should not be 

underestimated. Rouse (2017) warns that CMDB projects often fail due to stale and 

unusable data. 

While ITSM is focusing on IT-related assets, field service management (FSM) is focusing 

on enterprise assets, e.g. operational equipment, machines and vehicles. FSM is described 

by (Gartner Group, 2019) as a practice that “includes the detection of a field service need 

(through remote monitoring or other means, inspection or a customer detecting a fault), 

field technician scheduling and optimization, dispatching, parts information delivery to 

the field, and process support of field technician interactions.”  
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The market for FSM solutions seems mature, with multiple large market players in it. The 

typical features of an FSM application are described as follows (Wong): 

 Creation of work orders from cases 

 Management and monitoring of technicians 

 Scheduling and order management 

 Vehicle/technician location tracking 

 Job status updates 

 Route optimization and GPS navigation 

 Time tracking and driver logs 

 Knowledge and asset repositories 

 Parts and inventory management 

 Integrated invoicing/payment processing 

 Customer portal access 

 Regulatory compliance measures 

Finally, asset performance management (APM) is focusing on assets in the sense of the 

assets typically listed in the balance sheet of a company. According to (Gartner Group, 

2019), APM encompasses “the capabilities of data capture, integration, visualization and 

analytics tied together for the explicit purpose of improving the reliability and availability 

of physical assets”(Gartner Group, 2019) and also explicitly mentions the concepts of 

condition monitoring and predictive forecasting.  

 

Miklovic (2015) describes APM as a practice that enables enterprises to look at assets 

beyond their market value or the current depreciated value by looking at the individual 

performance of an asset in real time. This in turn enables enterprises to decide how they 

should allocate resources to the asset in the future. APM is described as crossing 

functional lines by combining the financial and the operational perspectives of an asset.  
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Figure 51: APM lifecycle according to GE (Bailey, 2019) 

APM as a new concept was initially popularized by GE, with a strong focus on IIoT-

based support for the real-time data analytics part of APM (Bailey, 2019). Figure 51 

describes the APM lifecycle according to GE. The figure shows the relationship among 

strategy, risk, analytics, and actions, as well as operations and maintenance. Bailey (2019) 

describes APM as a technology that helps answer the following questions: 

 How critical is the asset? 

 What is the history of the asset, and what is its current health? 

 In what ways can this asset fail, how can the risk of failure be mitigated, and at 

what cost? 

 What would be the consequences of the asset’s failure on the business? 

 What action should be taken now to prevent failure? 

 What should be the overall strategy for the asset to optimize business objectives? 

The following looks at how IoT is enabling new concepts like APM, as well as changing 

existing concepts like FSM, by providing a real-time link to enterprise assets. 

Furthermore, the need for ITSM in IoT solutions is analyzed. 

3.2.10.2 IoT Perspective 

In the pre-IoT world, one of the biggest problems of most enterprise asset and resource 

management solutions was the disconnect between data in the repositories and the reality 

in the physical world (Xu et al., 2002). IoT is changing this by providing real-time insights 

into the status and performance of assets. Based on input from Martin (2015) and other 

Internet sources, the following is an overview of areas in FSM where IoT can potentially 

have a big impact: 

 Improved triage: IoT-data can be used to determine the severity and priority of 

asset-related incidents. 
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 Faster identification of required parts: Use RFID data for precise identification of 

assets and key parts deployed in the field. 

 Inventory tracking: Use RFID data for creating a precise and real-time inventory 

update. 

 Initiation of automated intelligent dispatch events: Use IoT sensor data to better 

prioritize incidents and to provide more information for problem resolution. 

 Remote monitoring and diagnostics: Use real-time machine data for asset health 

and performance assessments. 

All of this will only be possible if the IoT project is preparing the service operations 

organization accordingly. This will be one of the big challenges of the IoT project 

management team. How to do this will depend strongly on a number of different factors, 

including: 

 Is there already an existing organization responsible for FSM? 

 If so, how is the organizational relationship between the IoT solution project and 

the existing FSM organization? 

 If not, how far is the IoT solution project empowered to actually set up a new FSM 

organization to start operating after the start of production? 

 Will the focus be mainly on operational FSM topics, or will it also include more 

strategic topics as covered by the APM perspective? 

The analysis in the previous section shows that the FSM and APM perspectives 

potentially have a significant overlap and will be difficult to fully separate. Consequently, 

the following discussion subsumes these two perspectives as FSM/APM. 

ITSM with a focus on IoT will be referred to as IoT-ITSM in the following discussion. 

IoT-ITSM relates to all processes related to operating the IoT-solution on the IT level, 

e.g., ensuring that the on-asset hardware is operating properly, ensuring connectivity to 

the backend, and keeping the backend applications and databases physically operational. 

However, it cannot be assumed automatically that the IoT-ITSM operation will have 

domain knowhow and support capabilities that would typically come from FSM/APM. 

After all, the skills required to deal with the IP configuration of an IoT gateway or to keep 

a time series database running are very different than, for example, the skills required to 

analyze and repair the malfunction of an excavator hydraulic component. Consequently, 

the IoT project must make a deliberate decision early in the IoT project setup on how to 

organize IoT-ITSM and FSM/APM.  
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Figure 52: FSM/APM and IoT-ITSM as two separate organizations 

Figure 53 shows an example for setting up FSM/APM and IoT-ITSM as two separate 

organizations. As an example, a simplified monitoring solution for excavators is shown, 

using some form of gateway or TCU on the excavator. Both the FSM/APM application 

and the IoT-ITSM application have their own databases, receiving data from the 

gateway/TCU. The IoT-ITSM solution is using some form of CMDB to store information 

related to the configuration items that make up the IoT solution (e.g., an inventory of 

gateways in the field, with related incidents). The FSM/APM solution stores asset-related 

data from the same source, e.g., performance data from the hydraulics component of the 

excavator. Both solutions then have their dedicated and specialized staff, which is 

supporting their respective services. 

 

Figure 53: IoT-ITSM and FSM/APM as integrated organization 

Figure 53 shows an example of an integrated IoT-ITSM + FSM/APM solution. In this 

case, only one repository is used, which stores both, asset-related and IoT-enablement 

related data. The back office is supporting all functions, and so is the field service. Of 

course, these are only two examples of a potential organizational setup; in reality, many 

other, potentially hybrid combinations could be possible. However, the examples serve 

the purpose of highlighting the issue and the choices an IoT project manager must make. 
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Table 21 discusses examples for required services in IoT-ITSM as well as FSM/APM, 

using ITIL concepts to help structure the discussion. 

ITIL Areas and Processes IoT-ITSM Examples FSM/APM Examples 

Service Design 

Service-Level 

Management 

SLA for completion time 

of FOTA updates to entire 

fleet of assets in the field  

SLA for refresh rate of 

remote asset performance 

data 

Availability Management Recovery procedure after 

failed FOTA update 

Availability of fleetwide 

asset performance 

analytics service 

Service Transition 

Knowledge Management Procedure for configuring 

IP connectivity of IoT 

gateway 

Procedure for replacing 

hydraulics components 

Release and Deployment 

Management 

Upgrade of time series 

database server version 

Upgrade of business logic 

for fleet performance 

analytics application 

Service Testing and 

Validation 

Testing of FOTA 

capabilities 

Testing of accuracy of fleet 

performance analytics 

algorithms 

Configuration 

Management System 

Configuration of VPN for 

IoT gateways 

Physical configuration of 

excavator hydraulics 

components 

Service Operation 

Event Management Successful backup of time 

series database 

Availability of new daily 

time series analytics report 

(batch-run complete) 

Incident Management Single excavator IoT 

gateway cannot connect to 

backend 

Breakdown of individual 

excavator hydraulics 

component 

Problem Management Backend not available due 

to server downtime—

excavator fleet offline 

Fleetwide product recall 

due to faulty hydraulics 

components 

Table 21: Examples of IoT-ITSM and FSM/APM services, based on ITIL 
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The examples in Table 21 are not complete, but they are a useful starting point to discuss 

different aspects that IoT-ITSM and FSM/APM will have to cover. Furthermore, it shows 

how important a clear understanding of the delineation of these two different concepts is. 

Finally, it shows that ITIL might well be suitable as a framework to not only manage IoT-

ITSM but also FSM/APM, even if they are treated separately. 

3.2.10.3 Result Candidates and Matching Considerations 

Table 22 shows the results for Result Set J—service operations. In this case, it might be 

difficult to derive concrete recommendations, so this result set can also serve to initiate a 

structured discussion on the best way forward for the project. 

Result Set J: Service Operations 

# Result Name Description and Matching Considerations 

J.1 Brownfield: separate 

IoT-ITSM and 

FSM/APM solutions 

IoT-ITSM will be integrated with an existing ITSM 

organization, probably using an existing CMDB and 

up-skilling existing ITSM staff. Similar for FSM/APM, 

most likely an existing FSM application will be 

extended to receive and process real-time IoT data, also 

adding APM capabilities. 

J.2 Greenfield: Integrated 

IoT-ITSM and 

FSM/APM solution 

As depicted in Figure 53, this approach integrates IoT-

ITSM and FSM/APM functions in a single application 

and organization. Most likely only applicable in 

greenfield-type of situations. 

J.3 Hybrid In the backend, specialized applications/repositories for 

IoT-ITSM and FSM/APM are used (e.g., CMDB for 

IoT-ITSM, as well as COTS FSM application). 

However, service desk/FSM backend and field force are 

still one organization. 

J.4 Fully automated, 

integrated IoT-ITSM + 

FSM/APM 

All customer support services are fully automated, e.g., 

by using extensive web-based FAQs and automatic 

email analytics and auto-response tools for all customer 

interactions. No call center and field services provided. 

Requires extremely high level of automation of the IoT 

solution, both for the IoT-ITSM side as well as the 

FSM/APM side. Prerequisite for highly scalable 

solutions with many assets in the field. 

Table 22: Result Set J—service operations 
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3.3 System Architecture 

Based on the requirements laid out in the previous sections, IgniteWorx now needs a 

proposal for the supporting system architecture. To define a suitable architecture, a set of 

architecture evaluation criteria is examined before looking at the state of science for 

potential support system categories, as well as related concepts and algorithms. Based on 

this, an architecture proposal is derived. 

3.3.1 Architecture Evaluation Criteria 

Evaluating the suitability of available systems and architectures for IgniteWorx requires 

the definition of a set of architecture evaluation criteria. On the one hand, this is a difficult 

topic because there are many different potential definitions of what a system architecture 

actually comprises. On the other hand, there are well-defined software architecture 

evaluation frameworks available, e.g., the architecture evaluation frameworks developed 

by the Software Engineering Institute (SEI) (Clements et al., 2002): 

 ATAM: Architecture Tradeoff Analysis Method 

 SAAM: Software Architecture Analysis Method 

 ARID: Active Reviews for Intermediate Designs 

ATAM evaluates an architecture for suitability by focusing on the following quality 

attributes: performance, reliability, availability, security, modifiability, portability, 

functionality, variability, subsetability, and conceptual integrity. SAAM is focusing on 

modifiability, e.g., portability, subsetability, and variability, as well as functionality. 

ARID is focusing on analysis of the suitability of different elements of an architecture 

from a developer’s point of view. 

Of course, there are also many other approaches. For example, Mattsson et al. (2006) 

focus on software architecture evaluation methods for performance, maintainability, 

testability, and portability. Jackson et al. (2011) focus on usability, sustainability, and 

maintainability. Bouwers et al. (2009) look at high-level design, modularization, and 

separation of concerns. 

For the purpose of this thesis, ATAM has been identified as the most suitable approach 

since it seems well established and covers a broad range of pragmatic evaluation criteria. 

It is applied to the evaluation of a suitable architecture for IgniteWorx as follows:  

 Performance: IgniteWorx must support the expected quality of service of a non-

mission-critical, web-based application. This means, for example, that response 

times should be such that users can use the system efficiently in real time. 

Collaboration by up to twenty-five concurrent users should be supported. 
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 Reliability: The main aspect of reliability is that project assessments should never 

be corrupted by the system. This is important because users might put significant 

work hours into creating an assessment. 

 Availability: Regular downtimes for maintenance are acceptable, but they should 

be announced in advance. 

 Security: An IgniteWorx implementation must ensure that IoT project 

assessments can only be accessed by the author or explicitly authorized users. 

 Modifiability: An IgniteWorx system must ensure that all content—including 

project dimensions, result sets, and rules—can be edited using a web-based online 

editor, without requiring any coding. It is acceptable for the actual matching 

algorithm to be hard coded using a suitable programming language. 

 Portability: It must be ensured that an operator of IgniteWorx can provide a 

suitable execution environment for the implementation. 

 Functionality: The functionality outlined in sections 2, 3.1, and 3.2 must be fully 

supported. 

 Variability: The architecture will have to support the anticipated evolution of the 

system from manually provided content and rules to more automated 

recommendations, as described in section 2.7. 

 Subsetability: The main requirement here is that IgniteWorx should focus on 

project dimensions, result sets, and rules as loosely coupled domains. In 

particular, reuse of the existing concepts for Ignite dimensions is a key 

requirement (see section 2.4). 

 Conceptual integrity: The architecture must have an underlying concept for 

unifying the design of the system on all levels. 

These evaluation criteria are first used to evaluate the results of the architecture design 

phase (see evaluation in section 3.3.6). Secondly, they will be used again for an evaluation 

of a concrete IgniteWorx implementation, based on the results of both research iterations 

of this thesis (see evaluation in section 9.6.1). 

3.3.2 Related System Categories—State of Science 

There are a number of different system categories described by state-of-the art research 

that could potentially support the requirements for an IgniteWorx implementation. In the 

following, the state of science regarding decision support systems, expert systems, 

recommender systems, semantic reasoning systems, and survey engines is described 

before analyzing their suitability for IgniteWorx. 

3.3.2.1 Decision Support Systems 

Decision support systems (DSS) support decision makers by aggregating and presenting 

relevant information from a variety of data sources. Spraque (1980) provided one of the 
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first comprehensive description of a DSS: “DSS tends to be aimed at the less well 

structured, underspecified problem that upper level managers typically face; DSS 

attempts to combine the use of models or analytic techniques with traditional data access 

and retrieval functions; DSS specifically focuses on features which make them easy to 

use by non-computer-proficient people in an interactive mode; and DSS emphasizes 

flexibility and adaptability to accommodate changes in the environment and the decision 

making approach of the user.” 

DSS typically support different types of decision analysis (DA) methods. From an 

IgniteWorx point of view, one interesting branch of DA methods supported by some DSS 

are multi-criteria decision analysis (MCDA) methods, which are described in 3.3.3.5. 

Holsapple (2000) defines the following five basic DSS approaches as: 

 Text-oriented DSS 

 Database-oriented DSS 

 Spreadsheet-oriented DSS 

 Solver-oriented DSS 

 Rule-oriented DSS 

He also introduces the compound DSS, a hybrid system that combines the characteristics 

of two or more of the above basic DSS categories. 

Burstein and Holsapple (2008) also introduce the intelligent decision support systems 

(IDSS), which is performing selected cognitive decision-making functions by using 

artificial intelligence or intelligent agents technologies. Lasi (2012) introduces “Decision 

Support within Knowledge-based Engineering.” 

Holsapple (2000) defines the main components of a DSS as follows: 

 Inputs: Factors, numbers, and characteristics to analyze 

 User knowledge and expertise: Inputs requiring manual analysis by the user 

 Outputs: Transformed data from which DSS “decisions” are generated 

 Decisions: Results generated by the DSS based on user criteria 

It should be noted that some of the research related to DSS seems slightly outdated, e.g., 

based on the search results from Google Scholar. Arnott and Pervan (2005) state “The 

analysis of the professional or practical contribution of DSS research shows a field that 

is facing a crisis of relevance.” 

3.3.2.2 Expert Systems 

In the 1970s, availability of computers with larger memory modules enabled the evolution 

of artificial intelligence toward knowledge-based expert systems, pioneered by Edward 

Feigenbaum (Feigenbaum, 1977). An expert system typically combines an inference 
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engine and a knowledge base. The knowledge base represents known facts and rules. The 

inference engine applies the rules to the facts to derive new facts. 

Ogu and Y.A. (2013) provide a good overview of typical expert system architectures, 

including the required components for user interaction. Figure 54 provides a generalized 

overview. The so-called expert system shell includes the interface for the end-user, as 

well as a knowledge base editor for the knowledge engineer, in addition to the inference 

engine and an explanation system. All these components access a shared repository with 

the knowledge base and rule base. 

 

Figure 54:Architecture of an expert system 

Expert system shells can also support the question/answer paradigm inherent to the Ignite 

project dimensions used for the assessment of individual IIoT projects. For example, 

Sosnin (2011) describes a question-answer shell for personal expert systems. Another 

example is Choi (2002), who presents a rule-based expert system using an interactive 

question-and-answer sequence. 

3.3.2.3 Recommender Systems 

Ricci et al. (2015b) define a recommender system (RS) as “software tools and techniques 

that provide suggestions for items that are most likely of interest to a particular user.” 

Popular examples of the output or RS are Facebook’s “People You Might Know,” 

Netflix’s “Other Movies You Might Enjoy,” and Amazon’s “Customers Who Bought 

This Item Also Bought…” 

Dhillon (2015) defines six classes for RS: collaborative recommender system, content-

based recommender system, demographic-based recommender system, utility-based 

recommender system, knowledge-based recommender system, and hybrid recommender 

system: 

 Collaborative recommender systems “aggregate ratings or recommendations of 

objects, recognize commonalities between the users on the basis of their ratings, 
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and generate new recommendations based on inter-user comparisons.” 

Algorithms can include graph-based algorithms (e.g., based on neighborhood) or 

latent factor model (Liang, 2012). 

 A content-based recommender system “learns a profile of the new user’s interests 

based on the features present, in objects the user has rated.” 

 Demographic-based recommender systems make recommendations based on 

demographic classes, but “the algorithms first need a proper market research in 

the specified region accompanied with a short survey to gather data for 

categorization.” 

 Utility-based recommender systems make suggestions “based on computation of 

the utility of each object for the user.” For example, product availability can be 

factored into the computation. 

 Knowledge-based recommender systems “suggest objects based on inferences 

about a user’s needs and preferences.” 

 Hybrid recommender systems combine two or more of the above RS categories 

to improve recommendation results. 

Liang (2012) describes the main architectural elements of the RS developed by Hulu, the 

video streaming company. The system consists of an online and an offline part. The online 

part includes five main modules: user profile builder (includes the user’s historical 

behaviors), recommendation core (generates raw recommendations), filtering (filter for 

raw recommendation results, e.g., on past user behavior), ranking (e.g., to increase 

diversity) and explanation (why was a recommendation made?). The offline system 

includes data center (including all user behavior), related table generator (for 

collaborative filtering and content filtering), topic model (a group of shows that have 

similar content), feedback analyzer (users’ reactions to recommendation results), and 

report generator (e.g., click-through rates and conversion rates). This example shows the 

high level of complexity inherent to RS implementations. 

During the research on this topic, two common problems in RS emerged that also have a 

high relevance for the design of IgniteWorx: the so-called cold start problem and the 

product complexity problem. 

The term “cold start” was chosen as an analogy to a car engine, which only runs on the 

optimal level once the engine has warmed up. For RS, this means that the system has to 

acquire a sufficient amount of metadata before it can make efficient recommendations. 

There are two main issues described in the literature: product cold start and visitor cold 

start (see, for example, Volkovs et al. (2017) or Nadimi-Shahraki and Bahadorpour 

(2014)). The product cold start relates to new products that have no metadata available in 

the system, like user reviews or any other kind of “likes” from a certain group of users. 

The user cold start relates to new users who have no history in the system that can be used 

to derive preferences. 



Design and Development I 134 

Gope and Jain (2017) provide a survey on solving cold start problem in recommender 

systems. They differentiate between explicit and implicit solutions. Techniques for 

explicit solutions include active learning and interviews. Nadimi-Shahraki and 

Bahadorpour (2014) describe an ask-to-rate technique, in which a new user is asked to 

rate the selected items until having a sufficient number of rated items. Implicit solutions 

include adapted filtering strategies and external data collections, e.g., through social 

networks. 

The cold start problem can also be applied to IgniteWorx, using the following mapping: 

 User cold start: The “user” in Ignite is an IIoT project. Ignite dimensions are used 

to implement a kind of “ask-to-rate” strategy, as described by Nadimi-Shahraki 

and Bahadorpour (2014). 

 Product cold start: The products in IgniteWorx are the elements of the result sets. 

IgniteWorx rules are used to explicitly map relevant “products” to “users” (or, 

more specifically, IIoT projects to result set elements). 

The second RS problem area with a high relevance for IgniteWorx is described by Ricci 

et al. (2015b): Most RS are designed today to recommend items with a relatively simple 

structure, e.g. music, movies, books. More complex item types, such as financial 

investments or travel, are considered to be atypical cases for current RS. Most current RS 

are designed to treat different configurations as different items. According to Ricci et al. 

(2015a), “Complex products are typically configurable or offered in several variants. This 

feature still poses a challenge to recommender systems, which are instead designed to 

consider different configurations as different items. Identifying the more suitable 

configuration requires reasoning between the interactions of alternative configurations 

(classifying and grouping items) and calls for addressing the specificity of the human 

decision making task generated by the selection of a configuration.” 

Felfernig et al. (2015) state, “Knowledge-based recommender technologies help to tackle 

these challenges by exploiting explicit user requirements and deep knowledge about the 

underlying product domain for the computation of recommendations.” 

Assuming that the product domain in IgniteWorx is the recommended IIoT project setup, 

then the solution proposed here is to decomposition the “product” into multiple results 

sets, according to section 3.1.2.5. 

3.3.2.4 Semantic Reasoning Systems 

Building on the success of the early World Wide Web, Berners-Lee et al. (2001) 

introduced the concept of the sematic web, describing how ontologies improve how 

knowledge can be captured and made more easily accessible. At the core of these 

ontologies are taxonomies and inference rules. Taxonomies define classes of objects and 
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relations among them. Inference rules enable automated programs to deduce conclusions 

from the available data, enabling a truly intelligent Internet. 

A key technology for adding intelligence to a knowledge base are semantic reasoners 

(SRs), which are designed to infer logical consequences from a set of asserted facts. At 

the core of an SR is an inference engine, which is processing inference rules. These rules 

are usually specified by using an ontology language, such as W3C’s Ontology Web 

Language (OWL); see also McGuinness et al. (2004). 

OWL supports most of the key components of an ontology, including classes (as a way 

of abstraction) and individuals (concrete instances of classes), attributes and properties, 

and rules and axioms. 

Applying an ontology language such as OWL to IgniteWorx, one could describe the 

different elements from IgniteWorx using the language specific syntax. Take, for 

example, Ignite dimensions: Each Ignite dimension provides multiple options. 

Dimensions are grouped into categories. Using OWL abstract syntax, this could look as 

follows: 

Namespace(iwx = <http://enterprise-iot.org/IgniteWorx.owl#>) 

Ontology( <http://enterprise-iot.org/IgniteWorx.owl#> 

 Class(iwx:Category) 

 Class(iwx:Dimension partial restriction(partOf someValuesFrom(Category)) 

 Class(iwx:Option partial restriction(partOf someValuesFrom(Dimension)) 

 DatatypeProperty (ex:name) 

 ObjectProperty(ex:has) 

 Individual(type(ex:Category) 

 value(ex:has Individual(type(ex:Dimension)  

 value(ex:name "Number of Assets"^^xsd:string)))) 

) 

In this example, three classes are defined: category, dimension, and option. Dimensions 

are part of categories, and options are part of dimensions. Next, an instance of a category 

is created, with a child element dimension called number of assets. 

This is, of course, only a simple example. The next step would be to also model concepts 

such as IIoT project assessment and result sets using OWL. OWL would then also be 

used to model the relationships among Ignite dimensions, IIoT project assessments, and 

result sets, using rules. 

Potential advantages of using established standard such as OWL include interoperability, 

as well as the availability of commercially available tools. 
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Finally, Blomqvist (2014) provides a survey on the use of semantic web technologies for 

decision support systems, concluding, “Semantic Web technologies can help to solve 

basic DSS needs such as information interoperability, integration and linking, while 

additionally potentially continuing to support the development of ‘Intelligent DSS’, but 

in a new and more open manner than what was traditionally possible with AI 

technologies.” This should be interesting, given that decision support is also a concept 

related to many IgniteWorx requirements. 

3.3.2.5 Survey Engines 

Given that a key part of IgniteWorx is the user friendly capturing of detailed IIoT project 

assessments, survey engines are also considered as candidates for an IgniteWorx 

implementation. 

Survey Engines are embedded into many modern web services or are even available as 

standalone services, such as Survey Monkey (Waclawski, 2012). There are also a number 

of patents defined that deal with reusable online survey engines (Kirkpatrick et al., 2007) 

or web survey tool builder and result compilers (Fuerst, 2001). 

Schlereth and Skiera (2012) describe a dynamic intelligent survey engine (DISE) for 

capturing user preferences. The requirements for DISE are as follows: 

 Broad support for different web-based data collection methods, including number, 

text, radio buttons, or spectrums 

 Definition of quotas for the sampling of respondents 

 Multilingual user interface 

 Ability to conditionally show questions depending on previous responses 

 Ability to create different versions of a survey and to assign respondents randomly 

to one of the versions 

 Ability to integrate survey panel providers 

The DISE architecture as shown in Figure 55 includes a communication layer, a process 

layer, an execution layer, an information layer, and a third-party integration layer. 

Vertical services include survey construction, data elicitation, data analysis, and 

conceptual representation. 
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Figure 55: DISE architecture (Schlereth and Skiera, 2012) 

The IgniteWorx solution will at least have to support all vertical services describes in 

DISE to support the user friendly capturing and analysis of IIoT project assessments. 

3.3.2.6 Evaluation for IgniteWorx 

In the following, a tabular evaluation of the different system categories that have been 

considered for IgniteWorx is provided. 

System Category Evaluation 

Decision Support Systems  The main goal of IgniteWorx is to support IIoT project 

managers in making the right decisions about their 

individual project setup. IgniteWorx must support project 

managers in making some important decisions. However, 

IgniteWorx is also aiming to provide as much structure 

around this process as possible; this is what the main 

artifacts of IgniteWorx are about: dimensions, results 

sets, and rules. Since DS systems tend to be aimed at less 

structured, underspecified problems (Spraque, 1980), 

they are unlikely to be suitable for an IgniteWorx 

implementation. 

Expert Systems The combination of explicit knowledge base (=> 

IgniteWorx result sets), rule base (=> IgniteWorx rules), 

inference engine, and explanation system makes expert 

systems a very interesting candidate as a blueprint for 

IgniteWorx. Also, the described user interfaces are a 

good fit (end-user UI and knowledge editor). 
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Recommender Systems The web-centric roots of recommender systems make 

them attractive for IgniteWorx. Some of the problems 

that the RS community is dealing with can also be found 

in the IgniteWorx approach, especially the cold start 

problem (Gope and Jain, 2017), which seems directly 

applicable to the recommendations in the IgniteWorx 

result sets. 

Semantic Reasoning 

Systems 

The use of ontologies and open standards such as OWL 

could potentially be attractive for an IgniteWorx 

implementation, provided that they allow for easy 

integration with a web-centric and easy-to-use user 

interface. 

Survey Engines Most of the requirements described by the DISE example 

for a flexible survey engine can also be mapped to 

IgniteWorx, especially for the construction of the IIoT 

project assessment tool (Schlereth and Skiera, 2012). 

This means this tool category should also be considered, 

at least for the assessment module of IgniteWorx. 

Table 23: Evaluation of system categories for IgniteWorx 

In summary, it seems that IgniteWorx would very well fit a combination of expert system 

and semantic reasoning system, with additional features borrowed from recommender 

systems and survey engines. 

3.3.3 Related Concepts and Algorithms—State of Science 

There are a number of related concepts and algorithms that could be helpful for the 

IgniteWorx solution design, including analytics hierarchy process (AHP), artificial 

intelligence, Bayesian networks, decision trees, Markov decision process (MDP), and 

multi-criteria decision analysis (MCDA). Many of these concepts and algorithms describe 

the computational foundations for the systems in the previous section or are related in 

some other way. 
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Figure 56: Concepts and algorithms related to IgniteWorx problems 

Artificial intelligence and multi-criteria decision analysis are broader frameworks that 

include some of the other concepts and algorithms described in this section. However, 

since there seems to be no clear delineation or hierarchy levels between most of the 

concepts outlined in this section, (Figure 56 attempts to provide an overview of how they 

relate to each other based on the findings of the research of this thesis), they are presented 

in alphabetical order. 

3.3.3.1 Analytic Hierarchy Process 

AHP is an approach for supporting complex decision analysis (see section 3.3.3.5) based 

on mathematical and psychological concepts. Detailed descriptions of the theory and the 

underlying the process can be found in Saaty and Saaty (2000). 

AHP is designed to help with the decomposition of a complex problem into a hierarchy 

of sub-problems, which can then be addressed individually. The different elements in an 

AHP hierarchy can be of different kinds, qualitative or quantitative. 

After building the hierarchy, it is systematically evaluated. The different elements in the 

hierarchy are each compared (two at a time) to understand their impact on the element 

above them in the hierarchy. By using weights or priorities for individual elements in the 

hierarchy, the AHP algorithm determines the best matching option. 
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Figure 57: AHP example hierarchy for IgniteWorx 

Figure 57 applies the standard example from Saaty and Saaty (2000) to one result set from 

IgniteWorx, using four sample Ignite dimensions to help choose the best suitable project 

management methodology for a fictional ACME IIoT project. The example shows that 

an AHP-inspired algorithm could well work for IgniteWorx. 

It seems as if AHP could be incorporated into at least some of the system architecture 

described in the previous section. For example, Ghodsypour and O’Brien (1998)  describe 

a decision support system for supplier selection using an integrated analytic hierarchy 

process and linear programming. 

However, AHP is not without criticism. Pérez et al. (2006) state that many features of 

AHP have been criticized, “especially the additive hierarchical composition of 

convention AHP, which leads to the possibility of occurrence of the Rank Reversal 

phenomenon (adding an irrelevant alternative may cause a reversal in the ranking at the 

top).” Whitaker (2007) analyzes criticisms of AHP and “why they often make no sense,” 

claiming that “by correctly structuring and setting the priorities they do give the expected 

results.” 

3.3.3.2 Artificial Intelligence 

According to introductory texts like those of Poole and Mackworth (2017) or Neapolitan 

and Jiang (2018), modern AI is aiming to solve problems like reasoning and problem 

solving, planning, learning, natural language processing, perception, and moving or 

manipulating objects. Expert systems are combining AI and knowledge representation to 

support complex decision processes. AI methods include computational intelligence and 

statistical methods, as well as traditional symbolic AI. Some of the well-established AI 

approaches include: 

1. Symbolism: Using formal logic, e.g., with IF/THEN-like rules. Haugeland (1985) 

described this as GOFAI (“good old-fashioned artificial intelligence”). 

2. Bayesian inference: statistical inference based on Bayes’ theorem (Lee, 2012) 
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3. Analogizers: using classification algorithms like support vector machines (SVMs) 

and nearest-neighbor algorithms for pattern recognition (Theodoridis and 

Koutroumbas, 2009) 

4. Artificial neural networks solve problems by using collections of connected nodes 

that loosely model the neurons in a biological brain (van Gerven and Bohte, 2018). 

From the point of view of IgniteWorx, these different approaches have to be seen in the 

context of the expected evolution of an IgniteWorx system (see 2.7): During the first two 

phases, only very limited IIoT project reference data will be available. Only in phase three 

can it be expected to have a significant number of IIoT project assessments and qualified 

meta data available (e.g., information about the relevance of previous recommendations). 

This means that in the initial phases of the system evolution, formal logic seems to be the 

most likely candidate; this approach will allow us to manually define the rules, which can 

help determining the best possible project setup for an IIoT project, based on the project 

characteristics. Statistical inference, analogizers, and neural networks all rely on the 

availability of significant reference data that can be used for automatic deductions. 

3.3.3.3 Bayesian Networks 

According to Szocs and others (2008), a Bayesian network (BN) is “a probabilistic 

graphical model for representing causal relationship among variables. It consists of a set 

of nodes and directed arcs. The nodes represent variables and the arcs represent the 

directed causal influences between linked nodes.” BNs can also provide the basis for 

inference and learning algorithms (see discussion of AI in section 3.3.3.2). 

BNs can be evaluated using Bayes’ theorem (Bayes et al., 1763), e.g., to determine the 

probability of an event based on previous events and conditions modeled in the BN. 

Bayes’ theorem is defined mathematically by the following equation: 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴) 𝑃(𝐴)

𝑃(𝐵)
 

where A and B are events. P(A|B) and P(B|A) are conditional probabilities, e.g., the 

probability of event A, in case B is true. P(A) and P(B) are marginal probabilities, i.e., 

the probabilities of observing events A and B independently (Kendall et al., 1994). 

Bayesian networks and Bayes’ theory can be used in combination to model and evaluate 

complex causal dependencies and probabilities. 

From the point of view of IgniteWorx, a BN is interesting because it could present the 

probabilistic relationships between elements of an IIoT project assessment and elements 

of the IgniteWorx results sets. 

BNs seem to be commonly applied to solve problems in project management, as well as 

software project management specifically. For example, Lee et al. (2009) describe an 

approach for large engineering project risk management using a Bayesian belief network. 
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A similar approach, but specifically for software projects, is described by Hu et al. (2013). 

Ancveire et al. (2015) go one step further, applying Bayesian networks to software 

delivery risk management in agile software development. 

DEMELO and SANCHEZ (2008) provide a concrete example for a BN to predict 

software maintenance project delays, as shown in Figure 58. The example shows how a 

maintenance project’s chances for being finished on time can be derived in a BN from 

factors such as potential delays in implementation and testing, testing complexity, and 

also platform and system expertise, as well as risks induced by bringing in new resources. 

It can be relatively easily imagined how this approach can be mapped to the key artifacts 

of IgniteWorx. See section 3.3.5.5 for more a concrete mapping. 

 

Figure 58: Bayesian network to predict software maintenance project delays 

(DEMELO and SANCHEZ, 2008) 

Another area for the application of BNs in project management is cost estimation. For 

example, Chulani et al. (1999) describe a Bayesian analysis of empirical software 

engineering cost models. Khodakarami and Abdi (2014) give a Bayesian networks 

approach for modeling dependencies between cost items to support project cost risk 

analysis. 

Given that many of these topics are also very close to IgniteWorx (both risk management 

as well as cost estimation have been identified for the initial IgniteWorx result sets), BNs 

could be an interesting candidate for the IgniteWorx solution design.  
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3.3.3.4 Decision Tree Analysis 

Decision trees are support tools for decision making, using a tree-like model of decisions 

and their potential consequences. A decision tree can also be seen as the visualization of 

an algorithm based on conditional control statements. 

Decision trees are commonly used in operations research to help select the best matching 

business strategy (Wagner, 1975). Another common use is in machine learning (Witten 

et al., 2016). 

Figure 59 provides an example of a decision tree in a project management situation. In 

this case, the decision tree is designed to help evaluating different options for building or 

upgrading an existing plant. Decision nodes provide data about concrete decisions. 

Chance nodes provide data about events with different probabilities. The branch nodes 

provide the computed value of each branch. 

 

Figure 59: Example of decision tree in project management (Ogunsina, 2013) 

The benefit of decision trees from the point of view of IgniteWorx is that they present a 

way for dealing with causal relationships and probabilities in a relatively simple way. For 

example, decision trees do not have to deal with the typical graph traversal problems that 

can be found, for example, in Bayesian networks. 

3.3.3.5 Multi-Criteria Decision Analysis 

Multi-criteria decision analysis (MCDA) describes a set of methods designed to “evaluate 

alternatives based on multiple criteria using systematic analyses which overcome the 

limitations of unstructured individual or group decision-making” (Yatsalo et al., 2015), 

often supported by decision support systems (DSS, see 3.3.2.1).  

Belton and Stewart (2002) describe the main categories of problems that are well handled 

through MCDA: 
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 Screening alternatives—a process of eliminating those alternatives that do not 

appear to warrant further analysis 

 Attention, i.e., selecting a smaller set of alternatives that likely contains the 

“best”/trade-off alternative 

 Sorting alternatives into classes/categories (e.g., “unacceptable,” “possibly 

acceptable,” “definitely acceptable,” etc.) 

 Choice /selection—finding “the most preferred alternative” from a given set of 

alternatives 

 Ranking alternatives (from “best” to “worst” according to a chosen algorithm) 

 Designing (searching, identifying, creating) a new action/alternative to meet goals 

From an IgniteWorx point of view, especially selection and ranking/sorting are the most 

relevant aspects because the approach requires methods that help to select and rank the 

best possible matching results from a result set for a given IIoT project, based on the 

specific project characteristics.  

 

Figure 60: General schema of the DecernsMCDA (Yatsalo et al., 2015) 

Yatsalo et al. (2015) introduce the DecernsMCDA, which is a multi-MCDA model tool. 

The general schema supported by DecernsMCDA provides a good overview of key 

elements of an MCDA system, including tools (value tree, performance table, value path, 

scatter plot, domination), sensitivity analysis (weights SA, value functions SA), MCDA 

methods (AHP, TOPSIS, MAVT, PROMETHEE, FlowSort, MAUT, ProMAA, FMAVT, 
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FMAA), weighting (direct, rating, ranking, Raiwise Comparison, SWING), and value 

types (real numbers, random values, fuzzy numbers). 

Yatsalo et al. (2015) identify the following as the most widely used MCDA methods: 

 AHP: analytic hierarchy process 

 FlowSort: sorting method with the use of net flows 

 MAVT: multi-attribute value theory 

 PROMETHEE: preference ranking organization method for enrichment 

evaluations 

 TOPSIS: technique for order preference by similarity to the ideal solution 

Because the hierarchical approach proposed by AHP seems to be closest to the needs of 

modeling and evaluating hierarchies of Ignite dimensions and IgniteWorx result sets, it is 

included in this thesis for further analysis (see section 3.3.3.1). 

3.3.3.6 Hybrid Concepts and Algorithms 

The research on potentially suitable concepts and algorithms for the implementation of 

IgniteWorx has shown that many of the above concepts and algorithms are also used in 

combination, also in the context of project management. 

For example, Dey (2002) proposes to combine AHP and decision tree analysis (DTA) for 

project risk management, claiming that the combined “AHP and DTA approach not only 

determines probability and severity of risk factors, but also identifies risk responses for 

each work package.” 

Also, the combination of AHP and Bayesian networks are described in a number of 

papers. For example, Zubair (2014) describes a hybrid approach for reliability analysis 

based on analytic hierarchy process and Bayesian networks. Huang and Bian (2009) 

describe an approach for personalized recommendations based on combining Bayesian 

networks with analytic hierarchy process. 

Finally, another interesting combination of concepts is discussed in Wątróbski and 

Jankowski (2015), who propose the use of ontologies for knowledge management in the 

MCDA domain. Ontologies are introduced in section 3.3.2.4 as part of the discussion on 

semantic reasoning systems. 

3.3.3.7 Evaluation for IgniteWorx 

The following provides a tabular evaluation of the different concepts and algorithms that 

have been considered for IgniteWorx. 

Concept Evaluation 

Analytics Hierarchy Process  AHP seems structurally relatively close to the needs of 

IgniteWorx since it supports a simple mapping of 
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multiple potential results (e.g., from IgniteWorx result 

sets) to different criteria (e.g., Ignite dimension selected 

by an individual IIoT project). However, the different 

criticisms of AHP (e.g., Pérez et al. (2006)) will have to 

be carefully taken into consideration. 

Artificial Intelligence  AI in general as a concept is too broad to be evaluated 

here. As discussed in section 3.3.3.2, for phase 1 of 

IgniteWorx, formal logic might be the most suitable 

since it can be used to capture mapping rules explicitly. 

Self-learning techniques will only be applicable in 

phase 3 of the IgniteWorx evolution once reliable 

reference data will be available. 

Bayesian Networks Bayesian networks seem to be the most robust and 

proven approach for managing the causal dependencies 

and probabilities in IgniteWorx. They also support 

explicit knowledge modeling, which is key for phases 1 

and 2 of the evolution of IgniteWorx. 

Decision Tree Analysis Decision trees provide a simpler way than, for example, 

BNs to deal with causal dependencies and probabilities. 

If the mappings between key IgniteWorx artifacts can 

be mapped to tree-like structures, they would be an 

option. 

Multi-Criteria Decision 

Analysis 

Again, MCDA is too broad a concept to be directly 

applicable to IgniteWorx. Instead, AHP as a key 

MCDA methodology is evaluated and considered here. 

Table 24: Evaluation of related concepts for IgniteWorx 

In conclusion, Bayesian networks and decision trees should be considered for the 

foundation of an IgniteWorx implementation, potentially in a hybrid implementation. 

Analytics hierarchy process could also be of interest but must be treated with care given 

that it is not without criticism. 

3.3.4 Proposed System Architecture for IgniteWorx 

The proposal for the IgniteWorx architecture must consider the findings from the research 

of the state-of-science of systems and concepts, as well as the anticipated system 

evolution. Consequently, the following looks again at the expected system architecture 

evolution before discussing the concrete proposal for the resulting IgniteWorx 

architecture. 
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3.3.4.1 Expected System Architecture Evolution 

As discussed in 2.7, it is assumed that any concrete IgniteWorx implementation will 

evolve in phases. These phases relate specifically to the availability of IIoT project 

reference data, as well as user feedback. In phase 1, the assumption is to have very little 

of both, in phase 2 the first meta data will be partially available, and only in phase 3 will 

the system have reliable meta data. 

As a consequence for the resulting system architecture, this means, that at least for phase 

1 and probably also phase 2, an IgniteWorx system will have to rely on explicit 

knowledge modeling, while only toward phase 3 will any meaningful, self-learning 

principles make sense. 

 

Figure 61: Expected system architecture evolution 

Figure 61 adds the suitable system categories to the system evolution diagram from 

section 2.7, showing where explicit modeling fits in and where self-learning 

recommender system technologies would start becoming relevant. 

3.3.4.2 Initial Hybrid Architecture 

Taking the above discussion on the expected system evolution into consideration, as well 

as the learnings from the research on suitable systems and concepts, the proposal is to use 

a hybrid architecture for IgniteWorx, which draws on the different concepts evaluated in 

sections 3.3.1 and 3.3.3. 
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Figure 62: Proposed IgniteWorx architecture 

The proposed IgniteWorx architecture depicted in Figure 62 includes key concepts 

recommended in section 3.3.1, including the use of architecture components from expert 

systems, semantic reasoning systems, and survey engines. 

The concrete architecture proposal includes three main components: 

 IgniteWorx System Content Manager: This component supports storage and 

management of Ignite project dimensions, IgniteWorx rules, and IgniteWorx rule 

sets. Effectively, this components is a specialized content management system 

with a custom scheme and UI to support the aforementioned entities. 

 IgniteWorx User Content Manager: This component supports project 

assessments and recommendation of IIoT project setups. 

o Project Assessments: This module works like a survey engine, as 

described in section 3.3.2.5, driven by content from the IgniteWorx system 

content manager. Depending on user preferences, this module might 

support storage of project assessments either in the local browser 

(accessible only for the individual user) or in the backend (potentially 

shared). 



Design and Development I 149 

o Engine: The IgniteWorx engine takes IIoT project assessments and 

creates recommendations for a concrete project setup. The engine must 

apply the IgniteWorx rules to the concrete project assessment data to 

create matching recommendations. 

o Recommendations: The recommendations are the output of the 

IgniteWorx engine. The engine can make one recommendation per result 

set or provide multiple results per result set, including a ranking. 

Recommendations should not only provide a link to the result details but 

also an explanation why a particular recommendation was made (this was 

described as a key feature of recommender systems, e.g., in the Hulu 

example). Also, expert systems typically include an explanation system 

(see Figure 54). 

 IIoT Knowledge Base: The IIoT knowledge base must provide detailed 

explanation of the different results from the IgniteWorx result sets. This can either 

be a central knowledge base or a distributed knowledge base (e.g., the Internet) 

Each of these components could be implemented as a micro-service. This would ensure 

improved maintenance and easier extensibility of the system (Namiot and Sneps-Sneppe, 

2014). 

3.3.4.3 User Roles and User Interfaces 

A clear understanding of user roles and user interfaces (UIs) is essential for any system 

design. In this section, both are described before being mapped against the proposed 

IgniteWorx system architecture outlined in the previous section. 
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Figure 63: User roles and user interfaces in IgniteWorx 

Figure 63 provides an overview of the key user roles and required user interfaces in 

IgniteWorx: 

 Ignite Project Dimensions Author (1): Responsible for creation and 

maintenance of Ignite project dimensions, using specialized UIs for this task 

 Ignite Rules / Results Author (2): Responsible for creation and maintenance of 

IgniteWorx results sets, results and the rules that create the mapping between 

project dimensions and results, using specialized UIs for this task 

 IIoT Subject Matter Expert / Author (3): Responsible for creation and 

maintenance of the content in the IIoT knowledge base, using specialized UIs for 

this task 

 IIoT Project Manager: The end-user of the system, using it for assessing his or 

her individual IIoT project and getting concrete recommendations. Will require 

specialized UIs to support 

o Project Assessment (4): The UI used to perform the project assessment 

based on the Ignite dimensions 

o Project Assessment Outcome (5): The UI providing assessment 

summary and recommendations for individual project setup 

The system implementation must ensure that the UIs as described above are provided in 

a way that allows efficient data capturing and presentation and also supports data privacy 

policies for the IIoT project manager to provide him or her with a choice of whether he 

or she is willing to share his or her project assessment data or not. 

3.3.5 IgniteWorx Design Models 

To allow for an efficient implementation of a hybrid architecture as proposed in section 

3.3.4.2, it is assumed that an efficient, flexible, and easily extensible implementation 

approach is required. Such an approach is supported by model-driven architecture 

(MDA), as introduced in the following. Following the MDA design philosophy, the 

remainder of this section provides descriptions of different model elements of the 

proposed IgniteWorx design, using simplified unified modeling language (UML). 

3.3.5.1 Model-Driven Architecture 

Kempa and Mann (2005) describe MDA as a software development process where 

models are the central elements. The goal is to generate platform-specific 

implementations, at least partially, from the platform independent models. The goal is to 

reduce software development costs and enable technology independence. Mellor et al. 

(2002) describe how UML can be used to generate concrete implementations from 

models, e.g., using modern programming languages such as Java or C#. Modern 
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application development tools such as Ruby on Rails, Django, JHipster, and others are 

supporting a scaffolding approach, which automatically creates working—albeit usually 

rudimentary—applications from models (Sasidharan and Kumar, 2018). 

To best support a hybrid architecture as introduced in 3.3.4.2, the IgniteWorx design 

proposes an MDA approach for the implementation. With this, one can select the most 

suitable elements from the different system categories described in section 3.3.1, as well 

as from the related concepts and algorithms described in section 3.3.3, model them using 

a modeling language such as UML, and then use an MDA-based rapid application 

development (RAD) or scaffolding framework to automatically generate the skeleton of 

the new system. This should help with minimizing development costs and provide a high 

degree of flexibility for supporting the evolution of the system. 

In section 3.3.2.4, W3C’s OWL is taken as an example for technologies to support 

semantic reasoning systems. In theory, a language such as OWL could be used to model 

parts of the required functionality of IgniteWorx (an example is provided). However, 

most tools that support OWL or similar ontology languages are not designed to support 

more modern, web-based applications in a way that the aforementioned scaffolding tools 

are providing. This is why in the following basic UML is used to provide a consistent 

design for all required micro services of IgniteWorx. Zedlitz et al. (2012) describe an 

approach for creating OWL models from UML. This approach could be used to derive 

OWL models for those services where it is required. 

3.3.5.2 Ignite Project Dimensions 

For the Ignite project dimensions, a hierarchical data structure is suggested to manage 

project dimensions and options, as described, for example, in 3.1.1. 

 

Figure 64: IgniteWorx project dimensions 

Figure 64 provides an overview of the proposed design. IgniteWorx is defined as a so-

called root entity, which aggregates all other entities underneath. All aggregated entity 

names have the character Q as a post-fix to indicate that they are actually describing the 

question side of the project dimensions. These entities are designed to actually capture 
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the project survey questions (as opposed to the survey answers provided by the end-users, 

as described in the next section). 

As the first aggregation level, the entity CategoryQ is proposed. This entity can be used 

like a folder, which groups together different dimensions. Examples of concrete instances 

would be assets and devices or backend services (see section 3.1.1.). The position attribute 

can be used by the IgniteWorx engine for ordering the categories when presenting them 

as questions to the end-user. The ImageArea attribute can be used by the IgniteWorx 

engine to display an illustrative image, e.g., as a reusable solution canvas that guides the 

user through the assessment like a visual navigation tool. The IsRepeatable attribute 

indicates whether a category can be repeated in the project assessment. For example, the 

category “Assets and Devices” could be repeated for multiple asset classes. 

Categories aggregate 0-n dimensions. In addition to “Position” and “ImageArea,” a 

“DimensionQ” has a “DetailLevel”. This attribute can be used to support different levels 

of detail for the project assessment. For example, level 1 could indicate a quick survey, 

while level 3 indicates that an instance of this DimensionQ would be included only in a 

detailed assessment. 

Each dimension aggregates exactly 0 or 4 options. An “OptionQ” represents one of the 

options offered for a question in the project assessment. As discussed in section 3.1.1., 

each dimension should offer exactly four options. Zero options will also be allowed for 

dimensions that are actually not really questions but rather an explanation about the next 

questions. Using this design, the aggregation hierarchy in this case is kept simple and 

does not use, for example, nestes categories. 

3.3.5.3 Project Assessment 

Having defined the question catalogue using the concept of Ignite dimensions, the next 

requirement is a structure to capture the concrete answers provided by the end-user in an 

individual project assessment. 

 

Figure 65: IgniteWorx project assessment  

Figure 65 provides an overview of the proposed design: “IgniteWorx” aggregates 

“Project Assessments.” From an MDA point of view, one complication here is that project 

assessments are not necessarily saved in the backend, so the MDA framework will have 
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to allow for an exception here, for example, supporting data storage in the end-user’s 

browser. 

Other than this, the proposed aggregation hierarchy is mirroring the design of the previous 

section: “ProjectAssessment” aggregates “CategoryA,” which in turn aggregates 

“DimensionA” (“A” is now used as a post-fix since these data structures are designed to 

capture the answers, not the questions). 

The link between questions and answers is created through the association between 

“DimensionA” and “OptionQ”. This means that a “DimensionA” is representing a 

concrete answer, which references one of the four options provided by the question. 

3.3.5.4 Result Sets 

For the design of the result sets, there are at least two options. The recommended one is 

examined before discussing the alternative. 

 

Figure 66: IgniteWorx result sets 

Figure 67 provides an overview of the recommended design: “IgniteWorx” aggregates 

“ResultSets,” which in turn aggregate “Results.” Each result has an association with an 

abstract entity “Content,” which represents content in the external services “IIoT 

Knowledge Base,” introduced in section 3.3.4.2. 

The alternative design would have been to use an inheritance relationship between 

“Result” and “Content.” The advantage of this approach would be that the actual number 

of instances to be manually maintained would have been reduced by half. Instead of 

creating a new instance “Result” for each result, a “ResultSet” could simply refer to 

different content elements included in this particular “Result Set.” However, the 

disadvantage of this design is that it would create a tight coupling between the 

components “IgniteWorx System Content Manager” and “IIoT Knowledge Base,” which 

would be against the principle of micro-services, as introduced in section 3.3.4.2. 
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3.3.5.5 Rules 

This work proposes to also apply the MDA approach to IgniteWorx rules and manage 

them as entities in the repository. The advantage is that the same MDA templates used 

for the other entities can be used to create and manage rules instances, including the 

required UIs for this process (assuming the chosen MDA system is supporting this). 

 

Figure 67: IgniteWorx rules 

Figure 67 provides an overview of the proposed design for rules, which is actually 

relatively lightweight: Instead of modeling an “IgniteWorx Rule” as a dedicated entity, it 

is proposed to model rules as an association between “Result” and “DimensionQ.” An 

instance of a rule is required to indicate whether a particular result has a high (or low) 

relevance for a given dimension. This design is supporting exactly this. By actually using 

two different associations (“Relevant_If_High” and “Relevant_If_Low”), one can 

express whether the relevance is based on a low or high value of the dimension. 

As long as the expressiveness of a rule is limited to this semantic, not modeling a rule as 

a dedicated entity significantly reduces the number of instances created in the system. 

This is a huge benefit from a content management point of view since rules are—at least 

initially—created and maintained manually. 

The idea is that this design will also support self-learning concepts in the next phase of 

the system evolution, as described in section 3.3.3.2. Analogizers or a Bayesian inference 

algorithm could extend the current data structures to make them suitable for its own needs 

without having to replace the manually created content from phase 1. 

3.3.5.6 Engine and Matching Algorithm 

The matching algorithm proposed for phase 1 of the system evolution is relatively 

straightforward. Figure 68 provides an overview using a concrete example. 
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Figure 68: Example of IgniteWorx rules and matching algorithm 

This example describes an instance of “ResultSet” with four “Results” as children: 

“Waterfall,” “SCRUM,” etc. On the other end, there are two examples: 

“DimensionQ”/“Number of Assets” and “Lifetime of System.” “SAFE (Scaled Agile)” 

has a reference (“Relevant_If_High”) to “Number of Assets.” This means that if a user 

indicates that in his or her project he or she has a high number of assets, then SAFE could 

be considered as a project management methodology. 

The options always go from 1 to 4. This means, for example, that such a rule match could 

add a 4 to an overall weight. For “Relevant_If_Low,” the inverse order (4 to 1) could be 

used. 

This design proposal is not specifying exactly how the algorithm should calculate the 

weights of the individual results, but there are multiple options: 

 Sum: In this example, SAFE gets 1+3=4 (building the sum). This means that there 

is no maximum weight. 

 Average: SAVE gets (1+3)/2 = 2 (take average). This means that all weights are 

always between 1 and 4. 

 Pairwise comparison, as proposed by AHP (see 3.3.3.1) 

3.3.6 Evaluation of IgniteWorx Architecture Proposal 

In section 3.3.1, a set of IgniteWorx-specific architecture evaluation criteria were defined, 

based on the architecture tradeoff analysis method (ATAM). Table 25 looks at each of 

the previously defined, architecture evaluation criteria and provides a discussion about 

how far the criteria have been met and with which level of quality. 

ATAM Criteria How is the criteria met? Quality of match 
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Performance Standard web-architecture based on 

well-proven PaaS 

Will depend on quality of 

PaaS and implementation 

details 

Reliability MDA, especially for design and 

implementation of all aspects of IoT 

project assessments (Ignite 

dimensions, result sets, rules) 

Will depend on the quality 

of the chosen MDA 

framework 

Availability Standard web-architecture based on 

well-proven PaaS in combination 

with MDA 

Will depend on the quality 

of implementation 

Security Standard PaaS approach for basic 

security. Also key: IoT project 

assessment data is always stored 

locally on the client’s PC, never in 

the cloud. 

Should be augmented with 

security validation process 

Modifiability MDA ensures high level of 

modifiability for built-in models. 

Also, MDA approach enables high-

quality web-content editors for all 

configurable parts (Ignite 

dimensions, result sets, and rules). 

Should be very high 

Portability Lock-in into PaaS-specific features 

should be avoided. 

Will depend on 

implementation details 

Functionality Detailed domain designs in section 

3.3.5 in combination with MDA 

approach will cover all required 

data-centric functionality. 

Implementation of required 

algorithm from section 3.3.5.6 must 

be supported via APIs. 

Solid, data-centric 

foundations. Quality of 

algorithms and also user 

experience will depend on 

how well the MDA 

framework supports 

customizations, e.g., via 

APIs. 

Variability Requirements for system evolution 

described in section 2.7. will be 

supported by hybrid-architecture 

proposal, described in section 

3.3.4.2. This will allow to start with 

Will depend on the quality 

of integration of the 

different concepts in the 

hybrid architecture 
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an explicit knowledge 

representation and move toward a 

self-learning approach in the next 

steps of the system evolution. This 

is not a technical limitation but is 

rather dependent on content 

availability. 

Subsetability MDA approach and clear domain 

design in combination with micro-

service architecture ensures 

“subsetability.” Detailed domain 

design from section 3.3.5.2 ensures 

reuse of the existing Ignite concepts. 

Should be very good, given 

clear and concise domain 

design 

Conceptual 

Integrity 

MDA approach ensures unified 

design. 

Should be very good, 

assuming MDA approach 

is consequently used 

Table 25: Evaluation of IgniteWorx architecture proposal 

based on architecture evaluation criteria 

The findings summarized in Table 25 allow the conclusion that the previously defined 

architecture evaluation criteria have been met for most points, as far as this can be 

evaluated on the conceptual level. A final evaluation is provided in section 9.6.1, this time 

based on the findings of the two research iterations in this thesis, including a concrete 

implementation of the design proposal described in this section. 
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4 Demonstration I 

On October 16, 2018, the IIC announced the availability of the public beta of the IIC 

Resource Hub during the opening keynote of the IoT Solutions World Congress in 

Barcelona. A key part of the IIC Resource Hub (IIC, 2018d) is the IIC Project Explorer. 

IIC has licensed the Ignite methodology via the Creative Commons Attribution 3.0 

Unported License (see section 1.9). The Ignite methodology has become an essential part 

of the IIC Project Explorer, tailored for the specific needs of the IIC (a main reason for 

the choice of CC BY 3.0 was to allow exactly this). 

While the IIC Project Explorer is not a 1:1 implementation of IgniteWorx, it has been 

chosen as the main demonstration artifact of this thesis since it is structurally very close. 

In the following, an overview of the IIC Project Explorer is provided, including a 

discussion of the differences between the IIC implementation and the original IgniteWorx 

design. It should be noted that the IIC Project Explorer itself is copyright IIC and not part 

of the work results of thesis. Finally, the demonstration I part of this thesis only uses 

publicly available features of the IIC Project Explorer. 

4.1 IIC’s Actionable Intelligence 

The IIC has used the term “actionable intelligence” to describe how its Resource Hub 

knowledge base and the IIC Project Explorer are providing a joint value proposition. The 

first page of the IIC Project Explorer provides a visual overview of how these concepts 

fit together, as shown in Figure 69. 

 

Figure 69: IIC’s actionable intelligence 

The overview diagram shows how the IIC Project Explorer is positioned as the interface 

between the IIoT project team and the Resource Hub. It also depicts how the Project 

Explorer starts with the project assessment and delivers an assessment report, as well as 

“actionable intelligence,” referring to the recommended readings for the project setup, 
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which are essentially the best-rated results from the underlying result sets (see section 

4.8). Since making direct recommendations can be difficult for legal reasons, this 

implementation is using the concept of recommended readings. 

Other than this, one can already see on this page that the IIC Project Explorer is designed 

like a classical wizard that can be found in many web applications that guide a user 

through a complex data capturing process, including progress bar, as well as load/save 

functions to support temporary suspension of the work. This kind of feature can be found, 

for example, in survey engines, as described in section 3.3.2.5. 

4.2 IIC Project Explorer: Data Privacy 

As described in section 3.3.4.3, an IgniteWorx system will have to ensure a strict data 

privacy policy; the project assessment is capturing data that has potentially significant 

commercial value for the company running the IIoT project. Figure 70 shows how this is 

supported in the IIC Project Explorer. 

 

Figure 70: Data privacy in IIC Project Explorer 

The IIC Project Explorer is storing all project-related data in the user`s browser, not on 

an IIC server. This means that IIC does not have direct access to this sensitive 

information. 

4.3 IIC Project Explorer: Levels 

One important choice the user must make in the IIC Project Explorer is to define the level 

of detail used for the assessment of this project. This is shown in Figure 71. 
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Figure 71: Assessment levels in IIC Project Explorer 

The IIC Explorer offers three levels. The first level is a “quick assessment,” which is 

designed to support a high-level assessment of the project. The second level is the 

“standard assessment,” which could be used, for example, as the starting point for creating 

the nonfunctional requirements of an RFI/RFP. The third level is the “detailed 

assessment,” which is intended, for example, as the foundation of a detailed solution 

design. 

Especially levels 2 and 3 can also be used in requirements management workshops with 

multiple stakeholders in the room. In this case, the tool would be used to help structure 

the discussion and to capture the results. This was done as part of the research with the 

IIC German Country Team using the “manual” version of the IIC IPT, as described in 

section 2.4.2, Figure 21. In this case, the IPT cards were used with the research team to 

capture the results of an example project. This process took approximately a half day. In 

practice, requirements capturing workshops can take multiple days. Having an online tool 

like the IIC Project Explorer to help structure the workshop and capture results could be 

quite valuable. Depending on the time available for the workshop and the types of 

participants, a matching detail level must be chosen. 

The support for different assessment levels is described in the IgniteWorx design proposal 

in section 3.3.5.2. 

4.4 IIC Project Explorer: IIoT Solution Canvas 

Because of the high level of complexity involved in designing an IIoT solution, 

IgniteWorx proposes the concept of using an IIoT solution canvas to guide the user 

through the questionnaire (see section 3.3.5.2). An implementation of this concept is 

shown in Figure 72. 
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Figure 72: IIoT solution canvas in IIC Project Explorer 

The IIC solution canvas for an IIoT project includes the field perspective, the backend 

perspective, and the general environment perspective. Each of the perspectives features 

the key elements usually found here (e.g., assets, sensors, and local compute capabilities 

in the field). This canvas is explained here and then reused for each of the detail questions 

below to visually guide the user through the set of questions and ensure that he or she 

always knows where he or she is in the process. 

4.5 IIC Project Explorer: Repeatable Categories 

In large projects, there can be multiple different instances of key artifacts, e.g., assets and 

backends. For example, an asset management solution for a construction company might 

have to support excavators, cranes, and bulldozers.  
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Figure 73: Example for capturing multiple artifact categories in the IIC Project 

Explorer 

The IgniteWorx design proposal is supporting the capturing and management of multiple 

artifact categories (see the discussion on the “IsRepeatable” attribute in section 3.3.5.2). 

Figure 73 shows how this concept is supported by the IIC Project Explorer. 

4.6 IIC Project Explorer: Project Dimensions 

Finally, the capturing of individual project dimensions is a key feature of IgniteWorx and 

the IIC Project Explorer. As described in section 3.1.1, each Ignite dimension is offering 

exactly four options to choose from. This was designed to allow for easy processing of 

the user input in the algorithms that use this data. 

 

Figure 74: Example of capturing an Ignite project dimension in the IIC Project 

Explorer 

Figure 74 provides an example of capturing an Ignite dimension in the IIC Project 

Explorer. At the bottom of the page, one can see the solution canvas, including a green 

box that indicates which solution artifact the current question is related to. This is 

supported by the IgniteWorx design described in section 3.3.5.2. 

4.7 IIC Project Explorer: Assessment Summary 

Having completed the project assessment, the IIC Project Explorer offers three main 

assessment results: a summary, a detailed breakdown of the assessment results, and 

related readings. 
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Figure 75: Example of project assessment summary in the IIC Project Explorer 

Figure 75 shows an example of the project assessment summary in the IIC Project 

Explorer. Ignite dimensions are structured so that each answer to a survey question is 

always rated 1 to 4, where 1 indicates a low level of criticality from the project’s point of 

view, while 4 indicates a high level of criticality (see section 3.1.1). This view is simply 

calculating the average for the answers in each category, e.g., IT, OT, or systemwide 

challenges. This provides the project manager with a management summary of the 

potential criticality of key areas in his or her project. 

 

Figure 76: Example for project assessment details in IIC Project Explorer 

Figure 76 shows an example of the details of a project assessment. It is essentially a 

visualization of each Ignite dimension captured as part of the assessment. This view can 

be interesting, for example, for the creation of the nonfunctional requirements of an 
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RFI/RFP. Consequently, the IIC Project Explorer also supports the download of a Word-

based RFP-template, which includes this information. 

4.8 IIC Project Explorer: Project Setup Recommendations 

Finally, the IIC Project Explorer offers a view that provides the user with concrete 

recommendations for his or her project setup. In this case, this is actually not done as a 

direct recommendation but rather as so-called “related readings.” For an organization 

such as IIC, it would be very difficult to actually provide direct recommendations, for 

obvious legal reasons. 

 

Figure 77: Recommendations for related readings for IIoT project setup 

Figure 77 provides a concrete example of the recommendations for the related readings 

for an IIoT project setup provided by the IIC Project Explorer. The IIC Project Explorer 

is structurally following the IgniteWorx design proposal of result sets, as described in 

sections 3.3.5.4 (system design). However, the proposal for the IgniteWorx result set 

content structure (as described in section 3.1.2) is only used partially. The reason is that 

IgniteWorx looks at how the ideal content structure would look based on the research 

output of this thesis; the IIC must map the result sets concept to its existing knowledge 

base and support key IIC concepts, such as testbeds. 

  

Result Set IgniteWorx IIC Comments 

Project 

Management 

Methodology 

  Very similar, both based on 

Sassikumar (2018) 
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Solution Design   IIC is actually providing different 

architecture patterns here. 

Technology 

Selection 

  IIC is using its ecosystem directory 

to support this topic. 

Resource 

Acquisition 

  Currently not supported by IIC 

Project Explorer 

Cost Estimate   Currently not supported by IIC 

Project Explorer 

Risk Management   Currently not supported by IIC 

Project Explorer 

Trust and Security   Currently not supported by IIC 

Project Explorer 

Reliability and 

Resilience 

  Currently not supported by IIC 

Project Explorer 

Verification and 

Validation 

  Currently not supported by IIC 

Project Explorer 

Service Operations   Currently not supported by IIC 

Project Explorer 

Testbeds   Testbeds are a key asset from IIC, 

which provide relevant 

benchmarking information. 

IgniteWorx cannot make an 

assumption about the availability of 

such information. 

Insights   Similar to testbeds, this is a valuable 

but IIC-specific content category. 

Table 26: Comparison of result sets (IIC versus IgniteWorx) 

Table 26 provides a detailed comparison of the proposed IgniteWorx results sets versus 

the result sets actually supported in the public beta of the IIC Project Explorer. 

4.9 Recommendation Details 

In the IIC Project Explorer, each recommendation can be looked at in detail, as shown in 

Figure 78. For each recommendation, the following are shown: first, a synopsis of the 

actual “related reading,” including a link to the actual page in the IIC knowledge base. 
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Second, a description of why this recommendation was made, consisting of a detailed list 

of the Ignite dimensions and how they were ranked for the project. This feature is actually 

conceptually close to the explanation subsystem of a typical expert system, as described 

in section 3.3.2.2. 

 

Figure 78: Recommendation details in the IIC Project Explorer 

4.10 Summary 

As can be seen in this section, the IIC Project Explorer—while not a 1:1 implementation 

of IgniteWorx—is a good demonstration of how the concepts of IgniteWorx can be 

implemented in an industrial setting. 

The main differences between the IIC Project Explorer and IgniteWorx can actually be 

found on the content side. While IgniteWorx proposed ten results sets, the IIC Project 

Explorer in its initial beta version provides only six, which are also structurally slightly 

different than the ones proposed by IgniteWorx. As discussed in section 4.8, this is due 

to the fact that IIC has certain limitations from a legal point of view and has additional 

artifacts like IIC testbeds, which could not be assumed in this thesis. 

However, despite these differences, it is assumed in the following evaluation that the IIC 

Project Explorer is a successful demonstration of the key concepts outlined by IgniteWorx 

because it shows how the general IgniteWorx concepts can be applied to a real-world 

application. This is especially true because these are not structural differences but mainly 

relate to details on the content level.  
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5 Evaluation I 

As outlined in the introduction, the evaluation phase of the first iteration of this project 

is based on case study research. First, the specific case-study research approach is 

described before then providing an overview of four detailed cases, followed by a 

discussion of cross-case findings and their implications for IgniteWorx. 

5.1 Goals and Approach Taken 

According to Venable et al. (2016), “Evaluation of design artifacts and design theories is 

a key activity in Design Science Research (DSR), as it provides feedback for further 

development and (if done correctly) assures the rigour of the research.” The authors are 

proposing a “Framework for Evaluation in Design Science” (FEDS). The FEDS 

evaluation design process defines four steps:  

1. Explicate the goals of the evaluation 

2. Choose the evaluation strategy or strategies 

3. Determine the properties to evaluate  

4. Design the individual evaluation episode(s) 

The passages below follow a process inspired by this proposal and outline/explicate the 

goals of the evaluation. The following sections explain how the evaluation strategy was 

chosen and which properties to evaluate and then describes the design of the individual 

evaluation episodes (project interviews, in this case). 

The main goal of the evaluation is to see if the IgniteWorx approach is useful in principle 

and to get input to help improve the relevance for project managers. This is a first step 

toward validation. However, a complete and formal validation is not possible in the scope 

of this thesis. Consequently, the second iteration of the IgniteWorx system design actually 

aims to build elements into the system, which should help with continuous and 

incremental evaluation. 

The focus of the initial evaluation is on the three main elements: Ignite project assessment, 

IgniteWorx result sets, and IgniteWorx matching rules. Please note that evaluation I is 

not evaluating the IIC implementation, but rather the structure and proposed initial 

contents of these three elements, as defined by this thesis. An evaluation of the IIC 

implementation is provided in evaluation II. 

For each of these three elements, the following must be clear: 

 Is the scope and value proposition of the design artifact suitable to the needs of 

industrial users? 

 Does the design artifact have the right level of granularity? 

 Is the structure of the artifact the right one? 
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 Are key elements missing, redundant, or irrelevant? 

 Can the design artifact function in the real world? 

 Does it play well together with the other related design artifacts? 

To evaluate this, the following section presents a case study design as the foundation for 

the evaluation strategy. 

5.2 Case Study Design 

Case study design is a wide research field. Yin (2003) distinguishes between holistic 

case studies and embedded case studies. This is significant in the context of this project 

since the related studies must be done in the context of IgniteWorx to achieve a result 

that supports this phase of the design-science research-based approach. 

5.2.1 Holistic versus Embedded Case Study 

According to Yin (2003), holistic case studies analyze a case as a whole, while 

embedded case studies look at multiple units of analysis within a given case. Figure 79 

provides an overview of the different approaches, based on Runeson and Höst (2009). 

 

Figure 79: Holistic versus embedded case study 

5.2.2 Approach Taken 

The approach taken in this thesis is based on embedded case studies because the context 

for the cases is the IgniteWorx framework. This is consistent across the different units of 

analysis (see Figure 80).  
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Figure 80: IgniteWorx as embedded case study 

The context chosen here is IgniteWorx. This is managed consistently across the different 

units of analysis. For each unit, the following focuses especially on the Ignite project 

dimensions, the IgniteWorx result sets, and finally the mapping rules.  

5.2.3 Project Selection 

To provide the ideal support for the case study, a number of projects were selected to help 

advance the research on the initial IgniteWorx design proposal. 

A number of factors were considered for the project selection: 

 Accessibility and commitment for support: This may be the most basic but also 

the most important factor. If the project cannot be reached or is not willing or able 

to support the research, the project can be ruled out 

 IIoT fit: The project must fit the definition of an IIoT project, as provided in the 

introduction on page 19. 

 Domain: The projects should come from different IIoT domains to ensure that the 

evaluation is not domain-specific. 

 Maturity of the project: IgniteWorx is designed to support projects at the very 

beginning of their lifecycle. However, for the evaluation, it is better to work with 

projects that are more advanced so that the experts can provide feedback from 

real-world experience (looking backward at the project initiation phase). 

 Scalability: The method described here looks for projects that work at different 

scales, e.g., with respect to number of assets supported. 

Based on these factors, the following projects have been identified and acquired: 

Project Description Challenges that make it 

relevant for the case study 

A: Automated 

Optical Inspection 

Application of AI in 

manufacturing for inspection 

processes 

Advanced use of AI, 

combined with IIoT and 

robotics 
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B: Tightening 

Quality Assurance 

Systems 

Application of ML in 

assembly lines for process 

tools 

Edge/fog-computing use case 

with intelligent data collection 

in the backend 

C: Remote 

Maintenance 

Remote monitoring and 

maintenance in highly 

heterogeneous IoT 

environments, e.g. 

commercial building 

operations 

Good example of dealing with 

high level of heterogeneity 

D: OTA in 

Automotive 

Over-the-air updates for 

vehicles 

Key feature to support more 

agile development in this 

industry 

Three of the four projects are fairly advanced in their lifecycles with real-world 

deployments and large numbers of assets supported in the field. This has the benefit that 

the project experts can provide real-world feedback on IgniteWorx. However, it also 

means that the project experts must put themselves in the role of somebody who is in the 

early phase of his or her project because this is the role that IgniteWorx usually plays. 

This workaround was seen as able to sufficiently address the issue described here. The 

benefit of real-world expertise and feedback was seen as outweighing the disadvantages. 

5.2.4 Goals for Project Documentation 

Four goals for the project documentation have been identified: 

 Project domain: Understand and describe the project domain in general to have 

sufficient context information 

 Solution design: Understand and describe the solution design in some detail 

 Lessons learned: Describe the generic lessons learned from the project 

 IgniteWorx-specifics: Describe specific lessons learned that apply to IgniteWorx  

 

The following describes how literature research and standardized, open-ended 

interviews are utilized to generate the required data to achieve these four goals for the 

project documentation. 

5.2.5 Literature Research 

To better understand the project domain, intensive literature research (both industrial and 

academic) is required. This is the foundation for the general description of the project 

domain for each project. 

This research was performed based on the proposal from Budgen and Brereton (2006), 

who describe a process for “Performing Systematic Literature Reviews in Software 

Engineering.” 
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5.2.6 Interviews 

To analyze each project`s solution design and to derive the lessons learned, interviews 

were chosen as the main research instrument. They are a well-established tool to collect 

qualitative data and are frequently used in case study research. See Yin (2003), Merriam 

(1988), and Eisenhardt (1989), for example. 

Interviews as a research tool are not new. As early as 1957, Kahn and Cannell (1957) 

described “The dynamics of interviewing; theory, technique, and cases.” The described 

techniques have, of course, evolved over time. Comprehensive guidelines are provided, 

for example, by US General Accounting Office (2006), Dick (2002), and McNamara 

(2009). Based on these guidelines, the following section looks at interview types, 

interview design, interviewee selection, and interview conduction. 

5.2.6.1 Interview Types 

McNamara (2009) describes four main interview types: 

 Informal, conversational interview: Open interview without prepared questions. 

Allows the interviewer to adapt to the interviewee’s nature and priorities. 

 General interview guide approach: This approach ensures that the same general 

areas are covered in each interview. It is a more focused approach but still with a 

relatively high degree of flexibility. 

 Standardized, open-ended interview: A set of open-ended questions is prepared 

and used in all the interviews. Open-ended means that there is no set of predefined 

answers or options to choose from. According to McNamara (2009), “this 

approach facilitates faster interviews that can be more easily analyzed and 

compared.” 

 Closed, fixed-response interview: All interviewees are presented with the same 

questions and presented with a set of answers to choose from. 

For this case study, the standardized, open-ended interview style was chosen because it 

seems best suited for capturing feedback on the research subject—the design of 

IgniteWorx—without limiting the interviewees too much in sharing their personal 

experiences. 

5.2.6.2 Interview Design 

US General Accounting Office (2006) describes a process for the identification, 

development, and selection of interview questions, as well as a standard procedure for 

composing and formatting them. The report differentiates among descriptive, normative, 

and cause-and-effect questions. After the development of the broad overall questions, US 

General Accounting Office (2006) describes how they are translated into measurable 

elements in the form of hypotheses or questions. The composition of the appropriate 
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questions must consider the relevance, the selection of the respondents, and the ease of 

response. Again, different types of questions can be used, including open and closed. 

Finally, the organization of the questions is another main task in the interview design: 

“Present the questions in a logical manner, keeping the flow of questions in chronological 

or reverse order, as appropriate. Avoid haphazardly jumping from one topic to another.” 

Finally, the right layout of the questions must be considered as well. 

Another important part of interview design related to avoiding potential problems, 

including selection of the right language (appropriateness, level, use of qualifying 

language, clarity, avoidance of double negatives, etc.) and avoiding bias within questions; 

see (US General Accounting Office, 2006) and (McNamara, 2009). 

For this case study, the interview guide was designed to match the main artifacts of 

IgniteWorx, namely, the Ignite project assessment dimensions, the IgniteWorx result sets, 

and the matching rules. Figure 81 shows the three main areas of the interview guide. 

 

Figure 81: Structure of interview guide 

These three main interview areas are presented sequentially. The order was defined as 

follows: 

1. Ignite Dimensions: This is the first part of the interview guide since this is also 

the starting point from an end-user’s point of view (he or she starts with the project 

assessment). 

2. IgniteWorx Result Sets: This is the second part of the interview guide since this 

is the result that the end-user sees after doing the assessment. 

3. Matching Rules: This is the third and last part because it requires some 

explanation of how the rules help in mapping the dimensions to the result sets. 

That would be difficult to explain without having introduced the result sets first. 
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Each interview area has the following parts: 

 Feedback on the respective elements, e.g., concrete dimensions or result sets 

 Key aspects from the perspective of the concrete project in the scope of the 

interview 

 General observations 

This is repeated for all elements of each area. At the end of each section, the interview 

guide asks if there are elements missing (e.g., missing dimensions, missing results sets). 

For Ignite dimensions, the five main areas are included. For result sets, the ten are 

included. For matching rules, two concrete examples are provided. 

Each area is mapped onto a matrix, with elements on one axis and project-specific/general 

observations on the other. Each cell in each of these matrixes is an interview question. 

The number of questions in the interview guide can be derived as follows: 

Area Number of Questions Total 

Ignite Dimensions 5x2+2 12 

IgniteWorx Result Sets 10x2+2 22 

IgniteWorx Rules 2x2 4 

  38 

Table 27: Number of questions in the interview guide 

Thirty-eight is a relatively high number of questions, given that the planned interview 

durations are between 90 and 120 minutes. However, since the second column of each 

matrix (the general observations) is optional, this means that only 19 questions are 

mandatory (meaning that they should be answered, if possible at all, which also might not 

always be the case). 

5.2.6.3 Interviewee Selection 

Interviewee selection is another key part of the interview research design, especially for 

interviews with a broad reach. However, US General Accounting Office (2006) also 

describes, “For some structured interviews, because there is only one person who fits the 

category of interviewee […], no selection process is needed.” In the case of this project, 

the most likely candidates for the interviews are the project managers or product managers 

since they typically have the most significant insights and a broad overview over the 

entire project. In some cases (like in project B here), it can make sense to interview 

experts from the IT and the OT sides.  

Project Interviewee Reason for Selection 
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A: Automated 

Optical Inspection 

Project Manager Has deep insights into both 

product design as well as team 

structure and performance 

B: Tightening 

Quality Assurance 

Systems 

Interviewee B1: Product 

Manager Backend Solution 

Represents the backend part of 

the solution with many years of 

experience 

 Interviewee B2: Product 

Manager Tightening Tools 

Represents the asset perspective 

in this project (in this case, asset 

means tightening tool) 

C: Remote 

Maintenance 

Product Manager Has the best overview of all 

project aspects 

D: OTA in 

Automotive 

Solution Architect Is involved in solution design and 

implementation aspects 

Table 28: Interviewee selection for integrated case study 

5.2.6.4 Conducting the Interview 

McNamara (2009) provides the following advice for conducting the interview: 

 Occasionally verify that the tape recorder (if used) is working. 

 Ask one question at a time. 

 Attempt to remain as neutral as possible.  

 Encourage responses with occasional nods of the head, “uh-huh,” etc. 

 Be careful about the appearance when note taking. 

 Provide transitions between major topics. 

 Do not lose control of the interview. 

Actually, most interview guides recommend recording and then transcribing the 

interview. In the experience of the author, this approach is very difficult to implement 

with the interviewees targeted here; project managers and product managers of large 

industry firms are dealing with many different stakeholders and tasks and are constantly 

under time pressure. Getting them to do an interview and then also approve a lengthy 

transcript is extremely difficult. Finally, they might not openly address more difficult 

topics if the interview is recorded. 

To address these issues, for the interviews here, a different approach was selected. During 

the interview, the interview guide is shared between the interviewer and the interviewee 

on a laptop or a projector. The answers to the questions are transcribed in real time so that 

approval can be given directly at the end of the interview. This should ideally also 

increase the validity of the interviews since the approval is given instantly and there will 
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be no discussions about details and semantics in the aftermath. Of course, there are also 

potential limitations, especially the fact that important details might not be recorded or 

that context information like intonations are lost. However, for the purpose of this thesis, 

it is assumed that the advantages of this approach outweigh the disadvantages. 

5.2.6.5 Interview Evaluation 

US General Accounting Office (2006) states that “the answers to open-ended questions 

are often left unanalyzed. The evaluator or auditor in reporting may quote from one or a 

few selected responses, but open-ended interviews generally do not produce uniform data 

that can be compared, summed, or further analyzed to answer the evaluation or audit 

questions.” 

Consequently, the interview evaluation in this case actually aims to get as much 

circumstantial evidence for the validation of the different elements of IgniteWorx with 

all the limitations of this approach—as described, for example, in “The Nature of 

‘Evidence’ in Qualitative Research Methods” (Miller and Fredericks, 2003)—e.g., with 

respect to the application of the “hypothetico-deductive model” to qualitative research 

cases. 

The interview evaluation is actually done on two levels in this case study: 

 Individual project analysis: For each individual project analysis, the interview 

input is used for the general “lessons learned” part, as well as the “findings for 

IgniteWorx” part. 

 Cross-Study Findings: Across all projects, the findings for IgniteWorx are 

synthetized and summarized. 

5.3 A: Automated Optical Inspection 

Project A of the case study is a project to create a highly flexible automated optical 

inspection (AOI) tool for manufacturing, using advanced, AI-based image processing. 

AOI is not a new discipline. For example, Jones (1927) already describes a patent for an 

optical inspection system, designed to support “sorting according to size measured by 

light-responsive means.” A modern example for the application of AOI technology is the 

market for printed circuit boards (PCBs). Gilutz (1988) encourages the use of AOI for 

PCB manufacturing as follows: “Early detection of improper artwork, leftover resist 

flakes on imaged panels or over-etched or under-etched copper lines can support prompt 

identification and retuning of a malfunctioning process and prevention of repeat 

production of faulty layers. Further, early flaw identification makes it easier and less 

costly to repair the flawed panel or to scrap it and to prevent the cost associated with 

fruitless further processing and handling. Meeting this goal requires an inspection 
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technique that will handle the different mid-manufacturing products, support efficient 

flaw data collection and analysis, and have a cost-effective operation at production rates.” 

Pattern recognition plays an important role in AOI. In 1982, Fu (1982) already described 

three major approaches for pattern recognition for automatic visual inspection, namely, 

template matching, a decision-theoretic approach, and a structural and syntactic approach. 

In the early 2000s, scientists looked at the application of neural networks to AOI. For 

example, Belbachir et al. (2005) proposed “an automatic optical inspection system for the 

diagnosis of printed circuits based on neural networks.” Similarly, Acciani et al. (2006) 

look at the “application of neural networks in optical inspection and classification of 

solder joints in surface mount technology.” 

Today, two main factors are driving the evolution of AOIs: 

 Enhancements in image acquisition 

 Enhancements in neural networks-based image processing 

Each of these two factors is examined in the following. 

5.3.1 Image Acquisition in AOI 

Depending on the material subject to the inspection, different image acquisition 

technologies can be used. For example, classic AOIs for PCBS would use a top view 

camera with telecentric optics (Richter et al., 2017). To optimize the image quality for 

different materials and surfaces, different illumination modules can be deployed. 

According to Richter et al. (2017), the most common options include user-controlled 

color, ultraviolet, and infrared illuminations, as well as coaxial light. The illumination 

modules can be deployed in different positions to optimize the illumination of the field 

of view. 

Other image acquisition technologies include x-ray tubes with detectors or angled view 

cameras (Janczki et al., 2013). In addition, 3D AOI technology is now emerging. Koh 

(2009) describes how advanced 3D AOI technology is overcoming issues such as 

“shadowing problems, measuring range, and soldered PCB warp and distortion”:  

The AOI imaging head employs a series of eight white projection lights mounted 

in a circular configuration to pick up visual data from all sides and the top of the 

device or feature. It also contains multiple circular rows of LED illuminators 

positioned at different heights and angles to the part, each ring firing in succession 

in different colors, or wavelengths. The camera observes the varying wavelengths 

and angle of projection of each wavelength onto the part and thus can construct 

accurate 3D images and measure the height of the component or feature. This 

configuration allows for completely shadow-free imaging as well as precise 

position, shape, and height measurement of the feature under inspection. 



Evaluation I 177 

5.3.2 Image Processing in AOI 

Modern image acquisition technology in AOI is delivering very high volumes of data. 

For example, Ye et al. (2018) describe an “AOI technology based on a high-resolution 

linear charge-coupled device (CCD) to implement surface defect inspection over wide 

area samples.” The data volume in this system is described as “147 megapixel image data 

per second transmitted from a host CPU to a graphical processing unit (GPU) device for 

image processing.” According to the paper, the “2D inspection system accurately detects 

microscopic flaws on touch panel glasses in less than 1 s.” 

Recently emerging high-end GPUs and similar technologies are enabling advanced image 

classification algorithms based on artificial intelligence or machine learning. Deep 

convolutional networks enable a new quality of image classification. These networks take 

the entire image as input and extract the features of the image implicitly. The network is 

self-learning, meaning that the features of the image to be extracted are not explicitly 

defined by an engineer any longer; the system is trained to recognize them automatically. 

This training process requires large amounts of high-quality training data (Richter et al., 

2017). 

5.3.3 Project A: AI-Based Optical Inspection System 

AOI is an important tool for quality assurance in manufacturing. However, especially for 

large manufacturers, it requires a high level of flexibility, given the potentially extremely 

high number of combinations of products, variants, and defect categories.  

Especially for high-volume manufacturers, automating visual inspection can be very 

attractive due to the otherwise high cost involved. Today, most automated inspection 

machines are highly specialized, which has a number of disadvantages: 

 The solution is usually specific to one product category 

 Development of these machines can make up a significant part of overall 

engineering costs 

 It can take months to design and build such a special-purpose inspection machine 

The goal of this project is to develop an optical inspection machine that supports fully 

automated, flexible, and product-independent product inspection. 
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Figure 82: AI-based optical inspection 

Figure 82 provides an overview of the solution architecture, which includes: 

1. Robot support for product picking and presentation 

2. Multi-camera photometric imaging 

3. Automatic image classification through use of artificial intelligence/machine 

learning 

4. Easy training and setup for new product categories, variants, and defect types, 

performed by manufacturing staff on the factory floor 

5. Classifier stability, i.e., the automatic inspection process is not disturbed by 

small changes in the training data 

6. Defect visualization and augmentation for inspection 

This project is currently in transition from advanced development to a line of business. 

A number of systems have been developed and successfully tested in manufacturing 

lines. 

5.3.4 Lessons Learned 

This project is a combined hardware/software IIoT project, which is run based on an 

agile/SCRUM approach, slightly adapted to the needs of hardware development. Key 

lessons learned from this project include: 

 In principle, SCRUM also works well for hardware development 

 However, more long-term planning is required due to hardware constraints 

 Incremental development is difficult for hardware, especially after it is deployed 

in the field 

 Fixed sprint duration and implementing the “shippable product increments” 

approach is more difficult for projects which are including hardware 

development 

 Pilot runs in production enforce collaboration among all branches 
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5.3.5 Findings for IgniteWorx 

Regarding the Ignite dimensions, some highly relevant feedback was provided, especially 

in the area of standards and regulatory requirements, as well as the project environment. 

Since the solution has all intelligence directly deployed in the edge layer (see IIC 

(2018b)), the feedback on the distribution of intelligence between the edge and the 

backend was minimal (Ignite dimensions #1–#3). The integration aspects here are mainly 

related to integration with manufacturing execution systems (MES) systems. 

Regarding Ignite dimension #4 (Standards and Regulatory Compliance), the feedback 

was that from the point of view of advanced development, the existing standards of the 

transfer partner must be taken into consideration (e.g., which controls and robots to 

support). This is currently not an option in Ignite. 

Regarding Ignite dimension #5 (Project Environment), the feedback was that the stability 

and availability of the team are seen as critical success factors, especially during the 

transition to the line of business. This feedback would be difficult to reflect directly in an 

Ignite dimension, but it is valuable input for result set #4 (Resource Acquisition). 

Regarding the discussion of potentially missing Ignite dimensions, one input was that the 

understanding of the complex stakeholder network is highly relevant. In this example, 

this includes many stakeholders in the development and productization process, as well 

as many different end-user roles (including system operators, system maintenance team, 

manufacturing planning experts, and quality managers). Another recommendation was to 

include a new Ignite dimension to determine the current stage in the project’s lifecycle. 

Other feedback was regarding the availability and maturity of use cases. It would seem 

logical to extend IgniteWorx to actually capture such information. The issue here is that, 

structurally, the current concept of Ignite dimensions would not allow the capturing of 

such information (since the Ignite dimensions and available options are fixed and do not 

allow to capture input lists). 

Regarding the result sets capturing the IIoT project setup, the feedback from the project 

also included a number of important points. 

Regarding result set #1 (Project Management Methodology), it was confirmed that this is 

an important one, and guidance on the most suitable methodology (e.g., SCRUM versus 

SAFE) would be seen as helpful. 

Regarding result set #2 (Solution Design), the input provided was regarding decision 

points and major milestones in the project. It would have been seen as useful if 

IgniteWorx would be able to support this as part of the project setup. For example, a list 

of decision points that could be expected, depending on the project characteristics, could 

be generated. As a concrete example, the decision for use of a robot versus linear rotation 

axis was mentioned. Again, the current structure of the Ignite dimensions would make 
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this difficult since it would mean being able to capture open lists of requirements, as 

opposed to a more static project survey as provided by Ignite. 

Regarding result set #3 (Technology Selection), the point from above regarding the 

importance of existing standards from the productization partner was repeated. 

Regarding result set #4 (Resource Acquisition), the importance of resource availability 

was emphasized again. An important point that was raised was to ensure that allocated 

resources are 100 percent available and not only partially assigned to the project. 

Regarding result set #5 (Cost Estimation), the feedback was that for this particular project, 

the feeling was that it was too early in the project lifecycle to look at this in detail. 

Regarding result set #8 (Reliability and Resilience), the feedback focused on the specifics 

of a manufacturing environment as the target for product deployment. For example, the 

project has a long list of parts that need to be checked in different conditions, e.g., 

components with oil, minor differences in components from different suppliers, etc. 

Regarding result set #9 (Verification and Validation), it was mentioned that most criteria 

for the approval of an inspection system are highly specific to the industry of the 

components evaluated; the validation requirements for parts produced for the automotive 

industry are different from what can be found in aircraft manufacturing, as an example. 

In general, this cannot be done without deep domain knowhow. 

Regarding result set #10 (Service Operations), it was confirmed that this is another key 

aspect. Operations of a product in a factory mean that all the involved roles (see above) 

must be efficiently supported. This is something that already should be anticipated during 

the project initiation. 

During the discussion of potentially missing result sets, a number of points came up that 

could eventually be mapped to the existing ones. 

A detailed discussion of rules to create mappings between dimensions and result sets did 

not happen due to time constraints. 

In general, it can be learned from this interview that: 

 The general structure of Ignite dimensions and IgniteWorx result sets was 

confirmed as useful and comprehensive. 

 For some areas, a deep dive would require capturing details like the specific 

industry (manufacturing in this case) and the supported use cases (e.g., optical 

inspection) to derive more meaningful recommendations from the project 

assessment. 

 This is something currently not supported in the initial IgniteWorx design and can 

be seen as a weak point that should be addressed. 
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5.4 B: Tightening Quality Assurance System 

Project B of this case study is an industrial tightening quality assurance system (T-QAS). 

The following section looks at tightening in manufacturing environments, tightening 

quality assurance, and finally a T-QAS. Based on this contextual information, the results 

of the expert interview are presented with respect to the evaluation of IgniteWorx. 

5.4.1 Tightening in Manufacturing Environments 

Tightening is an assembly technique in manufacturing, widely used for many different 

parts, e.g., safety belts and steering wheels in the automotive industry (Hermansson, 

2016). 

There are a number of different methods used. Bolt Science (2018) describes the 

following ones: torque control tightening, angle control tightening, yield controlled 

tightening, bolt stretch method, heat tightening, and use of tension indicating methods. 

Bolt Science (2018) says about torque control tightening that “controlling the torque 

which a fastener is tightened to is the most popular means of controlling preload.” Angle 

controlled tightening, on the other hand, is using a fixed tightening angle, e.g., for use 

with power wrenches, where the bolt is being tightened with a predetermined angle. 

In addition to the chosen tightening method, there are a number of other factors that 

determine the quality of the tightening process, e.g., fastener torque rate and operator 

position (Radwin et al., 2014), or the materials used, e.g. the fastener coating (Archer, 

2009). 

Given the mission criticality of the outcome, as well as the complexity of the process, it 

is no wonder that quality assurance for tightening processes plays an important role, as 

described in the following. 

5.4.2 Tightening Quality Assurance 

Tightening quality assurance is a complex process that must consider  a large number of 

parameters. According to Remtulla, et al. (2014), the “current quality standards require 

that all quality data, such as time and date of manufacturer, operator ID, torque data, 

process complete, process stops, retries, etc., for each part of an overall complete 

assembly be recorded.” 

On the technical level, there are different approaches. For example, Carlin and Lennart 

(2006) describe a method for quality assurance of screw joint tightening, which is “using 

programmed data relating to the screw joint geometry, expected frictional conditions, 

power tool characteristics, a tightening strategy and suitable tightening parameter values.” 
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Hermansson (2016) describes that “not only the screw needs to be in position but the 

strength of the joint must also be guaranteed. To accomplish this, classical process 

surveillance is combined with angle monitoring and screws with special features.” 

To analyze the quality of an individual tightening process, the tightening system can 

record torque and angle for the process, from which a tightening curve can be created. 

This process data can be evaluated against a predefined control curve. For example, 

Figure 83 shows how such a tightening curve could be contained within an upper and a 

lower control curve. If the actual process curve is not within the bounds of the control 

curves, a quality issue must be recorded and addressed on the process level. 

 

 

Figure 83: Tightening curve analysis (example) 

5.4.3 Project B: Industrial Tightening Quality Assurance System 

Project B in this case story is implementing an industrial tightening quality assurance 

system (T-QAS). According to the expert interview, the system is described as follows. 

The T-QAS integrates with the different tightening systems deployed on the assembly 

line. In this particular case, the tightening systems are cordless, battery-operated 

tightening systems, also called cordless nut-runners. These nut-runners have the 

intelligence of a complete tightening system onboard. Different tightening programs can 

be deployed on them, which are used for different steps in the manufacturing process 

(often with different combinations of materials, threads, coatings, and screws). The T-

QAS can activate the right program depending on the process requirements. Also, the T-

QAS can download tightening data (e.g., torque and angle) for each tightening process. 

A machine learning-based algorithm can analyze the data and raise an alarm in case of a 

process validation (using the control curve mechanism described in the previous section). 

Figure 84 provides an overview of the T-QAS and how it can be deployed in a factory. 
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Figure 84: Industrial tightening quality assurance system 

5.4.4 Lessons Learned 

The asset (cordless nut-runner) is developed by one business unit, the T-QAS by another. 

In this research, the focus was actually on the T-QAS side. However, the T-QAS could 

not be built without having the required functionality and interfaces on the nut-runner. 

This led to a project setup that is also described in Slama, Puhlmann et al. (2015): the T-

QAS project was focusing on the backend solution, with a dedicated “asset preparation” 

project happening in the nut-runner organization in parallel. 

A key challenge for the T-QAS project was to balance frequent customer requests, on the 

one hand, and the evolution of the nut-runner functions and interfaces on the other. Since 

T-QAS is developed as a standard solution deployed with multiple, independent customer 

environments, a stringent yet sufficiently agile development process had to be set up. The 

team chose a strictly agile, six-week release cycle. Another key challenge was to build up 

a development team with software development and tightening knowhow. 

5.4.5 Findings for IgniteWorx 

This project is developing a standard QAS solution for industrial tightening systems, 

which is then deployed with different end-customers. This perspective is not a perfect fit 

for the current version of Ignite since Ignite does not differentiate between the solution 

provider and the solution operator perspective; this is currently merged into one. 

Consequently, for the purpose of this interview, the interviewee took on the perspective 

of a typical customer project. This worked out quite well in the IgniteWorx simulation 

since the QAS team must naturally take on this perspective, e.g., when defining 

requirements about the deployment of nut-runners in the factory. 

Regarding the feedback on Ignite dimensions, the following could be observed: 
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 Ignite dimension #1 (Assets and Devices): The current options seem to capture 

most aspects of the project, including advanced topics such as energy supply (in 

this case, battery support for handheld tightening systems). 

 Ignite dimension #2 (Communication and Connectivity): All required aspects 

could be captured here. 

 Ignite dimension #3 (Backend Services): All required aspects could be captured 

here, including advanced topics such as integration with external systems. 

 Ignite dimension #4 (Standards and Regulatory Compliance): One topic where 

Ignite is currently not differentiating is external standards versus newly emerging 

standards as output of the project (e.g., capturing the importance of setting 

standards as part of the project survey). Also, the importance of capturing industry 

domain-specific requirements was mentioned. 

 Ignite dimension #5 (Project Environment): One requirement that came up here 

was the need to potentially differentiate between the asset-related project 

(tightening tool, in this case) and the IIoT solution environment  to capture 

potential dependencies (e.g., in terms of development speed). 

 No feedback for additional/missing Ignite dimensions was given. 

Regarding the IgniteWorx result sets, the following feedback was captured: 

 Result set #1 (Project Management Methodology): Confirmed as an important 

choice during project setup (although agile seemed assumed as the default). 

 Result set #2 (Solution Design): The impact of the business model on the solution 

design was highlighted; furthermore, a micro-service architecture was assumed. 

Capturing this kind of information would (again) require the ability to capture 

open lists, as opposed to static questions in Ignite. 

 Result set #3 (Technology Selection): Confirmed as an important part of project 

setup (data storage technology was explicitly mentioned). 

 Result set #4 (Resource Acquisition): Confirmed as important part of project 

setup. Team skills along the value chain (development, operations, support, 

consulting) were explicitly mentioned. 

 Result set #5 (Cost Estimate): Confirmed as important but as something where, in 

an agile project, the only decision made during project setup is that the cost 

estimates are repeated for each sprint (i.e., no upfront TCO estimation during 

project setup; alternatively, one could also say the costs can be derived from the 

team setup and the involved personnel costs). 

 Result set #6 (Risk Management): Confirmed as important. One important point 

was managing the difference between standard product development and 

customer-specific requirements. 
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 Result set #7 (Trust and Security): Confirmed as important. In this context, it was 

suggested that safety must be added here (or in a new result set). An example 

given here was worker safety during the tightening process. 

 Result set #8 (Reliability and Resilience): Confirmed as important; here, with a 

reference to OEE (overall equipment effectiveness), which again is industry-

specific. 

 Result set #9 (Verification and Validation): Confirmed as important, with a 

reference to hardware versus software perspective. 

 Result set #10 (Service Operations): Confirmed as important, with a reference to 

the need to differentiate between the supplier service operations (support hotline 

and services, cloud operations) and the onsite support operations (tightening 

system support team at the factory). 

 Overall, the list was seen as comprehensive, with one reference to safety as a 

missing point that could be added either to #7 or as a new result set. 

For the IgniteWorx rules, one suggestion was to look at the use of machine learning. A 

high level of complexity of the on-asset processes (in this case, the control of torque and 

angle) could indicate the need for machine learning-based evaluation of process data in 

the backend (e.g., the mapping of tightening curves against control curves). 

5.5 C: Remote Maintenance 

Project C of this case study is a solution for remote maintenance, which may be one of 

the most well-established IoT use cases. In a patent from 1989, Yoshida and Nakamura 

(1989) already describe a “remote maintenance/supervisory system and method for 

automated teller machines.” The described system is designed so that “in the event that a 

fault occurs in the automated teller machine, the cause of generation of the fault and a 

position at which the fault occurs are displayed in the remote supervisory controller.” 

Over the course of time—and with the emergence of IoT and machine learning—the 

concept of remote maintenance has evolved. The following looks at basic condition 

monitoring, reactive maintenance, and proactive maintenance from the perspective of 

building operations equipment. 

5.5.1 Condition Monitoring 

ISO 17359:2018 provides general guidelines for condition monitoring and diagnostics of 

machines (ISO, 2018). The document identifies a number of parameters typically 

associated with performance, condition, and quality criteria of machines, including: 

 vibration 

 temperature 

 tribology (especially friction, wear, lubrication) 
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 flow rates 

 contamination 

 power 

 speed 

Depending on the specific parameter, specialized IIoT sensors must be deployed, 

combined with data capturing and analytics. The next step is to use the data and analytics 

results for maintenance. Muhonen et al. (2015) describe condition-based maintenance 

(CBM) as a maintenance strategy “based on the actual condition of the asset”: “Unlike in 

planned scheduled maintenance, in which the maintenance is done based on predefined 

scheduled intervals, in CBM the maintenance is done when it is caused by asset 

conditions.”  

5.5.2 Reactive Maintenance 

Reactive maintenance is based on an approach where equipment is restored to normal 

operations after a breakdown. Condition monitoring can be used to inform the operator if 

a repair is imminently required. Also, the condition monitoring data can be used to help 

identifying what kind of repair is needed. 

While this approach has many disadvantages (especially potentially longer equipment 

downtimes since the repair can only start after the failure), it still seems very common. 

For example, Hemmerdinger (2014) reports that 55 percent of US building operators rely 

on reactive maintenance approaches for their equipment in buildings. 

5.5.3 Proactive Maintenance 

Proactive maintenance is using condition monitoring data to help anticipate and manage 

equipment failures before they actually occur. To detect deteriorating equipment 

conditions based on parameters such as those listed above (e.g., vibration, temperature, 

flow rates, etc.), usually advanced computational concepts such as machine learning must 

be deployed (Mobley, 2002). A number of different concepts can be identified supporting 

proactive maintenance: 

 Preventive maintenance: Regular maintenance intervals, determined by uptime 

statistics. According to Swanson (2001), “This type of maintenance relies on the 

estimated probability that the equipment will fail in the specified interval. The 

work undertaken may include equipment lubrication, parts replacement, cleaning 

and adjustment.” 

 Predictive maintenance: According to Swanson (2001), “Under predictive 

maintenance, diagnostic equipment is used to measure the physical condition of 

equipment such as temperature, vibration, noise, lubrication and corrosion. When 

one of these indicators reaches a specified level, work is undertaken to restore the 
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equipment to proper condition. This means that equipment is taken out of service 

only when direct evidence exists that deterioration has taken place.” 

 Prescriptive maintenance is based on predictive maintenance but proposes 

prescriptive maintenance measures in addition. Matyas et al. (2017) write, “Based 

on the analyses of historical data and incoming real time data, required 

maintenance measures are predicted by a system and a course of action is 

prescribed.” 

5.5.4 Project C: Remote Maintenance System Architecture 

The system described in project C of this case study is mainly supporting reactive 

maintenance, according to the definitions above. Figure 85 provides an overview of the 

system architecture. In this example, the applied domain is commercial buildings. In this 

domain, equipment deployed in the building is functionally highly diverse and technically 

heterogeneous, including intrusion detectors, fire detectors, video cameras, access 

management, shading controllers, lighting, heating, ventilation, and air conditioning. 

 

Figure 85: Remote maintenance system for commercial buildings 

The remote maintenance system examined here is a generic platform for remote 

maintenance of devices in the field. The focus is on retrofitting of existing human 

workflow-centric environments, as well as the enablement of secure, virtualized on-

demand device connectivity and digital workplace provisioning. This is a standard 

product that can be customized for different customer requirements. 

The system is utilizing gateways to connect locally to these different types of equipment. 

The gateway is connected to a demilitarized zone (DMZ). In the DMZ, a virtualization 

platform is used for on-demand instantiation of remote-monitoring clients. These clients 

often run on legacy operating systems managed and instantiated by the virtualization 

platform. Service agents can then use the different remote monitoring clients for 

maintenance purposes. 
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5.5.5 Lessons Learned 

One key lesson of this project was that heterogeneity is a clear driver of complexity. 

Given the many different types of equipment that often must be integrated by this 

solution, this is a key cost driver. This project has the requirement to integrate many 

different legacy protocols, APIs, and legacy remote-monitoring clients in a secure 

manner.  

Security is another driving force, especially the requirement to minimize the amount of 

time during which the backend stays connected to equipment in the field. 

The virtualization architecture needs to play hand in hand with the connectivity 

architecture to support these requirements. 

5.5.6 Findings for IgniteWorx 

Regarding the Ignite project assessment, important feedback was regarding the project 

environment. This relates especially to the IT organization that builds and operates the 

solution. The recommendation was to define a new dimension as follows: 

Dimension IT Organization 

Description Please indicate the type of IT organization that will be responsible 

for building and operating the IIoT solution. 

Options 
1) Small team, single location 

2) Small team, multiple locations 

3) Multi-tier IT organization, with different responsibilities for 

network, database, server ops, etc., in single location 

4) Multi-tier IT organization, with different responsibilities for 

network, database, server ops, etc., in different locations 

 

Regarding the IgniteWorx result sets, the feedback included: 

 For project management methodology, also consider ad-hoc project management. 

This is a management style very often found in projects with stakeholders from 

multiple organizations. Ad-hoc project management does not follow any of the 

established project management methodologies; it is, as the name implies, ad hoc. 

 For technology selection, one should not only focus on new technologies but also 

on integration of existing systems and legacy systems. 

 For risk management, the organizational risks also must be considered: who is 

defining the requirements, who is implementing the system, who is operating it? 

Also, risks are different for standard products versus custom-built solutions. 

Finally, regarding the IgniteWorx rules, the following was proposed: 
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 A high number of assets in the field is a strong indicator that OTA updates will 

have to be supported. The interviewee suggested that there is a “Murphy’s IoT 

law”: “If it is not remotely accessible, it will break and require remote updates.” 

 A high number of stakeholders requires efficient stakeholder management. 

 A long project duration (or project solution lifetime)  

o Increases the risk of changes to the customer organization, which makes 

tracing of requirements difficult. 

o Requires efficient management of technology evolution. The example 

given was RDBMS versus NoSQL-DBMS for telematics data. 

While the last three points sound like fairly generic observations, the interviewee was 

specifically referring to the requirements for the integration of many different asset 

categories in a heterogeneous environment. Thus, the suggestions must be seen in this 

light. 

5.6 D: OTA in Automotive 

Project D of this case study is a solution for OTA (over-the-air) updates, operated by a 

large automotive manufacturer. 

The complexity of the hardware and software deployed on modern vehicles is constantly 

increasing. Mahmud et al. (2005 - 2005) provide concrete examples of vehicle functions 

that are driving this, including drive-by-wire, telematics, entertainment, multimedia, pre-

crash warning, highway guidance, and remote diagnostic. The trend toward autonomous 

driving and AI onboard the vehicles is only increasing this development further 

(Parkinson et al., 2017), and modern cars can include up to one hundred microcontrollers 

(Dhaneshwar, 2017). 

The ability to update the software of large fleets of vehicles in the field is becoming 

increasingly important to manage this complexity. This requires being able to provide 

software updates OTA on a large scale. For example, Andrade et al. (2017) describe how 

to manage “Massive Firmware-Over-The-Air Updates for Connected Cars in Cellular 

Networks.” 

5.6.1 OTA Framework 

The OTA framework developed by IIC as part of the intelligent transportation systems 

(ITA) framework describes the main elements of an OTA architecture (IIC, 2018a). See 

Figure 86. 

From the OTA perspective, the software development environments are authoring 

systems, which create the software bundles that will eventually be distributed. The 

authoring process is not controlled by a single organization. The fact that the OEMs 
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themselves, and also tier 1 and tier 2 suppliers, are delivering individual components and 

modules is increasing the level of heterogeneity found in modern cars (Jiacheng et al., 

2016).  

The distribution component must support campaign management and package 

installation, including bundle preparation, filtering, rules-based scheduling, and 

execution, as well as tracking and reporting (IIC, 2018a).For on-vehicle deployment, 

there are different options, as described in the next section. 

 

Figure 86: OTA in automotive (IIC, 2018a) 

5.6.2 On-Vehicle Deployment 

One common option for on-vehicle deployment is the use of an agent, which receives 

software updates from the backend (e.g., via WiFi or GSM) and then controls the local 

distribution process, as shown in Figure 87 (IIC, 2018a).  

 

Figure 87: OTA on-vehicle architecture (IIC, 2018a) 

The agent must distribute the software bundles via a multitude of different bus systems, 

including CAN, LIN, and FlexRay (Dhaneshwar, 2017). Target systems can be different 

types of electronic control units (ECUs), depending on the functions they must support. 
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5.6.3 OTA and Security 

Given the mission criticality of the use case, it seems clear that security is a key element 

of OTA. Any OTA security framework will have to address all layers described in Figure 

86, from the backend to the vehicle. Mahmud et al. (2005 - 2005) propose a solution that 

combines virtual private network (VPN), secure socket layer (SSL). and symmetric public 

key encryption. Idrees et al. (2011) are proposing an onboard security architecture that 

combines hardware and software modules. Nilsson et al. (2008) present a set of guidelines 

for creating required, secure infrastructure for wireless diagnostics and software updates 

in modern vehicles. 

5.6.4 Lessons Learned 

The expert interview has confirmed the complexity of OTA, especially for very large fleet 

of vehicles. Especially at this scale, a sophisticated distribution component is required. 

One example that was given is a distribution rule that can be used to avoid updates to cars 

that are too far away from a service station (in case a problem comes up). 

Another key issue here is the integration of the onboard agent with a multitude of highly 

heterogeneous ECUs, potentially via a number of different heterogeneous bus systems. 

Finally, the compliance with functional safety regulations like ASIL in the context of 

OTA is still not finally resolved since OTA is not built into concepts like ASIL (confirmed 

by Birch et al. (2013)). 

5.6.5 Findings for IgniteWorx 

For the Ignite-based project assessment, the proposal was made to actually differentiate 

the Ignite dimensions based on the specific industry or use case. This would basically 

mean that specific dimensions would only be used for projects in specific industries or 

with specific use cases. The argument brought forward was that a smart home use case 

might benefit from different questions than an industrial asset management use case. 

Another input on the Ignite dimensions was the lack of a “global scale” dimension since 

that is an important factor. 

Specifically for the project management result set, it was proposed to add an “ad-hoc” 

project management style. The argument was that this still seems to be the reality in many 

situations. 

Another suggestion was to add a “make versus buy” result set to cover an essential 

question at the beginning of the project lifecycle. 

For the rules, three example were discussed: 

 The scope of operations (local, global) should be a strong indicator for need of 
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o Custom hardware for local requirements 

o Global communications network 

 Deployment strategies (Delta updates, update group configurations) could be 

linked to  

o Number of assets 

o Size of SW update 

o Network: LAN in the repair shop, WiFi at home, 4G/5G 

 If a contend distribution network (CDN) is required could depend on: 

o Global scale 

o Heterogeneity of on-asset software 

o Frequency of updates 

While this interview was not looking at all aspects of IgniteWorx and instead focusing in 

depth on some of the specific points outlined in the above, the interviewee confirmed the 

feasibility of the IgniteWorx approach in principle. 

5.7 Cross-Study Findings 

In the following, an overview of the cross-study findings is provided. This includes 

findings on the Ignite dimensions, IgniteWorx result sets, and rules. Finally, some general 

conclusions are drawn. 

5.7.1 Findings on Ignite Dimensions 

Three main lessons can be taken from the case study regarding the Ignite dimensions. 

First, the overall findings are discussed. Second, the lessons learned regarding the concept 

of an asset in Ignite in general. Third, the different project perspectives and how to better 

handle them. 

5.7.1.1 Overall Findings 

Each of the projects from the case study looked at the Ignite dimensions with a different 

perspective. A number of interesting suggestions were made for extending the current 

Ignite dimensions. A visual overview is provided in Figure 88. 
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Figure 88: Overall findings on ignite dimensions 

Maybe the most fundamental insight is that the current Ignite dimensions are lacking a 

dedicated dimension to cover the business perspective, including the supported use cases 

and functional requirements. Based on the learnings from the case study, this new 

dimension, Business Dimension/Functional Requirements, would require the following: 

 Industry Domain: This would most likely be an enumeration or a selection list, 

meaning that one would have to break with the “four options per dimension” 

principle. This would have a significant impact on any IgniteWorx 

implementation since this would require an extension to the data model and UI 

implementation. Also, the proposal for IgniteWorx rules that create mappings 

from Ignite dimensions to results in result sets would have to be reconsidered. 

 Use Cases: Very similar to industry domain, at least in the ideal case, in which 

this could be mapped to a predefined selection list of use cases. However, it is 

unclear if a complete list of use cases that would fit all possible user projects could 

be compiled. Thus, this might even have to allow the provision of additional use 

cases as text input, which would make processing (e.g., via rules) much harder. 

 Functional Requirements: This would require an open list, i.e., a user would be 

able to specify 1-n functional requirements as string values. This would be 

valuable input but also much more difficult to process for IgniteWorx rules 

compared to the four options approach or selection lists with predefined options. 

While technically not easy to handle with the initial design of IgniteWorx, this should be 

considered for the next major release. 
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5.7.1.2 Asset as a Key Entity 

Another key lesson learned from the interviews was that sometimes it is not immediately 

obvious what the asset is that the Ignite dimensions are referring to. One core idea for 

Ignite is that it should focus on assets instead of lower-level entities such as sensors and 

devices. The reason is that assets are typically what the business is focusing on; the asset 

is what you would find in the balance sheet of a company. The concept of an asset in 

Ignite allows one to look at dimensions like number of assets in the field, economic value 

add of assets, etc. 

 

Figure 89: Different possible scopes of an asset in Ignite 

However, during the interviews, it became clear that there often seems to be a fair share 

of ambiguity here. As is shown in Figure 89, an example is project C, which provides 

maintenance to domains like building facility management and security. In this example, 

it is not immediately clear what the asset is: the building, the legacy security appliance in 

the building, or the gateway that is deployed as part of the solution. 

To overcome this ambiguity in Ignite, ISO 55000:2014 could be used (ISO, 2014). This 

standard provides principles and a clearly defined terminology for asset management. 

5.7.1.3 Project Perspective: IIoT Solution Supplier versus Customer 

Finally, another issue with Ignite that became visible through the cross-case analysis was 

a question regarding the project perspective. For commercial IIoT solutions that are 

typically sold multiple times, the question is which part of the project IgniteWorx is 

addressing: the perspective of the team that is building the solution or that of the customer 

implementing the solution in his or her company. This dilemma is exemplified in Figure 

90.  
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Figure 90: Project structure for IIoT COTS solutions 

It seems there are at least three options for the perspective that the user of Ignite could 

take on during an IIoT project assessment: 

1. Development of IIoT COTS Solution (Solution Provider): In this perspective, it 

would be difficult to answer any question specifically regarding topics like assets 

(e.g., number of assets in the field) since the solution provider is not him- or 

herself deploying assets in the field. This gets further complicated in case the 

solution is provided by different suppliers for the IIoT backend solution and the 

IIoT hardware/embedded software, for example, the suppliers of the tightening 

quality assurance solution in project B, including the actual tightening system as 

well as the QAS solution 

2. Rollout of IIoT COTS Solution (Customer): In this perspective, some details 

regarding the software development side in Ignite may be seen as irrelevant since 

in COTS projects no new software is usually developed 

3. Development of Custom IIoT Solution (Bespoke Solution Development): This 

perspective would actually combine perspectives 1 and 2, so this would benefit 

most from the current structure of Ignite 

Especially for solution providers (1), it seems to make sense to combine the provider 

perspective with a realistic example scenario for 2. For example, the provider could 

assume a typical customer deployment and use this to go through the Ignite dimensions. 

This is what was actually done for the assessment of projects B and C in this case. 
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5.7.2 Findings on IgniteWorx Result Sets 

Overall, the feedback on the IgniteWorx result sets concept was supportive, indicating 

that it provides a relatively comprehensive perspective on the different aspects critical to 

the setup of an IIoT project. The table below provides an overview of the cross-case 

analysis results, as well as a short discussion of the match with the existing definitions. 

# Result Set Expectations (Cross-case 

analysis) 

Match with existing definitions 

1 Project 

Management 

Methodology 

Guidance on the most suitable 

methodology 

Good; could add “ad hoc” as 

another project management 

category; 

also, could add 

recommendations for suitable 

milestones and decision points 

2 Solution 

Design 

Strong dependency on 

business model was identified 

Good 

3 Technology 

Selection 

Recommendations for 

suitable technologies; make 

versus buy; must also include 

integration of legacy 

technologies 

Dependencies on solution design 

must be considered; 

should also consider perspective 

of potential productization 

partner 

4 Resource 

Acquisition 

Project-specific skills and 

resource availability 

Good 

5 Cost 

Estimation 

Was not a strong requirement 

in any of the projects 

interviewed 

Focus more on 

recommendations for the process 

(e.g., cost estimation in agile) 

than on IIoT-specific estimation 

techniques 

6 Risk 

Management 

Organizational risks; standard 

product development versus 

customer-specific 

requirements 

Good 

7 Trust and 

Security 

Can be assumed as essential Good but must add safety 
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8 Reliability 

and 

Resilience 

The question is, how much 

can really already be built into 

the project setup? 

Good 

9 Verification 

and 

Validation 

This depends heavily on the 

industry for which the IIoT 

solution is deployed. 

Improved support for this would 

require extending IgniteWorx to 

include an analysis of the target 

industries (see discussion in 

previous section on adding 

support for this to Ignite 

dimensions). 

10 Service 

Operations 

Must include both the IIoT 

solution provider perspective 

and the solution operator 

perspective 

Good 

Table 29: IgniteWorx cross-case findings 

The most critical finding here is that some of the recommendations that the project 

managers would like to see depend on knowledge of the industry for which the solution 

is designed, the supported use cases, or other functional requirements. As discussed in 

section 5.7.1.1, this will require extending the Ignite dimensions to support open input 

lists as opposed to the standardized four-options answers. 

5.7.3 Findings on IgniteWorx Rules Concept 

Overall, the idea of using rules to create a mapping between Ignite dimension and the 

recommendations from the result sets got a positive reception. Also, some interesting 

candidates for rules were mentioned during the interviews. However, it also became clear 

that it is unrealistic to perform a comprehensive capturing of rule candidates as part of 

these interviews for two reasons: 

 Time constraints: The number of rules that are relevant for any given project is 

potentially very large, including up to two hundred rule definitions.1 Given the 

time constraints of the interviews performed for this thesis (usually 90 to 120 

minutes), it was not possible to go beyond a couple of examples that were most 

relevant for the interviewee. 

 Manual process: The interviews were performed using a Word document 

template, which was used to capture the interview data in real time (see section 

5.2.6.2). Using this format, it would have been very difficult to actually review 

                                                 
1 If 5 rules in average for each result are assumed, and there are 10 result sets with 4 results on average, this 

could be more than 5x10x4=200 rules for an IgniteWorx system. 
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existing rules definitions and maintain a consistent view of all potential new rule 

candidates. 

Because rules play an important role in IgniteWorx, and because of the difficulty to 

efficiently capture input and feedback on rules using a manual interview process, it was 

decided to actually focus the next iteration of the IgniteWorx design done as part of this 

thesis on providing more efficient tools for capturing user feedback, especially on rules. 

5.7.4 Summary and Conclusions 

Overall, the first evaluation of the IgniteWorx design artifact created as part of this thesis 

finished with a positive result. While the evaluation approach taken here is by no means 

a formal validation, the feedback from the interviews and the cross-case analysis 

confirmed that the approach taken is valid and that the first iteration of the design artifact 

is already relatively comprehensive. The feedback and suggestions for future 

enhancements can be grouped into three main categories: 

1. Content improvements: There are numerous suggestions to improve IgniteWorx 

content, which can be done without actually changing the underlying system 

design, e.g., adding “safety” to result set #7 (Trust and Security). 

2. New Ignite dimension “business requirements” with open input lists: Adding a 

new business requirements dimension to Ignite will require a system design 

review since this would require open lists, e.g., to capture functional requirements. 

This is not a data-capturing issue. The main issue here is how to include such 

semi-structured input into the existing rules mechanism for recommendations.  

3. Improved support for capturing user feedback, especially on rules definitions: As 

became clear during the cross-case analysis of the input on IgniteWorx Rules, tool 

support for working with subject matter experts on rules definitions could 

potentially make the process much more efficient. 

The third and last category is the most important one from the point of view of creating a 

working IgniteWorx system. Categories 1 and 2 describe areas for improvements, while 

the availability of semantically meaningful rules for recommendations—validated by 

subject matter experts—is a basic prerequisite of a comprehensive version of IgniteWorx. 

Consequently, the second iteration of IgniteWorx design presented in this thesis makes a 

proposal for how to best address this issue. 
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6 Iteration II: Continuous Content Quality 

Improvement 

Based on the learnings from the cross-case analysis presented in the previous section, as 

well as first experience with a real-world implementation of IgniteWorx (the IIC Project 

Explorer, as described in section 4), the second iteration of the IgniteWorx design process 

looks at the best way of continuously improving the quality of the results presented to the 

user, in particular the recommendations for the custom IIoT project setup. 

6.1 Improving the Quality of Results 

The main objective of the second design iteration is to improve the quality of the results 

presented to the user, i.e., recommendations for the project setup. To enable this, 

IgniteWorx must efficiently capture user feedback on the recommendations as well as the 

underlying rules used to create the recommendations (this was a key learning point from 

the cross-case analysis). 

However, recommendations and the rules to create them are not the only drivers for the 

quality of the system. Another key factor is the quality of the assessment itself, based on 

the Ignite dimensions. For this, it should be possible to capture both direct feedback on 

the definitions of the Ignite dimensions as well as the user performance when going 

through the project assessment based on the Ignite dimensions. 

 

Figure 91: Incorporating user feedback on recommendations 
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Figure 91 summarizes how the feedback cycle is envisioned: First, a user in the role of 

the IIoT project manager will perform a project assessment and review the 

recommendations he or she is getting (1). He or she will then provide detailed feedback 

on these recommendations, including feedback on the reasons for the recommendations 

provided by the system. His or her feedback will then be used by the IgniteWorx 

rules/results author to fine-tune the rule mappings between project dimensions and results 

(2). In some cases, the results themselves will have to be adapted, depending on the type 

of feedback received. Furthermore, the end-user input can also include feedback on the 

project dimensions, which can be picked up by the Ignite project dimensions author (3).  

Improving the IgniteWorx content will be a continuous process. Especially in the first 

phase of the anticipated system evolution (see section 2.7), this will be a manual process. 

This means that efficient tool support for capturing user feedback and improving content 

will be important. 

6.2 Capturing Project Background 

When capturing user feedback, as discussed in the previous section, it will be very 

important to understand the experience level of the user who is providing the feedback. 

To better understand this, the feedback system should ask about the user’s background, 

as follows: 

1. Real-world project, e.g., in the initiation or implementation phase 

2. Real-world project, e.g., in field tests or in production 

3. Pilots, testbeds, experience in general 

4. Others 

A user in category 1 would fit the profile of the main IgniteWorx target user (given that 

IgniteWorx is designed to support the project setup). The issue with feedback from this 

perspective is that it is actually not based on real project experience. This is why feedback 

from users in category 2 is potentially even more valuable (which is why for the projects 

in the case study in section 5, experts in this category were mainly selected). User 

category 3 would still be valuable but possibly less so than 2. 
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7 Design and Development II 

The following discussion of the second design and development iteration is based on the 

design models from the first iteration, presented in section 3.3.5. IgniteWorx is following 

a model-driven architecture (MDA) approach, which means that the models are an 

important part of the system design. In the following, the original models are extended 

by using callouts that describe the additional data that needs to be captured. There are two 

icons used: cogwheels to indicate this this information should be captured automatically 

and a person to indicate that this information must be captured manually. 

7.1 Capturing Feedback on Ignite Artifacts 

The first set of feedback that must be captured by the system is related to the Ignite 

artifacts: categories, dimensions, and options (as shown in Figure 92). This is based on 

the design from iteration I in section 3.3.5.2. 

 

Figure 92: Capturing feedback on Ignite artifacts 

For categories, this feedback includes information on the general suitability of the 

category, as well as the position and input regarding potential new categories. Very 

similar feedback is required regarding Ignite dimensions and options. 

In addition, for dimensions, it would be interesting to automatically capture how much 

time is spent, on average, answering them. For the options, it would be interesting to see 

how often an option is chosen. 
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7.2 Capturing Feedback on Results Sets, Rules, and 

Recommendations 

The second set of feedback that must be captured is related to result sets, rules, and 

recommendations, as shown in Figure 93. This is based on the design from iteration I in 

section 3.3.5.5. 

 

Figure 93: Capturing feedback on result sets, rules, and recommendations 

User feedback is needed on whether the result set is suitable in general and in how well 

it includes suitable options. For the individual results, it would be helpful to automatically 

capture how often they are viewed in detail by the users. 

Regarding the rules, feedback on two main areas must be captured: 

 Feedback on individual rules instances: Are they the right rules? Which rules 

might be missing? 

 Feedback on the composition of the rule sets in general: Are they well balanced 

between the different results and result sets? 
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8 Demonstration II 

The demonstration is based on the IIC Project Explorer version 1.1, which implements 

the design proposals for IgniteWorx from iteration II of this thesis (the IIC Project 

Explorer version 1.0 was introduced in section 4). 

8.1 Project Background 

As per the enhancement objectives described in section 6.2, the feedback mechanism 

should ask the feedback provider about the background of his or her feedback. This is 

shown in Figure 94. 

 

Figure 94: Capturing project background data 

8.2 Feedback on the Project Survey 

The feedback on Ignite artifacts in the IIC Project Explorer 1.1 is relatively 

straightforward. The feedback button on the right side of the screens for the different 

Ignite dimensions opens a modal that allows the user to provide feedback on the active 

dimension (i.e., the current question in the project survey). This is shown in Figure 95. 
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Figure 95: Feedback on the project survey 

8.3 Feedback on Recommendations 

The results page (“Related Readings”) in the IIC Project Explorer 1.1 has been extended 

to allow for up- or down-voting of each recommendation provided on the page. 

Furthermore, feedback regarding proposals for new categories can be added as well, as 

seen in Figure 96. 

 

Figure 96: Feedback on recommendations 
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8.4 Feedback on Rules 

Finally, the feedback on individual rules is captured on the recommendations details page 

of the IIC Project Explorer. As can be seen in Figure 97, under the “Why?” heading of 

the page, the selections from the project assessment that have led to this particular 

recommendation are shown. The enhanced IIC Project Explorer 1.1 now allows up- or 

down-voting of each element on this list. Internally, these votes are translated to votes on 

the actual rules, which create the link between the assessment choices and the 

recommendation. 

 

Figure 97: Feedback on rules 
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9 Evaluation II 

Evaluation II must provide answers to the following questions: 

 Is the general usability of the new UI features for capturing end-user feedback 

during and after the IoT project assessment acceptable? 

 Can the end-user feedback be used to efficiently to improve the quality of 

IgniteWorx content, as described in section 6.1? 

 Can the results of iteration II generally support a continuous content improvement 

process for an IgniteWorx instance? 

These questions are partially of a qualitative nature, and partially they must provide 

answers regarding the actual functionality of the system. Consequently, evaluation II uses 

a combination of user experience evaluation and functional testing. 

9.1 User Experience Evaluation 

User experience (UX) is a maturing research area that includes various forms of user 

feedback capturing and evaluation. For example, Law and Abrahão (2014) discuss how 

evaluation feedback shapes software development. Much of this is still happening on the 

qualitative level, although Law et al. (2014) also look at quantitative measurements for 

UX measurement. 

Web sources provide many different recommendations for UX evaluations. For example, 

UX for the Masses (2010) offers concrete usability testing guidelines, which include the 

following recommendations: 

 Ensure the recruitment process is yielding participants that match the required 

end-user profile. 

 Do a planning session where a dry run of the usability tests is performed. 

 Write a test script that summarizes the key goals and tasks for the tests. 

 Ensure the setup of the test room is similar to the expected environment in the 

field. 

 Do a pre-session briefing that summarizes the expectations on the test user. 

 During the session 

o Ensure that issues like filling out consent forms and answering any 

questions are taken care of. 

o Consider using a warm-up task to help build a rapport. 

o Verbally talk the test user through the tasks at hand and keep a written 

summary at hand. 

o For each task, prepare a set of questions that should be answered. 

o Take notes using pen and paper (using a computer could be distracting). 

o Use a questionnaire to gather additional feedback during the wrap-up. 
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 After the session 

o Analyzing the results based on the notes taken during the tests should be 

done as quickly as possible so that the experience is still fresh in the mind. 

o Create a concise report, highlighting the key findings. 

9.2 Functional Testing 

Functional testing is a well-established discipline that is distinct from user experience 

testing. Functional testing is designed to help verify that each function of an application 

actually works in conformance with the corresponding requirement specification. This is 

different from UX or usability testing, which is more focused on customer acceptance. 

As a subset of system testing, functional testing (or functional system testing) can be 

viewed at as a combination of UI testing and application logic testing. Alkhalid and 

Labiche (2016) provide the following definition: “We define Functional System Testing 

as checking conformance of the entire GUI against its functional requirements, either by 

directly interacting with the application logic in isolating and focusing only on the UI, by 

focusing on the UI in combination with the application logic, or a combination of those.” 

Functional testing can either be manual or automated. A typical goal is to maximize test 

coverage, e.g., by creating comprehensive test suites that address as many combinations 

as possible of user input and system output. Alkhalid (2018) looks at ways to bridge the 

gap between GUI functional system testing and functional system logic testing by using 

static analysis as a tool for software verification that helps to analyze the relationships 

between inputs and executed parts of software code. 

For the purpose of this test, the following assumptions are made: 

 A manual test approach is chosen because automating functional tests requires a 

significant investment. 

 The focus is on testing the expected functionality on the UI level because 

performing code-level test would be difficult with the target test users (especially 

the domain experts). 

 A minimum level of repeatability of the tests must be ensured through well-

documented test scripts, as well as regular snapshots of the before and after test 

data. 

Given these assumptions, the following section describes the resulting test design. 

9.3 Test Design 

The proposed test setup is based on a combination of UX evaluation and functional test, 

as outlined in sections 9.1 and 9.2, respectively. The following sections describe the test 
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setup, including goals and supporting tasks, test context, test user selection, and  test 

environment. 

9.3.1 Test Goals and Supporting Tasks 

The overall test goals are based on the goals for evaluation II, as outlined in section 9. To 

achieve this, the following is proposed: 

 Perform a test that iterates through the complete IgniteWorx content optimization 

cycle, including  

o IoT project assessment by end-user 

o Capturing of end-user feedback on recommendations provided 

o Analysis of recommendations by IgniteWorx content authors 

o Update of IgniteWorx content based on end-user feedback, especially 

IgniteWorx rules to optimize quality of recommendations 

o Reenter evaluation loop by going back to end-user, and reevaluate 

recommendations based on same test project with new recommendation 

rules 

o Review end-user feedback based on optimized recommendations 

o Perform final test interview with all test stakeholders to evaluate quality 

and feasibility of the new content optimization process 

 Make the test as close to a real-world use of the system as possible. To achieve 

this, select a concrete IoT project to serve as the foundation for the test. Select test 

users as close as possible to the project domain. 

 Use the existing IIC system for the test (with permission of the IIC Steering 

Committee, see section 1.9). Start with the content available in the IIC system at 

the time of testing. Note that this content includes IIC project dimensions, which 

are based on Ignite 1.0 but modified by IIC to fit the needs of IIC. The IIC system 

also includes results sets that are IIC-specific and partly different from the result 

sets proposed in this thesis. See Table 26, which provides a detailed comparison 

of the result sets from this thesis and the result sets in the IIC system at the time 

of testing. 

 A key assumption is that the end-user feedback on the initial recommendations 

will result in proposals for optimizing the initial IIC content (dimensions, results, 

and rules). A clear goal of this test is to enhance the existing content to reflect 

these proposals. For the purpose of this test, this can be done in a sandbox test 

environment, which has no direct impact on the IIC production system. The results 

will then also be made available to IIC for consideration. 

 The findings from evaluation I of this thesis can also be taken into consideration 

for the next version of the content. For example, some new Ignite project 



Evaluation II 209 

dimensions can be considered, which are prosed for Ignite 1.1 and summarized in 

section 12.1. 

 Entering the evaluation loop for a second time should then yield direct feedback 

from the end-user on the quality of the improved content. This concludes the test. 

9.3.2 Test Content: IIoT Project and Results Set 

To make the test as realistic as possible, a concrete project should be used as the 

underlying foundation. This project should be a real-world IoT application with a strong 

industrial focus. 

Also, a key goal of the test is to evaluate the quality of the recommendations made by the 

system after the initial project assessment. Consequently, one area for recommendations 

should be selected as the focus area for analysis during the test; this means that the test 

should focus on one particular result set. 

Based on the above assumptions, the following has been identified as a suitable 

combination for this test: 

 Test Project: As the underlying project, the tightening quality assurance system 

from section 5.4 has been selected. This is one of the four projects analyzed as 

part of the case study from evaluation I. The benefit is that this project shares 

many typical characteristics of an IoT solution. Also, access to domain experts for 

the test is ensured. 

 Test Result Set: As the result set in focus, project management methodology 

(PMM) was chosen. The reason is that this was already used as the example for 

the design considerations for IgniteWorx rules, as described in section 3.1.3. This 

will allow a later comparison of initial design considerations versus test results. 

9.3.3 Test User Selection and Test Environment 

For test users, the following roles were identified and allocated: 

 End User: Test user with expert knowhow of the test project (tightening quality 

assurance system) and its domain (torque analysis) 

 IgniteWorx Results Sets and Rules Author: Expert on the IIC-specific 

implementation of IgniteWorx, including results sets and the mapping of the 

results to IIC content based on rules. 

 Ignite Dimensions Author: Expert on the IIC-specific version of the Ignite project 

dimensions. 

As the test environment, a normal office setting was chosen because this is a typical 

environment in which end-users or content experts would use the system. 
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9.4 Test Execution 

The following documents the test execution and evaluation. Test execution includes IoT 

project assessment, recommendation details, end-user feedback, content author 

dashboards to review the feedback, incorporation of required changes, and reentering the 

test loop from the end-user perspective. 

9.4.1 IoT Project Assessment 

As discussed in section 9.3.2, the tightening quality assurance system (TQA) from section 

5.4 was selected as the test project. Figure 98 shows the summary of the high-level 

assessment results for the test project data, which has been put into the system by the test-

user with the role of domain expert, as defined in 9.3.3. 

 

Figure 98: High-level assessment results for test project 

As can be seen, the OT side has a complexity score of 2.2 for the TQA, which is relatively 

moderate. Looking at the details, this is based on some assumptions like moderate tool 

fleet sizes, use of standard technologies, etc. The IT side has a higher complexity score 

of 3, which is due to factors like use of machine learning for the analysis of torque data, 

as well as creation of tightening profiles for predictive analytics. The systemwide 

requirements are slightly above average (2.8), which is due to intra-factory networking 

requirements. The project environment is again moderate (2). 

9.4.2 Recommendation Details 

The IIC system provides recommendations from five result sets, as can be seen in Figure 

99. See section 4.8 for a comparison of IIC result sets and proposed results sets from this 

thesis. 
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Figure 99: Recommendation details for test project 

As can be seen from the recommendations in Figure 99, some of them seem to make 

sense. For example, the IIC system recommends looking at the smart factory machine 

learning testbed as a reference, which seems logical for our test project, which also has 

ML as an explicit requirement. Similarly, the recommendations for IIC insights and 

enabling technologies seem suitable. However, for project management practices and 

potentially also architecture patterns, a deeper look seems required regarding the quality 

of the recommendations. In the following, the focus is on project management practices, 

as mentioned in section 9.3.2. 

9.4.3 End-User Feedback on Recommendations 

Figure 100 shows the details of the recommendations for project management practices 

made by the IIC system for the test project. 

 

 

Figure 100: Details of the recommendation for project management practices 

As can be seen, there are three dimensions used as the foundation for the recommendation 

by the IIC system: 
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 The number of assets deployed in the field (relatively low in this case) 

 The complexity of the work environment in the field (high) 

 Availability requirements (high) 

Given the discussion on the PMM result set in section 3.2.1.3 (“Result Candidates and 

Matching Considerations”), it seems questionable that the number of assets is actually a 

strong indicator for the use of the V-Model as the PMM for the test project. The same 

seems to be true for high complexity of the work environment. Only the high availability 

requirements seem to be a good reason to actually recommend a PMM with a strong focus 

on verification and validation. 

 

Figure 101: Providing feedback on recommendation rules 

Consequently, the test user is now using the new feedback mechanism to comment on 

these inconsistencies. As an example, the UI for leaving feedback on the number of Assets 

as a reason for recommending V-Model is provided (see Figure 101). The comment 

describes the issue from the end-user’s perspective. 

9.4.4 Dashboard for Content Authors 

Having completed the project assessment and provided feedback on the 

recommendations, a new test user role now takes shape: the content author. For content 

authors, the IIC system is providing a new dashboard based on the requirements identified 

in iteration II of this work (see section 7.2). This dashboard can be seen in Figure 102. 
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Figure 102: Dashboard for content authors 

The new dashboard shows all relevant rule matches for a given result set. In this example, 

the result set is project management practices. The row on the left shows all results from 

this result set, e.g. Agile, Scaled Agile, etc. To the right of each result, the dashboard 

shows all rules that have been defined for a given result. For example, in the bottom row, 

there are three rules: availability, environment and number of assets. The arrow indicates 

whether this is a high or low rule, i.e., whether this rule is triggered if the project is 

indicating it has a high or low match here. Furthermore, some of the rules in the dashboard 

are colored red or green. In addition, a small icon indicates the number of up-votes and 

down-votes for a given rule. The color red signifies that the majority of the votes are 

down-votes, and green shows up-votes. In the example given, the three examples of 

feedback left by the torque domain expert can be seen, as described in 9.4.3. Availability 

was seen as a valid rule, while environment and number of assets were seen as 

questionable. 

9.4.5 Incorporating the End-User Feedback 

Reviewing the feedback from the domain expert helps the content author to review the 

rules used by the system to make recommendations. In this case, a discussion between 

the experts in the test team concluded that the problem with some of the recommendations 

was partially based on a lack of suitable dimensions in the project assessment. In the case 

of the PMM result set, an inability to express the following was identified: 

 The expected team size (or even the need to have multiple teams), e.g., to 

differentiate between SCRUM and scales agile. 

 The stability (or volatility) of the functional requirements, e.g., to differentiate 

between waterfall and any of the agile PMMs 

Since the expected team size should be a result of the assessment and not a question asked 

to the project manager, the overall functional complexity of the project as a strong 



Evaluation II 214 

indicator for team size was agreed upon. Both volatility and functional complexity were 

added as Ignite dimensions to the IIC system for testing purposes. They were also added 

as candidates for Ignite 1.1; see section 12.1.1.1. In addition, the test authors also did a 

review of the result sets and changed them according to the proposed PMM in this thesis. 

 

Figure 103: Revised rules for PMM result set 

Figure 103 shows the new dashboard with the revised rules for the PMM result set. For 

example, scales agile for IoT is now deemed relevant if the project has a high functional 

complexity and also a high volatility of the functional requirements. 

9.4.6 Reentering the Test Loop: End-User Perspective 

Switching back to the test user in the role of torque domain expert, the project assessment 

was extended to include the new project dimensions, especially volatility and complexity. 

 

Figure 104: New PMM recommendation 

After reviewing the project assessment, the recommendations engine is run again. The 

results are shown in Figure 104. The IIC version of IgniteWorx is now showing scaled 
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agile/IoT as a recommendation of the PMM for the torque project. This is a good match 

for the real project. As such, this partial test can be seen as a success. 

 

Figure 105: Details of the new PMM recommendation 

Figure 106 shows the details of the recommendation. It can be clearly seen that scaled 

agile/IoT was recommended because the torque project has a high functional complexity 

and a high volatility of functional requirements. 

9.5 Test Results 

The test has shown the basic feasibility of the approach developed in iteration II of this 

research: 

 Domain experts are now able to provide detailed comments on the 

recommendations and the reasons they were made. 

 The new dashboard implemented by the IIC system seems to be an efficient tool 

for reviewing results sets and rule definitions in general and the feedback of the 

domain experts in particular. 

 The content authoring features of the IIC system enable content and rule authors 

to efficiently modify all main content types, including results sets and rules. 

 The recommendation engine is picking up all changes to content and rules in real 

time and makes improved recommendations based on the improved content. 

 The end-user is presented with the optimized results, as expected. 

While this test was based only on one iteration and one particular result set, it seemed to 

have confirmed that the results of iteration II support the continuous optimization of the 

system. 

9.6 Overall Findings in Iterations I and II 

In addition to the very focused tests summarized in the previous section, iterations I and 

II included many more tests of various aspects of the IIC system. A summary of the key 

findings is provided in the following. 
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9.6.1 System and Architecture 

In section 3.3.1, a set of architecture evaluation criteria for IgniteWorx are defined, based 

on the architecture tradeoff analysis method (ATAM). Section 3.3.6 uses these criteria to 

do an evaluation of the proposed IgniteWorx architecture on the conceptual level. The 

following does another evaluation based on the same criteria, this time from the point of 

view of the IIC implementation of an IgniteWorx system, based on the findings from 

evaluations I and II: 

 Performance: Performance of the IIC implementation of IgniteWorx is acceptable, 

both for end-users as well as content authors. Average response times of the 

system are below or at least close to one second, which is often the minimum 

performance requirement for web-based applications (Nielsen, 2010). 

 Reliability: During the tests performed as part of evaluations I and II, no reliability 

issues were found. 

 Availability: Availability has been acceptable during the tests performed. Given 

that the IIC system was still relatively new at the time of writing, occasional 

downtimes for system upgrades were experienced but within acceptable limits. 

 Security: The IIC implementation is storing all IoT project assessments locally in 

the end-user’s browser. This seems to be a good solution to ensure that no critical 

project data is accessed by outsiders. However, no detailed security assessment of 

the solution was performed as part of this thesis. 

 Modifiability: As could be seen especially during iteration II, the MDA approach 

chosen for the IgniteWorx design and implemented by the IIC instance has helped 

ensure a high level of modifiability. All required extensions, e.g., for capturing 

end-user feedback, could be easily implemented by the development team. Also, 

iteration II has shown that all content modifications required for improving the 

system’s recommendations could be done via the provided web UIs for editing 

project dimensions, result sets, and rules. 

 Portability: This criteria was not evaluated as part of this thesis. 

 Functionality: All functionality described as part of iterations I and II in this thesis 

is supported by the IIC instance. 

 Variability: The focus of iterations I and II of this thesis was on phase I of the 

anticipated system evolution (explicit semantics). Consequently, no evidence was 

provided that the system would also support automated learning. For this, the 

conceptual evaluation will have to suffice for now. 

 Subsetability: It seemed that the model designs provided by this thesis for project 

dimensions, result sets, and rules really enabled loosely coupled domains, which 

are easily extensible. The required reuse of Ignite dimensions was supported. 

 Conceptual integrity: No deep architectural evaluation regarding the conceptual 

integrity of the design of the system beyond the conceptual evaluation was done. 
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Overall, it seems that the IIC implementation of the IgniteWorx concepts produced 

satisfactory results, with a positive evaluation of most of the above criteria. 

9.6.2 Content Structure and Content Quality 

Overall, the proposed approach of a content structure for IgniteWorx that combines Ignite 

dimensions with results sets and rules seems to be working, as far as can be determined 

from evaluations I and II.  

Especially during evaluation II, one interesting finding was that the original idea of 

always deriving exactly one recommendation per result set and project assessment could 

be further qualified by differentiating between: 

 Recommendations: As per the original design, for each project assessment, the 

system selects the best matching results from each result set and presents it as a 

recommendation. 

 Rankings: For some result sets, a ranking seems better suited than an actual 

recommendation. For example, a future version of IgniteWorx could present the 

list of all potential project risks as a rating. This would make sense because it 

seems likely that a project will not only face a single risk but multiple risks with 

different likelihoods. 

In addition, the concept of Project Classifications could be introduced: In a future version, 

it would be desirable to be able to group certain project dimensions together to create 

project classifications. These classifications could then be used to simplify the rules 

required for recommendations and rankings. 

Figure 106 below shows how these three different concepts could work together. For 

example, a new classification, “Project Category,” could be created to provide an initial 

assessment of the project (e.g., from “small project” to “very large project”). This project 

category could then be used to simplify the matching rules, e.g., to the recommendation 

for the most suitable PMM. Of course, one could also simply make “Project Category” 

one of the primary project dimensions, but it feels like it would defeat the purpose of the 

entire IgniteWorx approach if the end-user had to make such a project categorization him- 

or herself instead of relying on the system to do this for him or her. 
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Figure 106: Project classifications versus recommendations and rankings 

However, despite this small improvement area, overall, the assessment of the content 

structure is positive: the system is working and producing results, as was expected. Also, 

it seems like the content structure is allowing easy model extensions, as could be seen in 

evaluation II. Of course, the long-term maintainability and extensibility of the system 

functionality, which depends on the content structure, must still be proven. 

Regarding the content quality in the IIC system, it is more difficult to make an assessment 

because of the subjective nature of content quality. Looking at the three main content 

types, the following can be said about the content quality at the time of writing: 

 Project Dimensions: IIC has derived its own version of project dimensions from 

the original Ignite. Many of the proposed changes seem to make sense, and Ignite 

1.1, described in the appendix, is proposing to include them. However, it would 

also be recommended to review the IIC project dimensions again with respect to 

the findings of this thesis. See section 12.1 for more details. 

 Result Sets: The version of the IIC system tested as part of evaluations I and II 

did not include all results sets proposed by this thesis. Instead, some additional 

result sets were included, with IIC-specific content like testbeds (see Table 26 for 

a detailed comparison). Building on the IIC content, it would be recommended 

to also review which additional inputs from this thesis could be considered here. 

 Rules: It seems that the currently provided matching rules could benefit from 

more user feedback, as it is now enabled by the output of iteration II. This was 

only reviewed in detail for one result set and should be done for all others as well. 
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10 Conclusions and Outlook 

This section provides conclusions and a summary of key findings of this thesis as well as 

an outlook for future research. 

10.1 Conclusions 

The following section provides the general conclusion of this thesis, including the results 

of iterations I and II. First, an analysis of the overall research goals is provided. Second, 

the practical implications and limitations are looked at. 

10.1.1  Research Goals 

The research question defined in section 0 was “How can a system-supported 

methodology be designed and evaluated that supports project managers in finding a 

suitable setup for their IIoT projects?” To answer this question, IgniteWorx was designed 

and evaluated in two iterations. 

The research question is accompanied by seven research aspects to help better understand 

the different facets of the question. The following provides a discussion on how each of 

these aspects was addressed as part of this work. 

What are the main challenges of IIoT project managers today? 

This was addressed in detail in section 1.4, including a discussion of IIoT projects risks 

and failure rates. The risks identified included the normal risks of any IT project, 

combined with the added risks of an IoT project. These include added functional 

complexity, added technical complexity, and added security risks. 

As one important challenge, especially from the project manager’s perspective, the lack 

of well-established IoT project methodologies was cited. This means that project 

managers cannot access well-documented best practices to run their projects more 

efficiently and better manage IoT-specific project risks. This finding was also an 

important motivation for this thesis. 

Which methodologies and frameworks already exist to help address them? 

First, a number of methodologies and frameworks for normal IT projects could be 

identified, which are also useful in the context of IoT (see section 3.1.2). Second, a 

number of IoT-specific methodologies and frameworks could be identified (see, for 

example, sections 2.4, 1.4.2.2, and 3.2.2.2). While they may not yet be widely established 

and proven, they provided important impulses for the work outlined in this thesis. 

What actually constitutes the setup of an IIoT project? 
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Section 3.1.2 proposes ten important practice areas that must be addressed during the 

setup of an IIoT project (referred to as result sets in this work): IoT project management 

methodology, solution design, technology selection, resource acquisition, cost estimate, 

risk management, trust and security, reliability and resilience, verification and validation, 

and service operations. 

How can a methodology or framework be designed that generalizes the problem and 

provides actionable guidance for IIoT project setup? 

This thesis proposes the IgniteWorx approach, which combines a detailed IoT project 

assessment (based on the Ignite dimensions) with a framework for deriving concrete 

recommendations for project managers based on the ten result sets, plus a set of mapping 

rules. 

How should the ideal design of a system look that supports such a methodology? 

This thesis proposes a hybrid architecture, which combines explicit knowledge 

representation using an MDA approach with aspects of other system categories, including 

expert systems, recommender systems, semantic reasoning systems, and survey engines. 

Details are described in section 3.3. 

How can real-world experience and feedback be incorporated back into the system to 

optimize the quality of the methodology over time? 

Iteration II of this thesis suggest an extension to the initial IgniteWorx design that is 

specifically aimed at supporting continuous content improvement. This is based on 

combining end-user feedback on recommendations with a dashboard for content authors 

to evaluate this feedback. See section 7 for details. 

How can the quality of the proposals developed in this thesis be improved? 

As discussed in section 2.7, this work assumes that the content of an IgniteWorx system 

will evolve in phases. In the first phase, continuous manual content improvement will be 

required, as enabled by iteration II. In the next phases, once the content in the system is 

reaching critical mass, advanced techniques like self-learning could be applied to improve 

the quality of the recommendations made by the system. 

10.1.2  Practical Implications and Limitations 

From the point of view of the end-user, evaluations I and II have shown that IgniteWorx 

is providing already practical benefits for end-users like IoT project managers: 

 Being able to do a structured project assessment alone was seen by some interview 

partners as a significant benefit. The ability to take a holistic look at the 

nonfunctional aspects of an IoT project was seen as an important step toward 

minimizing project risks. In a sense, IgniteWorx can function here as a structured 
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project checklist that ensures that no important aspects are forgotten. While this 

was theoretically already possible with Ignite alone, some interviewees stated that 

being able to do this online and to include multiple project stakeholders in the 

process was seen as a benefit. 

 The recommendations provided by the IIC system at the time of writing were not 

something that the interviewees believed they could follow without further 

validations on their own. Also, the range of topics captured was not sufficiently 

complete. However, the general feedback was that the approach of providing 

guidance and also well-structured options to choose from was seen as valuable 

since this can trigger important discussions in the project teams regarding the best 

possible project setup. In this sense, one way forward in the near future may be to 

go from individual recommendations more toward a ranking of options, as 

proposed in the previous section. 

From the point of view of an IgniteWorx content administrator, the IIC implementation 

shows that the system architecture and content structure proposed by this thesis works, at 

least within the limitations of evaluations I and II. The results of iteration I were important 

to bootstrap the system, as manifested by the IIC implementation. The results of the 

design iteration II were important to ensure that a mechanism for the continuous 

optimization of content is provided. Evaluation II showed that the concept is feasible in 

principle. As per the general assumption of this thesis regarding the expected evolution 

of an IgniteWorx system, the IIC example is at the early stages of phase I. It will be 

interesting to observe in the long term how the system will yield continuous content 

improvements in phase I of the system evolution and eventually move toward a more 

automated learning-based approach, as envisioned for phases II and III. 

10.2 Outlook 

Finally, the following section provides an outlook on potential directions that the research 

on IgniteWorx could take in the future. 

10.2.1  Specialized Result Sets 

The result sets proposed in this thesis are still on a relatively high level. For example, the 

result set for risk management only provides guidance on a suitable methodology for the 

project but does not contain recommendations for actual risks. The same applies to many 

of the other result sets. Consequently, during the development of IgniteWorx and the 

work on the IIC system, a number of ideas for more specialized result sets were 

developed, which are summarized in the following: 
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 TCO Analysis: An extension for the analysis of the total cost of ownership (TCO) 

would combine more specialized project dimensions with more concrete 

recommendations for the expected cost range of a given project. 

 Risk Assessment: Similarly, a specialized extension of IgniteWorx could provide 

a ranked list of actual risks that the project might face. 

 Security Assessment: A specialized security assessment could help identify likely 

attack vectors and make recommendations for concrete countermeasures. 

 Industry 4.0 Extensions: Currently, the focus of IgniteWorx is mainly on the IoT 

solution and less on the potential impact on the design, sourcing, and 

manufacturing of the asset or physical product. This is fine for retrofit projects. 

However, line-fit IoT projects could benefit from an extension that looks at this 

more closely. 

10.2.2  Review of System Adoption and Content Evolution 

The development of IgniteWorx is based on the assumption that an instance of 

IgniteWorx will go through an evolution in three phases, as described in section 2.7. 

Future research could evaluate the validity of this assumption and propose measures to 

speed up the evolution. 

10.2.3  Matching Algorithms and Self-Learning 

It seems that there would be abundant room for future research in the area of the matching 

algorithms and also the vision of a system based more on automated or even self-learning 

algorithms. As identified in section 2.7., one clear limitation here is the availability of 

reference content, which would be a prerequisite for any kind of self-learning algorithms. 

However, for the current approach, which relies on explicit knowledge representation and 

semantic reasoning-like algorithms, it would be interesting to research potential 

improvements in the matching algorithms.  

Furthermore, it would be beneficial to develop an algorithm to support the analysis of the 

quality of the matching rules. For example, it could detect rule inconsistencies or 

situations where rules trees are not sufficiently balanced to ensure a fair and even 

consideration of all potential options. 

10.2.4  Addressing Other IoT Project Phases 

The focus of IgniteWorx as part of this thesis was exclusively on the project setup phase. 

It could be enlightening to do research with a focus on other research phases. 

For example, the start of production (SOP) after the initial system development is another 

project phase that could justify its own specialized set of project dimensions and result 

sets. 
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10.2.5  Generalize the Approach for Other Project Categories 

IgniteWorx as it was developed in this thesis has a clear focus on IoT projects. It could 

be interesting to investigate how far a version of IgniteWorx could be developed to focus 

on other kinds of projects, e.g., AI projects, blockchain projects, etc. One could even 

consider a more generic version of IgniteWorx that would be suitable to IT projects in 

general. 

10.3 Thank You and Getting in Touch 

Dear Reader, 

Thank you very much for your interest in IgniteWorx and this research project. Again, 

thanks also to everybody who contributed to this exciting project. In case this work has 

triggered your interest and you would like to get involved in the future development of 

IgniteWorx, please contact me via LinkedIn (de.linkedin.com/in/dslama). 

Best regards, 

Dirk Slama 
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12 Appendix 

12.1 Ignite Project Dimensions Version 1.1 

Based on the original Ignite IoT project methodology (Slama, Puhlmann et al., 2015), the 

following proposes an update specifically to the Ignite project dimensions, based on the 

findings of the research presented in this thesis. This is labeled as version 1.1 in the 

following. For each individual Ignite project dimension, the version is noted. The source 

for each entry labeled as version 1.0 is the original Ignite; each entry labeled version 1.1 

is a contribution from this thesis. 

Also, it should be noted that IIC created a new, proprietary version of the Ignite 

dimensions as the foundation for the IIC online project explorer introduced in section 4. 

The recommendation here is to work with IIC on moving these useful changes back into 

the open-source version of Ignite 1.1. For copyright reasons, this cannot be included here 

until this is resolved. 

Finally, some of the newly proposed project dimensions would require a new data entry 

format that differs from the standard four options per dimension. Since these are special 

cases that potentially require significant effort on the implementation side, they are 

highlighted using a light-blue background in the following section. 

12.1.1  Business Model and Requirements 

This is a new category, proposed as part of Ignite 1.1. The initial thinking of Ignite was 

that this aspect was dealt with in the phase before the project setup (see discussion in 

section 2.1) and that the focus of Ignite 1.1 should be more on the technical/nonfunctional 

project dimensions. However, one key finding of the evaluation in this thesis is that the 

business perspective must definitely be included in the project assessment since too many 

nonfunctional aspects depend on it. 

12.1.1.1 Functional Viewpoint 

Industry Vertical 

Dimension Industry Vertical 

Version Ignite 1.1 

Description Please indicate the industry vertical that your IoT solution is 

situated in. 

Input Comment: This would require a new data entry format. The user 

should be able to select from a list of predefined industry verticals. 

This could be based, for example, on the IIC vertical taxonomy. 
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Supported Use Cases 

Dimension Supported Use Cases 

Version Ignite 1.1 

Description Please indicate which use cases the solution must support. 

Input Comment: This would require a new data entry format. For 

example, the user could first select from a list of predefined use 

cases. These could depend on the industry selected beforehand. 

Second, a list of free text fields would have to be supported to 

allow the user to add use cases not yet available in the system. 

Functional Requirements 

Dimension Functional Requirements 

Version Ignite 1.1 

Description Please provide a list of functional requirements. 

Input Comment: This would require a new data entry format. For 

example, an open list of free text fields could be used. 

Functional Complexity 

Dimension Functional Complexity 

Version Ignite 1.1 

Description Please indicate the expected level of functional complexity. 

Options 1) Very low level of functional complexity, e.g., basic remote 

monitoring with single device class 

2) Moderate level of functional complexity, e.g., advanced 

remote monitoring, limited number of device classes, basic 

analytics 

3) High level of functional complexity, including multiple sensor 

types, complex device hierarchy, advanced data analytics, 

integration with multiple backend systems 

4) Very high level of functional complexity, including sensor 

data fusion and/or control of actuators, highly sophisticated 

algorithms, very high level of data diversity, complex business 

processes 

Volatility of Functional Requirements 

Dimension Volatility of Functional Requirements 
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Version Ignite 1.1 

Description Please indicate how stable the functional requirements and use-

case definitions are. 

Options 5) Very detailed and stable requirements and use-case definitions 

are available. 

6) High-level requirements and use-case definitions are 

available, which will stabilize early in the project phase. 

7) High-level requirements and use-case definitions are available 

but are likely to constantly change and be reprioritized. 

8) Requirements and use-case definitions are only vaguely 

defined and are likely to constantly change and be 

reprioritized. 

Level of Productization 

Dimension Level of Productization 

Version Ignite 1.1 

Description Please indicate the expected level of productization. 

Options 1) Once-off solution that must only support one particular 

installation and low productization requirements 

2) Basic productization required. Onboarding of new 

customers/assets categories can require manual 

changes/customizations 

3) Fully productized solution, onboarding of new customers done 

without additional customization. Small number of well-

defined regional markets supported 

4) Fully multi-tenant solution with very high level of 

productization and support for many asset classes on a global 

level 

Global Scale 

Dimension Global Scale 

Version Ignite 1.1 

Description Please indicate the required level of global scale supported by the 

solution. 

Options 1) Solution must support exactly one country. 

2) Solution must support a small number of well-defined 

countries. 
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3) Solution must support a large majority of countries worldwide. 

4) Solution must support most countries worldwide, including 

those with potentially difficult political environments. 

Mission Criticality 

Dimension Mission Criticality 

Version Ignite 1.1 

Description Please indicate the level of mission criticality of the IoT solution. 

Options 1) Not mission critical. In case the IoT solution is not available, 

the operation of the assets can continue with slightly reduced 

efficiency. 

2) Moderately mission critical. Unavailability of system has 

negative impact on company performance, but operations can 

be continued using manual workarounds. 

3) Mission critical. Failure or unavailability of the solution has 

severe impact on business performance, potentially leading to 

standstill of operations. 

4) Highly mission critical. Lives depend on it. 

12.1.2 OT: Assets and Devices 

The proposal is that Ignite 1.1 follows the naming convention from IIC and includes “OT” 

here. 

12.1.2.1 General 

Number of Assets 

Dimension Number of Assets 

Version Ignite 1.0 

Description Please indicate the number of assets that will be supported by 

version 1.0 of your solution in this category. 

Options 5) 100s  

6) 10,000s  

7) 100,000s  

8) Millions 

Value of Individual Asset 

Dimension Value of Assets 

Version Ignite 1.0 
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Description Please indicate the value of an individual asset in this asset 

category. 

Options 1) < 100€ 

2) < 1,000€ 

3) < 100,000€ 

4) >= 100,000€ 

Economic Value Add of Asset 

Dimension Economic Value Add of Individual Asset/Year 

Version Ignite 1.1 

Description Please indicate the economic value add contributed by an 

individual asset per year. 

Options 1) < 100€  

2) < 1,000€ 

3) < 100,000€ 

4) >= 100,000€ 

Asset Complexity—Integration Perspective 

Dimension Asset Complexity—Integration Perspective 

Version Ignite 1.0 

Description Please indicate the complexity of the asset from the perspective of 

its interfaces (only those in scope of this project). 

Options 5) Zero integration  

6) Simple interface semantics 

7) Moderately complex interface semantics 

8) Very complex interface semantics 

Asset Heterogeneity—Integration Perspective 

Dimension Asset Heterogeneity—Integration Perspective 

Version Ignite 1.0 

Description Please indicate the level of heterogeneity of the asset from the 

integration perspective (including versions and variants). 

Options 1) 0–1 interface types 

2) 2–3 different interface types 

3) 4–10 different interface types 

4) >10 different interface types 
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12.1.2.2 Processing Power 

Local Business Logic 

Dimension Local Business Logic 

Version Ignite 1.0 

Description Please indicate the level of business logic required to run on the 

asset for this solution. 

Options 1) Proxy functions only  

2) Basic store and forward logic to address temporary network 

unavailability 

3) Simple business logic, e.g., rules 

4) Complex business logic, e.g., autonomous management of 

asset 

Local Event Processing 

Dimension Local Event Processing 

Version Ignite 1.0 

Description Please indicate the level of local event processing required for 

your solution. 

Options 1) 1 event/day  

2) 1 event/minute 

3) 1 event/second 

4) 10,000 events/second 

Realtime requirements 

Dimension Real-time requirements 

Version Ignite 1.0 

Description Please indicate the level of real-time requirements for your 

solution. 

Options 1) Daily batch synch  

2) Response within seconds 

3) Response within sub-second 

4) Deterministic response in nanoseconds 

Local Data Management 

Dimension Local Data Management 

Version Ignite 1.0 
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Description Please indicate the level of local data management required for 

your solution. 

Options 1) <1MB stored and managed locally/year  

2) <10 GB/year 

3) <1 TB/year 

4) > 1 TB captured per asset/year 

12.1.2.3 Other HW Requirements 

Power Supply 

Dimension Power Supply 

Version Ignite 1.0 

Description Please indicate the level of power supply available for your 

solution. 

Options 1) 220V wall plug  

2) Automatically recharged battery (e.g., car) 

3) Large battery with moderate runtime 

4) Small battery with very long runtime (no auto-recharge) 

Environment 

Dimension Environment 

Version Ignite 1.0 

Description Please indicate the type of environment your assets must operate 

in. 

Options 1) Indoor  

2) Rough indoor, e.g., factory 

3) Outdoor, moving, e.g., car in winter 

4) Extreme conditions, e.g., aircraft, space 

12.1.2.4 Lifecycle Management 

Projected Lifetime of Assets 

Dimension Projected lifetime of assets 

Version Ignite 1.0 

Description Please indicate the expected lifetime of your assets (or, if de-

coupled, the expected lifetime of your IIoT solution). 

Options 1) < 1 year  
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2) ~ 5 years 

3) ~ 10 years 

4) > 20 years 

HW Update Constraints 

Dimension HW update constraints 

Version Ignite 1.0 

Description Please indicate the level of HW update constraints for your 

solution. 

Options 1) All assets can be accessed by specialized technician in time 

without large cost overview.  

2) E.g., Drive Now—technician can access all cars in a city. 

3) Asset configuration must be updated by end user/high cost for 

bringing all assets to repair shop. 

4) Impossible to update HW. 

Software Update Constraints 

Dimension Software update constraints 

Version Ignite 1.0 

Description Please indicate the level of SW update constraints for your 

solution. 

Options 1) Central access management, assets always online, sufficient 

bandwidth, powering down for maintenance is OK  

2) Normal distributed system constraints, e.g., not all at same 

time (parallel versions over long period of time) 

3) Very difficult—long times between updates, e.g., only user 

initiated (e.g., user must proactively start update) 

4) Impossible to update SW 

12.1.3  Communication and Connectivity 

Consider following IIC proposal and move this to “systemwide challenges.” 

12.1.3.1 Local C&C 

Technology 

Dimension Technology 

Description Please indicate the complexity of local connectivity technology. 
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Options 1) standard bus system  

2) standard wireless 

3) advanced wireless, e.g., factory floor  

4) very advanced wireless, e.g., specialized antenna required, 

special security requirements, etc. 

Required Bandwidth 

Dimension Required Bandwidth 

Version Ignite 1.0 

Description Please indicate the require bandwidth for local communication. 

Options 1) 100 bytes/sec  

2) 100 Kbits/sec (e.g., RS 485, RS 232, CAN) 

3) 1-10 Mbit/sec (e.g., video data) 

4) >100 Mbit/sec (e.g., sensor data streams) 

Maximum Latency 

Dimension Maximum Latency 

Version Ignite 1.0 

Description Please indicate the acceptable maximum bandwidth for local 

communication. 

Options 1) >10 ms (e.g., RS 232)  

2) 1–10 ms (e.g., WLAN, BlueTooth) 

3) Microseconds (e.g., EtherCAT, Sercos) 

4) Nanoseconds (e.g., ASIC, FPGA) 

12.1.3.2 Remote C&C 

Technology 

Dimension Technology 

Version Ignite 1.0 

Description Please indicate the complexity of remote connectivity technology. 

Options 1) LAN  

2) WLAN 

3) global telecom network (e.g., UMTS) 

4) specialized global telecom network (e.g., satellite, proprietary 

wireless network, etc.) 

Required Bandwidth 
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Dimension Required Bandwidth 

Version Ignite 1.0 

Description Please indicate the required bandwidth for remote communication. 

Options 1) 100 bytes/month  

2) 100–500 Kbit/sec (e.g., GPRS) 

3) 0.5–10 Mbit/sec (e.g., UMTS/LT) 

4) >100 Mbit/sec 

Maximum Latency 

Dimension Maximum Latency 

Version Ignite 1.0 

Description Please indicate the acceptable maximum bandwidth for remote 

communication. 

Options 1) 90 mins (LEO, e.g., OrbComm, text messages)  

2) Seconds (GPRS) 

3) Milliseconds (WAN) 

4) Microseconds (e.g., LAN) 

12.1.4  IT: Backend Services 

Proposal is that Ignite 1.1 follows the naming convention from IIC and includes “IT” 

here. 

12.1.4.1 General 

Application Strategy 

Dimension Application Strategy 

Version Ignite 1.0 

Description Please describe the impact of your new solution on the existing 

backend application landscape. 

Options 1) No new application logic  

2) Embedded new business logic into already existing core apps 

(e.g., ERP) 

3) Small, new, self-contained application 

4) New major core application (i.e., significant application with 

ownership of key data and processes) 

Business Complexity 
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Dimension Business Complexity 

Version Ignite 1.0 

Description Please describe the business complexity of the new backend 

solutions. 

Options 1) Regular updates of 3–5 remote device readings in ERP, remote 

monitoring only  

2) More regular updates, some alarming functions 

3) One new core end-to-end process, e.g., product 

commissioning 

4) > 5 new core end-to-end processes, e.g., commissioning, 

customer service, customer retention, upselling, etc. 

Backend Integration 

Dimension Backend Integration 

Version Ignite 1.0 

Description Please describe the requirements for integration with the existing 

application landscape. 

Options 1) Very simple, e.g., batch, paper forms (manual integration)  

2) Basic EAI 

3) SOA with 2–3 complex orchestration services 

4) SOA or EAI with >20 orchestrations 

12.1.4.2 Data Management and Analytics 

Data Volumes/Ingestion per Day 

Dimension Data Volumes/Ingestion per Day 

Version Ignite 1.0 

Description Please describe the date volumes to be ingested and processed per 

day. 

Options 1) <10 MB/day  

2) <10 GB/day 

3) <1 TB/day 

4) >1 TB/day 

Data Variety 

Dimension Data Variety 
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Version Ignite 1.0 

Description Please indicate the level of data variety to be managed in the 

backend. 

Options 1) 3 entity types  

2) <10 entity types 

3) <100 entity types 

4) >100 entity types 

Data Variability (Schema Changes) 

Dimension Data Variability (Schema Changes) 

Version Ignite 1.0 

Description Please describe the data variability of the new backend solution. 

Options 1) static data model  

2) 2 per year 

3) <1 per month 

4) >1 per month 

Analytics 

Dimension Analytics 

Version Ignite 1.0 

Description Please describe the analytics requirements of the new backend 

solution. 

Options 1) No analytics  

2) Descriptive analytics: predefined, standard reports, simple 

browsing 

3) Complex analytics/data mining, complex data quality controls 

4) Predictive analytics, streaming analytics, CEP, advanced 

adaptive machine learning 

Data Ownership and Control 

Dimension Data Ownership and Control 

Version Ignite 1.1 

Description Please describe the requirements regarding data ownership and 

control. 
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Options 1) Data ownership is clearly defined. Use of industry standards 

like use of global PaaS provider for data management is 

acceptable. 

2) Like 1 but with some added complexity in multi-stakeholder 

data access management. 

3) Multiple data owners require complex, multi-tenant data 

access controls.  

4) Like 3. plus data must be hosted in data centers under full 

control of operator, i.e., no external PaaS. 

12.1.5  Systemwide Challenges 

This project area was not part of Ignite 1.0. IIC has added this project area to its own, 

proprietary extension of the Ignite dimensions. The IIC version adds new project 

dimensions like systemwide availability, reliability, safety, security, and network scale. 

This is consistent with the findings of Evaluation I described in section 5. 

Also, IIC has removed the Ignite project area “communication and connectivity” and 

moved the contained project dimensions to “systemwide challenges.” 

12.1.6  Standards and Regulatory Compliance 

This area is currently not included as a top level in the IIC version of the project 

dimensions. However, the results of the research done for this thesis indicate that this 

aspect is important and should be included on the top level. 

12.1.6.1 Regulatory Requirements 

Region Specific 

Dimension Region specific 

Version Ignite 1.0 

Description Please indicate the level of region-specific regulatory 

requirements your project deals with. 

Options 5) No strict requirements  

6) Low requirements 

7) Medium requirements 

8) Complex requirements 

Industry Specific 

Dimension Industry Specific 
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Version Ignite 1.1 (update) 

Description Please indicate the level of industry-specific regulatory 

requirements your project deals with. This should also include any 

mandatory company internal standards or standards imposed by 

technology transfer partners. 

Options 1) No strict requirements  

2) Low requirements 

3) Medium requirements 

4) Complex requirements 

Technology Specific 

Dimension Technology Specific 

Version Ignite 1.0 

Description Please indicate the level of technology-specific regulatory 

requirements your project must deal with. 

Options 1) No strict requirements  

2) Low requirements 

3) Medium requirements 

4) Complex requirements 

12.1.6.2 Standards 

Technical Standards 

Dimension Technical Standards 

Version Ignite 1.0 

Description Please indicate the level of technical standards your project must 

deal with. 

Options 1) No standards as prerequisites defined  

2) Some prerequisites for M2M hardware, bus systems, 

application APIs, communication protocols 

3) Relatively high requirements for M2M hardware, bus systems, 

application APIs, communication protocols 

4) Very strict prerequisites for M2M hardware, bus systems, 

application APIs, communication protocols 

Functional/Industry Standards 

Dimension Functional/Industry Standards 
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Version Ignite 1.0 

Description Please indicate the level of functional/industry standards your 

project must deal with. 

Options 1) No standards as prerequisites defined  

2) Some prerequisites for M2M hardware, bus systems, 

application APIs, communication protocols 

3) Relatively high requirements for M2M hardware, bus systems, 

application APIs, communication protocols 

4) Very strict prerequisites for M2M hardware, bus systems, 

application APIs, communication protocols 

New Standards 

Dimension New Standards 

Version Ignite 1.1 

Description Please indicate to what extent creation and establishment of new 

standards are a key requirement of this project. 

Options 1) Creating or setting new standards is not a requirement. 

2) Creating or setting new standards is a low-priority “nice to 

have.” 

3) A new technical or industry standard must be created and 

adopted/approved by a leading standards body. 

4) Like 3 but also adding as a requirement that the new standard 

must be widely used by other companies. 

12.1.7  Project Environment 

12.1.7.1 Project Environment 

Timeline 

Dimension Timeline 

Version Ignite 1.0 

Description Please describe the expected timeline of your project. 

Options 1) Plenty of time  

2) Design to budget 

3) Aggressive timeline 

4) Death-march project 

Budget 
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Dimension Budget 

Version Ignite 1.0 

Description Please describe the budget situation of your project. 

Options 1) Generous budget  

2) Realistic budget 

3) Optimistic budget 

4) Completely unrealistic and insufficient budget 

Functional Skills and Experience 

Dimension Functional Skills and Experience 

Version Ignite 1.0 

Description Please describe the functional skills and experience of the team. 

Options 1) Existing team, has done similar project before  

2) Like 1 but geographically distributed 

3) Completely new team, individual team members have little 

functional experience in relevant area 

4) Like 3 plus distributed 

Technical Skills and Experience 

Dimension Technical Skills and Experience 

Version Ignite 1.0 

Description Please describe the technical skills and experience of the team. 

Options 1) Existing team, has done similar project before  

2) Like 1 but geographically distributed 

3) Completely new team, individual team members have little 

technical experience in relevant area 

4) Like 3 plus distributed 

Team Stability and Availability 

Dimension Team Stability and Availability 

Version Ignite 1.1 

Description Please describe the expected stability and availability of the 

project team. 

Options 1) All team members will be assigned full time and for the entire 

duration of the project. 
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2) Core team will be assigned full time and for the entire project 

duration. 

3) A significant amount of fluctuation in the team is to be 

expected. 

4) Very high level of fluctuation expected. Also, many specialists 

will only have very limited availability even while they are 

assigned to the project. 

IT Organization 

Dimension IT Organization 

Version Ignite 1.1 

Description Please indicate the type of IT organization that will be responsible 

for building and operating the IIoT solution. 

Options 
1) Small team, single location 

2) Small team, multiple locations 

3) Multi-tier IT organization with different responsibilities for 

network, database, server ops, etc. in single location 

4) Multi-tier IT organization with different responsibilities for 

network, database, server ops, etc. in different locations 

Field-Service Organization 

Dimension Field-Service Organization 

Version Ignite 1.1 

Description Please indicate the type of field-service organization that will be 

responsible for using the IIoT solution to provide field services to 

asset users. 

Options 
1) Well-established, existing field-service organization. IoT 

solution will provide some value-added services but not have 

huge impact on established processes and organization. 

2) Small, newly established field-service organization. 

3) Existing field-service organization will leverage new IoT 

capabilities for significant re-engineering of processes and 

organization. 

4) New field-service organization will leverage new IoT 

capabilities to build processes and service organization from 

scratch. 

Stakeholder Complexity 

Dimension Stakeholder Complexity 

Version Ignite 1.1 

Description Please describe the expected project stakeholder complexity. 
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Options 5) All internal key stakeholders have fully bought into the project 

and have similar goals. Few external dependencies. 

6) Most internal stakeholders have bought into the project and 

have reasonably aligned goals. Some external dependencies. 

7) Complex internal and external stakeholder network with 

partially colliding interests. 

8) Highly complex internal and external stakeholder network 

with colliding interests. 
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