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Abstract

During the last decade computers and the internet have become an important aspect in our
everyday life. We use this technology to communicate, study, work, shop, and entertain
ourselves. The vision of the future is to embed this computing technology into our home,
transportation and working environments. The ultimate goal is to develop intelligent ma-
chines that are aware of humans and can assist them if required. Therefore, visual data
needs to be analyzed with respect to humans which is often referred to as ”looking at peo-
ple”. So far the developments within this area have been largely influenced by the interests
and needs of specific applications (surveillance, biometrics, human computer interaction).

The objective of this dissertation is to move towards an universal framework for the vi-
sual analysis of humans, that describes humans at several levels including different body
parts (body, face, hands) and features (color, texture, shape and motion). Then, in analogy
to the human visual perception, an appropriate subset of the provided information can be
chosen, depending on environmental or application specific criteria. Within the scope of
such a framework, this work provides scientific contributions in several areas. For face de-
tection a novel component based face detection approach has been developed that combines
techniques from the statistical and structural pattern recognition domain for improved per-
formance especially in the presence of partial occlusions. It is not only able to detect faces
despite occlusions, but can also provide additional occlusion information to subsequent face
analysis steps. Based on that, existing appearance based face recognition approaches have
been extended through occlusion awareness by selecting the most reliable representation.
For appearance based body recognition both holistic and component based representations
and a large set of color and texture features have been considered to determine the optimal
description of a person’s clothes.

The developed framework has been used within several applications to prove its versa-
tility. The first original application, that has been developed, is an efficient system for the
audiovisual search of persons based on facial appearance and voice characteristics. A high
retrieval performance is achieved through the combination of multimodal fusion and rel-
evance feedback. For the second application, an original system for visual person search,
a different query paradigm was used. It provides an intuitive query interface through an
automatically derived human visual thesaurus that groups people based on their visual
similarity. Finally, the appearance based analysis was combined with motion based analysis
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for a personalized human computer interface that detects, tracks and identifies humans and
interprets their gestures for the use in an intelligent cash machine scenario.

Although this dissertation focuses only on the appearance based description of face and
body, ideas and findings may also be applied to other channels (hands, limbs), features
(shape, motion) and tasks (tracking). Therefore it contributes to the gradual change from an
application specific view towards a universal framework for the visual analysis of humans,
which will enable machines to sense and react to humans in a more natural way.



Zusammenfassung

Im vergangenen Jahrzehnt sind der Computer und das Internets zu einem wichtigen Be-
standteil unseres täglichen Lebens geworden. Wir verwenden diese Technologien um zu
kommunizieren, zu arbeiten, einzukaufen, und für unsere Unterhaltung. Die Zukunft sieht
eine stärkere Einbettung dieser Technologien in unsere tägliche Umgebung (Heim, Büro und
öffentliche Räume) vor. Dabei besteht das Ziel in der Entwicklung intelligenter Maschinen,
die in der Lage sind, Menschen in einer Umgebung wahrzunehmen und helfend zur Seite
zu stehen. Dafür bedarf es einer auf den Menschen fokusierten Analyse der hauptsächlich
visuellen Daten, was auch als “Looking at People” bezeichnet wird. Die bisherigen En-
twicklungen in diesem Forschungsgebiet sind stark von den Anforderungen bestimmter
Anwendungen (z.B. Überwachung, Biometrie, Mensch-Maschine-Interaktion) geprägt.

Das Ziel dieser Dissertation ist die Entwicklung eines universellen Systems für die vi-
suelle Analyse des Menschen, welches diesen auf mehreren Ebenen anhand verschiedener
Teile (Körper, Gesicht, Hände) und Merkmale (in Farbe, Textur, Form und Bewegung) be-
schreibt. In Analogie zur menschlichen Wahrnehmung kann dann abhängig von Anwen-
dung oder Umgebungsbedingungen ein geeigneter Teil der Beschreibung berücksichtigt
werden. Im Rahmen dieses universellen Systems liefert diese Dissertation wissenschaftliche
Beiträge in verschiedenen Bereichen. Für die Gesichtsdetektion wurde ein neuer komponen-
tenbasierter Ansatz entwickelt, der Techniken der statistischen und der strukturellen Mus-
tererkennung miteinander vereint, um auch teilweise verdeckte Gesichter zu detektieren.
Darüber hinaus ist der entwickelte Ansatz in der Lage, zusätzliche Informationen über
das Vorhandensein und die Lage der Verdeckungen den folgenden Analyseschritten zur
Verfügung zu stellen. Darauf basierend wurden existierende Ansätze der Gesichtserken-
nung durch eine intelligente Fusion erweitert, um die Robustheit bei teilweisen Verdeckun-
gen zu erhöhen. Für die optimale Beschreibung der äußeren Erscheinung (Kleidung) eines
Menschen wurden sowohl ganzheitliche als auch komponentenbasierte Modelle und eine
große Auswahl an Farb- und Texturmerkmalen berücksichtigt.

Um das System zur Detektion und Beschreibung von Personen auf seine Vielseitigkeit zu
testen, wurden verschiedene Anwendungen entwickelt. Bei der ersten Anwendung handelt
es sich um ein effizientes System zur audiovisuellen Suche von Personen in Videos anhand
ihres Gesichts und ihrer Stimme. Die hohe Genauigkeit der Suche wurde dabei durch die
Fusion der verschiedenen Modalitäten und die Integration des Nutzers in den Suchprozeß
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erreicht. Für die zweite Anwendung, einem System zur visuellen Suche von Personen in
Bildern, wurde ein grundlegend anderer Ansatz verfolgt. Er basiert auf einer intuitiven
Suchanfrage mittels eines visuellen Thesaurus, welcher die Personen in einer Datenbank
anhand ihrer Ähnlichkeit gruppiert. In der letzten Anwendung wurde die Analyse der
äußeren Erscheinung mit der von Bewegungen in einem System für personalisierte Mensch-
Maschine-Interaktion kombiniert. Dieses System detektiert und verfolgt Personen, deren
Gesichter und Hände, identifiziert sie und interpretiert ihre Gesten zur Steuerung eines in-
telligenten Bankautomaten.

Obwohl sich diese Dissertation nur mit der Detektion und Beschreibung von Gesicht
und Körper, basierend auf der äußeren Erscheinung befasst, können die grundlegenden
Ideen auch auf andere Körperteile (Gliedmaßen, Hände), Merkmale (Form, Bewegung)
und Aufgaben (Verfolgung) angewendet werden. Damit leistet diese Arbeit einen Beitrag
zum schrittweisen Wandel von einer anwendungsbezogenen zu einer universellen visuellen
Analyse des Menschen, welche es Maschinen ermöglicht, Menschen wahrzunehmen und
auf natürliche Art und Weise zu reagieren.
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Chapter 1

Introduction

The future lies in designing and selling computers
that people don’t realize are computers at all.

Adam Osborne

1.1 Motivation

The last two decades have experienced a rapid evolution with respect to hardware devel-
opment, especially in the fields of data acquisition, processing, communication and storage.
Sensors have become smaller and cheaper and can acquire data (image, video and audio)
at higher speed and with better quality. Processors have become more powerful and much
smaller which makes them usable for highly complex coding or analysis tasks in both sta-
tionary and portable devices. The development of faster and more flexible communication
technologies and the invention of the world wide web (WWW) have lead to a time where
information is easily accessible and more important than ever before. With storage devices
becoming much smaller, providing more capacity and being more robust, huge amounts of
multimedia data can be captured and stored.

All this has lead to a time where computers and the internet have become an important
aspect in our everyday life. We use this technology to communicate, study, shop and en-
tertain ourselves. The vision of the future is to embed this computing technology into our
home, transportation, and working environments. In this vision of the future, often referred
to as ubiquitous computing [Weiser, 1991] or ambient intelligence [Aarts, 2005], machines will
be able to monitor their environments and analyze the behavior of the inhabitants. The ul-
timate goal is to develop smart machines that are aware of humans and can assist them if
required.

While the hardware is the foundation for these intelligent machines, software that is able
to analyze the acquired data with respect to humans is also required. This human centered
analysis is commonly referred to as sensing people in the case of audiovisual data and looking
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(a) Space Odyssey (b) Star Trek (c) I Robot

Figure 1.1: The vision of intelligent machines that can interact with humans from well-known science
fiction stories. The humanoid look of them already implies to have human-like behavior.

at people in the case of visual only data. Although audio information may be interesting for
some applications, visual information is considered to be the most important [Essa, 1999].

The following sections provide an overview of the looking at people research field (sec-
tion 1.2), define the overall objectives (section 1.3), summarize the key contributions (section
1.4) and describe the overall structure (section 1.5) of this thesis.

1.2 Looking at people

The major goal of the looking at people research domain is to built machines that can inter-
act with persons in an environment [Essa, 1999]. Traditionally science fiction writers have
described the ultimate goals through their characters, which are shown in figure 1.1: HAL
in 2001 Space Odyssey, Commander Data in Star Trek The Next Generation, and NS5 in I
Robot. The exact ability of the machine depends largely on its task. In general, one can dis-
tinguish between machines with and without the ability to sense humans. The former group
contains intelligent machines that are able to work with us, support our needs and be our
helpers. For these personal assistants the ability to sense people is essential. In contrast, the
latter group contains machines which are not aware of humans in their environment such
as industrial vision systems aimed at extracting defects on an assembly line or computers
used for email writing and text processing.

The key technical goal of the looking at people domain is to determine the context with
respect to humans. This involves answering several questions such as:

• Are there persons?

• Where are the persons?

• How many persons are there?

• Where are the persons moving?

• What are the persons doing?
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• Who are the persons?

• To which group do they belong?

These questions are directly related to different analysis tasks, which are necessary to
answer the questions mentioned above. In general the following tasks can be distinguished:

Detection: The goal of this task is to determine the presence of humans in an environment,
their number and location. Depending on the considered information several detec-
tion tasks can be distinguished including object, body detection, face and hand detec-
tion.

Tracking: While detection tries to find humans within images or individual video frames,
the goal of tracking is to establish the correspondence of the human or individual
parts between consecutive frames. Again several tracking tasks can be distinguished
including object, body, face and hand tracking.

Recognition: This actually corresponds to a group of tasks which extract additional infor-
mation regarding the detected and tracked person. Person recognition is related to the
identity of a person and usually considers face and gait as primary sources of informa-
tion. Activity recognition analyzes the global motion of persons within an environment
to interpret their activities. On the other hand, behavior recognition considers the local
motion of individual body parts to interpret the behavior or intention of a person.

The combination of the previously described tasks leads to a large variety of applications
(some samples are shown in figure 1.2) [Essa, 1999]:

Human computer interaction (HCI): The goal is to develop machines that can interact with
us in a similar way as we interact with each other, using gestures and speech. Such
systems are able to know where someone is looking, estimate pointing directions, in-
terpret gestures and their intention. These interfaces are an integral part toward more
human centered interfaces, which are applicable in areas where traditional interfaces
(keyboard, mouse) are not efficient enough.

Smart room technologies (SRT): Intelligent machines can be installed within rooms to de-
tect people in it, identify them and interpret their behaviour. These rooms can be used
to monitor children, senior citizen and handicapped people and provide assistance if
needed. Furthermore, this technology can be integrated in seminar rooms to provide
automatic indexing and summarization of meetings, discussions and presentations.
Such smart room technologies could become an integral part of our daily activities.

Surveillance and security: This is one of the more traditional applications, which involves
the verification of a persons identity for access control and the interpretation of human
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(a) Access control (b) Human computer interaction (c) Video surveillance

Figure 1.2: Typical samples of selected looking at people application scenarios. Depending on the
scenario the focus of the human analysis may be quite different.

actions within an environment for active surveillance. The major idea is to support se-
curity personnel in their laborious work through detecting events, selecting interesting
footage and providing visual enhancements.

Entertainment and education: Recently these two areas have experienced a rapid growth.
Non-invasive tracking and interpretation of human behaviour could revolutionize
these two areas. An intelligent tutor could judge the actions and moods of the stu-
dents and react accordingly. Similarly, systems that can analyze human motions could
be used in sports training and dance teaching.

Video conferencing: The analysis of facial motion can be used for animation and model
based coding. With these methods low bitrate video phones can be built. Furthermore,
synthetic avatars can be used to hide the identity of the speakers.

Digital libraries and annotation: With the rapid increase of available multimedia data, sys-
tems for efficient indexing and retrieval gain more and more importance. Since a large
amount of this data contains humans, detecting, tracking and recognizing them plays
a significant role in the automatic annotation of this data.

Human augmentation and wearable computing: The idea is to develop systems that can
interpret the activities of humans in an environment and provide assistance to im-
paired people by translating the missing communication modality into another modal-
ity that can be perceived. Furthermore, this technology can be used to provide more
efficient ways of communication.

1.3 Objectives

The major objective of this thesis is to develop a hierarchical framework for the visual anal-
ysis of humans. The goal is to mimic the behavior of the human visual system (HVS), that
extracts information at various levels and chooses the appropriate level depending on the
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Figure 1.3: Overview of the various dimensions of the looking at people domain with considered
(solid) and ignored (dashed) parts. Not all of the developed applications are described within this
thesis.

current task or condition [Pers et al., 2003]. The work focuses on analyzing the appearance
(color, texture) of the body and the face, but it can be assumed that most of the ideas are
applicable to other channels (e.g. hands) and characteristics (e.g. shape, motion). Based
on that, methods for the visual detection and recognition of humans are developed and
extended. Special emphasis is laid on the robustness regarding typical challenges such as
varying illuminations, different views and partial occlusions. The developed modules are
used within several applications to assess their performance in real world scenarios.

The scope of this thesis is illustrated in figure 1.3 which shows the various dimensions
of the looking at people domain with the considered (solid) and ignored (dashed) parts.

Regarding face detection the objective is to study existing approaches and analyze their
robustness with respect to the different challenges. Furthermore, a component based ap-
proach will be developed that detects faces by considering the appearance and spatial rela-
tionship between facial components.

For body recognition a hierarchical approach will be developed that describes the ap-
pearance of the human body hierarchically. Therefore, different representations and visual
features is considered and compared to each other. Furthermore, the fusion of body parts
and features are explored.

Regarding face recognition the goal is to develop an appearance based approach that
describes the appearance of a face with different representations. In order to address specif-
ically the challenge of partial occlusions, different fusion methods with and without addi-
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tional occlusion information are explored.
Finally, the developed framework will be used for a variety of applications to prove its

versatility. The chosen applications will consider human computer interaction, and multi-
media search and retrieval.

Within another application the developed framework is applied to the audiovisual search
of humans within multimedia documents. The objective of this work is to combine two bio-
metric traits of a person, namely face and speech, with each other to resolve ambiguities
within the individual modalities. Furthermore, this work will explore the use of typical con-
tent based image retrieval techniques such as query by example and relevance feedback for
multimodal person search.

The whole framework will be applied to the hierarchical visual search of humans within
images. The objective of this work is to explore the query by visual thesaurus paradigm as
an intuitive and efficient alternative to classical query by example. Therefore, the original
visual thesaurus approach will be extended towards a universal human visual thesaurus.

Finally, the framework will be used for personalized human computer interaction where
the objective is to develop a system that integrates the recognition of the identity and the
behaviour of a person and explore how the exchange of information between these different
analysis parts can improve the overall performance.

1.4 Contributions

This thesis studies different aspects of the looking at people domain and makes the follow-
ing major contributions:

• Comprehensive review of the looking at people research domain with most important
analysis tasks and application scenarios

• Condensed overview of the fundamental techniques reaching from image processing
over machine learning to information fusion

• Proposal of an original hierarchical framework for human analysis that supports dif-
ferent application scenarios and environmental conditions

• Novel component based face detection approach that combines tools from statistical
and structural pattern recognition domain and robustly detects faces in the presence
of partial occlusions

• Extension of appearance based face recognition approach that utilizes a priori occlu-
sion information for improved performance in the presence of occlusions

• Novel appearance based body recognition approach that considers different body rep-
resentations and a large variety of visual features for describing the appearance of the
human body
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• Original system for multimodal person search that combines audiovisual analysis
with relevance feedback for efficient search and retrieval

• Adaptation of the query by visual thesaurus paradigm towards a human visual the-
saurus for intuitive and efficient visual person search

Parts of this thesis have been published in several articles in international conferences
and journals. A detailed publication list is provided on page 234.

1.5 Organization

The rest of this thesis is organized into several chapters which are shortly summarized be-
low:

Chapter 2 provides a comprehensive review of the most important application scenarios,
already mentioned in section 1.2, to illustrate the diversity of interests and approaches in
the looking at people domain. The goal is not to discuss all available methods in detail, but
provide a review of the individual goals, challenges and conditions of these applications
scenarios. Furthermore, it will be shown that each them concentrates on specific features
and characteristics of humans.

The looking at people domain combines techniques from several fields including image
processing, computer vision, machine learning and information fusion. Chapter 3 summa-
rizes the fundamental techniques that are used within this work and provides links to the
chapters where they are considered. The intention is to provide a condensed overview of
the required tools along with the most important references.

Following the major objective, chapter 4 describes the proposed hierarchical framework
for human analysis and discusses analogies to the classical scale space theory and focus of
attention. Furthermore, it provides an overview of the overall system and links to the chap-
ters that describe the individual modules. Finally, it describes the hierarchical human model
which is inspired by the human visual perception and reviews anthropometrical models that
form the basis for the visual analysis.

Chapter 5 describes the developed body recognition module which considers a holistic
and a component based representation of the human body. Several color and texture fea-
tures with different characteristics are considered for describing the appearance of the indi-
vidual body parts. Furthermore, the fusion of complementary information in form of body
parts and visual features is explored. The experiments provide interesting insights on the
choice of suitable features and representations, the fusion of complementary information
and the tradeoff between the complexity of representation and description.

Chapter 6 explores holistic and component based approaches for face detection and their
limits with respect to the various challenges. It describes a novel component based face de-
tection approach that combines techniques from the statistical and structural pattern recog-
nition domain. It allows to detect faces even under partial occlusions and provides addi-
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tional information such as the presence and location about them. Extensive experiments
show the large performance improvement in comparison to the holistic approach and ex-
plore the limits of both approaches.

Chapter 7 describes the developed appearance based face recognition module that con-
siders a holistic, a component based and a lophoscopic representation of the face. Given the
additional occlusion information provided by the face detection module, an adaptive fusion
method is proposed that considers only non-occluded parts of the face for the recognition.
The experiments provide an in-depth analysis of the different representations under a large
variety of occlusions and show that the adaptive fusion of several components improves the
performance considerably.

Based on the developed framework with its individual modules, several applications
have been developed. Depending on the application certain parts of the overall framework
are integrated.

In chapter 8 a novel system for content based search of persons within multimedia doc-
uments is described. It combines the analysis of biometric traits (face, voice) with retrieval
techniques such as query by example and relevance feedback. This leads to a very effi-
cient search tool that significantly reduces the user effort in contrast to the manual search.
Within the experiments various aspects of the system such as multimodal fusion and rele-
vance feedback are explored to find the optimal tradeoff between retrieval performance and
required user interaction.

Chapter 9 describes an original system for visual person search within images based on
the query by visual thesaurus paradigm. The original approach is extended towards a hu-
man visual thesaurus that summarizes present humans at different levels and provides an
intuitive and efficient query interface. For the creation of the visual thesaurus different color
spaces and clustering methods have been considered. The conducted experiments assess the
quality of the visual thesaurus and provide a summary of the subjective impressions on the
use of this query paradigm.

Chapter 10 describes a system for personalized human computer interaction that com-
bines face and gesture recognition in a tightly integrated manner. It explores ways to im-
prove the performance of the overall system by exchanging information between the usually
independently working modules. The experiments demonstrate the improved performance
for an intelligent cash machine scenario.

Chapter 11 concludes this thesis by summarizing the achievements and drawing general
conclusions regarding the visual analysis of humans in images and videos. Based on these
findings, an outlook towards a universal human analysis framework is given and open chal-
lenges are discussed.

Appendix A gives an overview about available and created datasets for looking at people
research. It considers typical characteristics such as media type, number of files, included
variations and discusses the use for certain tasks or applications. In addition, it provides
a detailed description of the datasets that have been used and referenced throughout the
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thesis.
Appendix B summarizes the considered evaluation methodologies for the different tasks

and applications, to complement the specifics described within the individual chapters. It
includes methodologies for the evaluation of detection, segmentation, recognition and re-
trieval and clustering problems.
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Chapter 2

Looking at people and related fields

2.1 Introduction

As already mentioned in section 1.2 the looking at people domain consists of a large num-
ber of research fields with diverse interests and characteristics. The goal of this chapter
is to provide a comprehensive review of the most important fields including surveillance,
biometrics, and search and retrieval and discuss their overlap with the looking at people
domain.

2.2 Surveillance

The idea of smart surveillance systems is to assist human observers in monitoring environ-
ments [Regazzoni et al., 2001]. Since the human perception and reasoning capabilities are
quite limited, the goal is to extend these capabilitities by audiovisual analysis.

More specifically smart surveillance systems provide the following advantages over tra-
ditional surveillance systems [Hampapur et al., 2003]:

• Ability to prevent incidents through real time alerting for suspicious behavior

• Enhanced forensic capabilities through content based search and retrieval

• Situation awareness through joint analysis of location, identity and activity of objects
within an environment

This functionality can be used in a large variety of scenarios [Regazzoni et al., 2001; Hu
et al., 2004], including:

• Safety in transportation such as railway stations, underground stations, airports, mo-
torways and maritime environments

• Quality control in industrial applications such as nuclear power plants and industrial
processing cycles

11
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• Improved security in public spaces such as banks, supermarkets and facilities

• Crowd flux statistics and congestion analysis for shopping malls, parking lots and
highways

• Military surveillance for strategic infrastructure and battlefields

2.2.1 History and trends

From a technological perspective video surveillance systems can be classified into three suc-
cessive generations that follow roughly the evolution of communication, processing and
storage technology [Regazzoni et al., 2001]:

First generation surveillance systems (1GSS) (1960–1980) basically serve as an extension
of the human perception in the spatial sense. Analog cameras capture visual informa-
tion from multiple remote locations and transfer it to a single control room where a
human operator analyzes them on several screens. 1GSS are solely based on analog
video capturing, transmission and processing technology. The advantage of these sys-
tems is given by the telepresence of a human operator with respect to multiple remote
places. The major disadvantages of these systems are caused by the analog technology
in terms of large bandwidth, low video quality and large storage requirements.

Second generation surveillance systems (2GSS) (1980–2000) benefited from the early ad-
vances in digital video communications (acquisition, transmission and coding) that
led to decreasing bandwidth and storage requirements and improved video quality.
Furthermore, automatic video analysis techniques were used to provide assistance to
the human operator. This includes real time detection and tracking of objects as well
as activity recognition and event detection for prefiltering of the incoming video data.
In this way, 2GSS support the simultaneous monitoring of a larger number of remote
places and longer storage of interesting video data for forensic analysis.

Third generation surveillance systems (3GSS) (from 2000) are targeted towards “full dig-
ital” solutions starting from the acquisition up to the presentation of visual informa-
tion. Therefore, they take advantage of the progress in computing, networking and
human computer interaction technology. This will lead to large surveillance systems
consisting of smart sensors (cameras, microphones, range) that communicate over het-
erogeneous networks (WLAN, GPRS) and can be accessed with various types of termi-
nals (PC, PDA). At the same time more sophisticated analysis techniques will provide
better assistance to the human operators.

Currently the trend goes towards the development of multimedia surveillance systems,
that further extend the capabilities of smart surveillance systems [Cucchiara, 2005]. One idea
is to utilize different camera types (fixed, pan tilt zoom, omnidirectional, stereo, multispec-
tral) to obtain different views of a scene. Furthermore, additional modalities (audio, range,
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Figure 2.1: Overview of a typical surveillance system with its individual modules [Hu et al., 2004].
Most of the modules apart from the behavior understanding and the personal identification consider
humans usually as generic objects.

radar) are used to improve the visual modality. Finally, the trend goes towards extensible
distributed sensor networks that can monitor large areas without any complex calibration. Be-
sides the analysis aspects, data management and storage of the extracted information are of
increasing importance. This involves the use of content description and querying standards
such as MPEG-7 [Manjunath et al., 2002].

2.2.2 Modules

Although the objectives of a surveillance system may differ depending on the application
scenario, there are several modules that are present in any system (see figure 2.1) [Hu et al.,
2004]:

Object detection: The goal of the object detection stage is to detect and localize objects of
interest within an environment [Hu et al., 2004]. Within surveillance systems the ba-
sic idea is usually to segment foreground objects from the background. This step is
further subdivided into environment modeling, motion segmentation and object clas-
sification. Within the environment modeling step a model of the background is built
and updated. For fixed cameras the idea is simply to construct a pixel wise back-
ground model and update it for dynamic environments. For pure translation cameras,
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Figure 2.2: Different object representations used for object (human) tracking [Yilmaz et al., 2006]:
(a) centroids, (b) features, (c) boxes, (d) ellipses, (e) parts, (f) stick figures, (g) contours, (h) silhou-
ettes, and (i) regions. The large variety of models shows already the diversity of human analysis
approaches.

a panorama image can be built by patching individual background images together.
For mobile cameras motion compensation can be used to construct temporary back-
ground images. Based on the extracted environment model, the motion segmentation
step aims at detecting regions that correspond to foreground objects. Approaches are
based on background subtraction [Haritaoglu et al., 2000; McKenna et al., 2000; Stauf-
fer and Grimson, 1999], temporal differencing and optical flow [Meyer et al., 1998;
Barron et al., 1994]. Since the extracted foreground regions may correspond to differ-
ent objects, an object classification step is required to recognize different object types
(persons, cars). Traditionally approaches are based either on shape [Lipton et al., 1998;
Collins et al., 2000] or motion characteristics [Cutler and Davis, 2000; Lipton, 1999].

Object tracking: Object tracking establishes the temporal correspondence of detected ob-
jects between consecutive frames [Hu et al., 2004]. Tracking approaches can be divided
into 4 categories, depending on the object representation which is used for the tracking
(see figure 2.2 for some examples). Region based approaches are matching the detected
regions between consecutive frames based on shape, motion, color and texture fea-
tures [McKenna et al., 2000]. Often multiple abstraction levels (region, object) are used
to handle merges, splits and occlusions of regions. Contour based approaches track
objects by representing their outlines using a parametric description and updating it
dynamically between consecutive frames [Paragios and Deriche, 2000; Peterfreund,
2000; Isard and Blake, 1996]. Feature based approaches perform tracking of objects by
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detecting features (edges, corners) within an object and matching these features be-
tween consecutive images. Depending on how these features are combined global,
local and dependence-graph based approaches can be further distinguished. Finally,
model based approaches utilize a priori knowledge about the object type, to match pro-
jected object models to the individual images. Depending on the object type non rigid
object tracking (e.g. humans) and rigid object tracking (e.g. cars) can be distinguished.
The general idea for both categories is following an analysis by synthesis approach,
that maps a predicted model onto the image plane and compares it to the current im-
age.

Behavior understanding: After successful tracking objects between consecutive frames, the
understanding of object behavior is of major interest [Hu et al., 2004]. Although the
term behavior recognition is not very well defined, it usually refers to the interpretation
of human motion patterns. On the other hand, activity recognition considers general
object motion within an environment usually based on the objects trajectory. Behavior
recognition involves the analysis and recognition of motion patterns and the extrac-
tion of high level descriptions of actions and interactions. Existing methods for behav-
ior understanding are based on dynamic time warping (DTW), finite state machines
(FSM), hidden Markov model (HMM), time delay neural networks (TDNN), and self
organizing maps (SOM).

Person recognition: Beside behavior understanding, person recognition is of increasing im-
portance for surveillance applications [Hu et al., 2004]. Since video surveillance can be
seen as an uncooperative scenario, face and gait are considered as suitable biometric
traits (see section 2.3). Face recognition is based on the facial appearance of a person
and requires a frontal, close up view. Since this is in contrast to the wide angle view
of static surveillance cameras, moving cameras are used for face recognition. On the
other hand, gait recognition is based on the unique walking characteristics of a person
and works for wide angle views. To improve the robustness and reliability of person
recognition, the different biometric traits can be fused.

Multiple camera fusion: While the modules described above are used within a single cam-
era surveillance system, multiple camera fusion provides larger field of view and dif-
ferent views of an environment. While multiple camera views provide more informa-
tion that can be used to handle occlusions or other ambiguities within a single camera
view, they also raise some additional questions. The camera installation has a large in-
fluence on the real time performance and the costs of a surveillance system. While a
lack of cameras may cause blind spots or reduce the reliability, redundant cameras in-
crease both the processing time and the installation cost. Camera calibration is required
to relate the different camera views to each other and to the real world. The transfor-
mation between different camera views can be either done offline by using a set of pre-
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defined points or online using spatio-temporal information. Object matching involves
establishing the correspondence between objects within different views. While ap-
pearance based approaches can be used for overlapping and non-overlapping views,
geometry based approaches are only suitable for overlapping views. Camera switching
is used to switch between available cameras, when an object moves out of the field of
view of a camera or a camera can not provide a good view of the object. Data fusion
between the different camera views is important for continuous object tracking and
occlusion handling.

2.2.3 Discussion

One of the keys to develop smart surveillance systems is the visual analysis of objects within
an environment. Although other sensors (audio, range, infrared) are also used the visual in-
formation is by far the most important. Beside others, humans are the most interesting ob-
jects within this application scenario. The goal is usually to detect and track them through-
out the environment and interpret their activities and behavior. This usually requires a
visual analysis at object level with respect to the environment and other objects.

2.3 Biometrics

Establishing the identity of a person is commonly referred to as person recognition. In gen-
eral there are three different ways to achieve this, based on [Jain et al., 2004]:

Possession: Something you carry (e.g. key, ID card)

Knowledge: Something you know (e.g. password, PIN)

Traits: Something you are (e.g. face, voice)

The major problem with possession based systems is that keys and ID cards can be easily
misplaced, shared or stolen. Knowledge based systems such as passwords can be easily
hacked or guessed. On the other hand physical and behavioral traits, called biometrics, offer
a natural and reliable solution, since they provide a strong and permanent link between a
person and his identity.

In order to support different applications biometric systems typically provide several
functionalities [Nandakumar, 2005]. During the enrollment a model for the user is built and
stored in the database. The recognition itself supports several scenarios. In the verification
scenario the user claims an identity and the system either accepts or rejects the claim. Within
the identification scenario the system identifies the person assuming that it has been enrolled
before (closed set scenario). On the other hand, in the watchlist (screening) scenario the
system determines whether a person belongs to the group of enrolled identities (open set
scenario).
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Figure 2.3: Illustration of the different biometric traits [Jain et al., 2006]: (a) face, (b) fingerprint, (c)
hand geometry, (d) iris, (e) keystroke, and (g) voice. Except for face and voice all other biometric
traits require user cooperation.

A biometric system typically involves four major components including sensor, feature
extractor, matcher and decision [Nandakumar, 2005]. The sensor acquires the biometric data
from an individual. The feature extractor creates a compact and robust representation of the
biometric trait. During the recognition a matcher compares the actual feature to a previously
extracted template and determines the degree of similarity (dissimilarity) between them.
Finally, the decision module decides upon the identity of the person based on the score pro-
vided by the matcher.

2.3.1 Biometric traits

Several physical and behavioral traits can be used for biometric recognition, as it is shown
in figure 2.3. Physical or anatomical traits include face, fingerprint, iris, palmprint, hand
geometry and ear shape while behavorial traits are gait, signature and keystroke. Voice can
be considered as a physical or behavorial trait depending on the characteristics of the voice
that are analyzed.

Each biometric trait has its strengths and weaknesses which are summarized in table 2.1
and the choice depends largely on the application [Jain et al., 2006]. No single biometric trait
is expected to meet all of the following requirements:

Universality: Is it available across all people?

Distinctiveness: How well people can be distinguished?

Permanence: How permanent is the trait?

Collectable: Can it be easily acquired and quantified?



18 2 Looking at people and related fields

Table 2.1: Comparison of different biometric traits based on different characteristics [Jain et al., 2006].
The ratings are based on a 3-level scale including high (H), middle (M), and low (L).

Performance: What is the accuracy and the speed?

Acceptability: Is it well accepted by the people?

Circumvention: Is it foolproof?

More recently soft biometrics have been proposed by Jain et al. [2005b] as additional traits
that can be combined with other biometrics to improve their robustness. These soft biomet-
ric traits are defined as characteristics that provide some information about an individual,
but lack the distinctiveness and permanence to differentiate between any two individuals
alone. Soft biometrics can be either continuous, e.g. height, weight, or discrete, e.g. gender,
eye color and ethnicity.

2.3.2 Multi biometrics

Biometric systems in operational scenarios have to cope with a lot of challenges [Jain et al.,
2006] including:

• Noise in sensed data

• Intraclass variations

• Distinctiveness

• Non-universality

• Spoof attacks
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Figure 2.4: Illustration of the different multi biometric sources [Nandakumar, 2008]. Only systems
that consider multiple biometric traits are called multimodal biometric systems.

Some of these challenges can be overcome by combining multiple biometrics into a
multi-biometric system, since the different biometric sources usually compensate for the in-
herent limitations of the other sources [Hong et al., 1999]. More specifically multi biometrics
systems offer the following advantages:

• Combining the evidence of multiple sources can improve the overall accuracy

• Different traits reduce the non-universality problem by providing alternatives

• Multiple traits provide flexibility within different application scenarios

• The availability of the different sources allows to reduce the noise effects

• Large databases can be searched in a more efficient way

Different sources of biometric information can be distinguished for multi biometric sys-
tems (see figure 2.4) including: multiple biometric traits (e.g. face and voice) and a single
biometric trait captured by multiple sensors (e.g. optical and range sensor for face), described
by multiple representations (e.g. texture and minutae of fingerprint), with multiple instances
(left and right iris), and with multiple samples (e.g. two face samples over time). Systems
combining multiple biometric traits are usually called multimodal biometric systems.
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Figure 2.5: Biometric fusion at different levels [Nandakumar, 2008]. The different levels are de-
fined according to position of the fusion module (FM) in relation to the overall processing chain of
a biometric system which consists of feature extraction (FE), matching module (MM) and a decision
module (DM).

The combination of multiple biometric sources can be either serial or parallel. Both ar-
chitectures have their own advantages and disadvantages. Within the serial architecture the
output of a biometric trait is usually used to narrow down the number of possible identities
before the next biometric trait is used. In general, the advantages are a faster processing
speed and a higher user convenience since only a subset of the traits might be used. On
the other hand, the parallel architecture typically achieves a higher performance since they
combine the evidence of multiple sources directly.

The fusion within a multi-biometric system can take place at different levels (sensor, fea-
ture, score, decision) depending on the type of information that is fused. Each of the levels
(shown in figure 2.5) corresponds to the output of one module that constitutes a typical
biometric system.

2.3.3 Discussion

Biometric traits usually correspond to the analysis of different modalities (audio, image,
video, 3D). The most important visual traits are face and gait since they can be acquired by a
standard video camera which is the most universal and accepted type of sensor. These traits
are based on the visual analysis of humans at face and body level.
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Figure 2.6: Different application scenarios for multimedia retrieval [Manjunath et al., 2002]. The
major difference between the scenarios is the location where the meta-data, that describes the content,
is generated and searched.

2.4 Multimedia search and retrieval

Multimedia data and related technologies are becoming a very important part of our every-
day life [Pereira et al., 2008]. This is mainly caused by the rapid development of hardware
and software, that increases the ease of consumers to acquire, process, store, transmit and
share multimedia data. Due to the increasing volume of this multimedia data content re-
trieval and delivery become central issues. While retrieval refers to the identification of
interesting content, delivery describes the transport and consumption of this content.

While the ultimate goal is the consumption of interesting multimedia data, experience
has shown that content description plays a central role for multimedia retrieval [Pereira
et al., 2008]. The description (meta-data) typically provides the key information about the
content, that makes it searchable as text.

The extracted metadata can be used for different applications, which can be roughly
grouped into 3 scenarios (see figure 2.6) [Manjunath et al., 2002]:

Pull: The content is stored on a server which provides also search, browse and filter func-
tionality. In this way, only the target content is transfered to the client. Examples are
large multimedia repositories, such as Flickr1 and YouTube2.

Push: In this scenario the content along with the corresponding meta-data is transfered
from the server to client, where the content can be searched, filtered and browsed.

1http://www.flickr.com
2http://www.youtube.com

http://www.flickr.com
http://www.youtube.com
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Typical examples include distributed surveillance systems integrating several smart
cameras and the electronic program guide (EPG) for TV broadcast.

Share: A relatively new scenario is created by the increase of peer to peer networks and file
sharing platforms. Within this scenario each client may provide content and/or meta-
data as well as search, filter and browse the available content based on the meta-data.

The goal of the following sections is to provide an overview of current developments in
the field of multimedia information retrieval including techniques for content description
and content retrieval.

2.4.1 Content description

As it has been already stated above, the description of content based on metadata provides
the key to search, filter and retrieve interesting items from a large set of multimedia data.
Meta-data can describe different aspects of multimedia items including content, rights and
context. Depending on the semantic level content meta-data can be either:

Low level: This group considers numerical audiovisual low level features, that can be au-
tomatically extracted from the multimedia data. Visual features include color, texture,
shape and motion. Typical audio features include temporal and spectral characteris-
tics.

High level: This group contains textual high level features, that are either manually anno-
tated by humans or semi-automatically extracted by a machine.

Structural: Structural meta-data describes the organization or arrangement of the multime-
dia data in terms of spatial or temporal segmentation, audio and video streams, objects
and collections.

A standard that facilitates the description of all these aspects is MPEG-7 [Manjunath
et al., 2002] also known as multimedia content description interface. It includes standard-
ized tools (language, descriptors and description schemes) for a detailed description of au-
diovisual content at different granularities (collection, video, image, region) and in different
areas (content description, management, organization, navigation, and user interaction).

Formally, the MPEG-7 standard (referred to as ISO 15938) is organized into several parts
[Chang et al., 2001]:

Systems: MPEG-7 systems specifies system level functionalities such as the preparation of
the descriptions for storage, transportation, synchronization of the content and the
descriptions, and development of conformant decoders.

Description Definition Language (DDL): The MPEG-7 DDL is a standardized language
for defining new description schemes (DSs) and descriptors (Ds) as well as extend-
ing or modifying existing DDs and Ds.
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Visual: MPEG-7 visual specifies a set of standardized visual Ds and DSs. Visual Ds describe
typical visual features such as color, texture, shape and motion. Furthermore, several
DSs support the description of locations and

Audio: MPEG-7 audio specifies a set of standardized audio Ds and DSs. Audio Ds consider
different classes if audio signals such as music, speech, sounds. They describe audio
features such as silence, timbre and melody.

Multimedia description schemes (DSs): The MPEG-7 multimedia description schemes pro-
vide a framework that allows a high level description of all kinds of multimedia data.
It consists of different levels that describe different aspects.

Reference software: MPEG-7 reference software aims at providing a reference implemen-
tation of the relevant parts of the MPEG-7 standard. The focus of the software is on
creating standard compliant descriptions with the normative syntax, instead of ex-
tracting features and creating content descriptions.

Conformance: MPEG-7 conformance aims at providing guidelines and procedures for test-
ing the performance of MPEG-7 implementations.

2.4.2 Content retrieval

Initially multimedia retrieval systems were solely text based [Liu et al., 2007]. In such ap-
proaches, the content is manually annotated by textual descriptions (keywords, captions,
free text), which are used by text search engines to retrieve the multimedia content. In gen-
eral there are two disadvantages with this approach. First of all, a considerable level of
human labor is required to manually annotate large sets of multimedia content. Secondly,
it is usually quite difficult to provide rich and reliable textual descriptions of general mul-
timedia data due to the subjectivity of the annotation process. This problem is commonly
referred to as linguistic gap.

To overcome the problems inherent to the text based retrieval, content based retrieval sys-
tems were introduced in the early 1980s. The major idea is to index multimedia content
based on an audiovisual description that can be automatically extracted from the content.

Although continued efforts have been put into solving the fundamental issues in robust
multimedia understanding, several challenges remain. They can be summarized by three
major gaps. The sensory gap describes the difference between an object in the real world and
its computational description derived during the recording. For visual data this commonly
refers to the mapping of the 3D data into the 2D image which causes a loss of structural
information. On the other hand, the numerical gap describes the retrieval problems caused by
incomplete or confusing descriptions of the multimedia content. This gap can be reduced by
selecting rich and faithful features. Finally the semantic gap describes the difference between
the low level feature that can be automatically extracted and the high level semantics that



24 2 Looking at people and related fields

humana usually consider for searching content. In general there is no direct link between
these high level concepts and the low level features.

Current techniques for bridging the semantic gap and deriving high level semantics can
be categorized into 5 major categories [Liu et al., 2007]:

Object ontologies: These techniques are based on simple vocabularies (object ontologies)
that can be derived from our daily language. Widely used vocabularies are color
names that quantize a color space into a predefined set of colors. These mid level
descriptors (vocabularies) are mapped to high level semantics (keywords) based on a
priori knowledge. An example is the term “sky” which can be defined as a region of
“light blue” color, “uniform” texture and “upper” location.

Machine learning: In order to derive high level semantic features machine learning tech-
niques are widely used to predict categories using supervised learning or organize
and cluster data using unsupervised learning. Typically these approaches are trained
offline to detect certain objects (e.g. cars, persons, faces) or concepts (e.g. explosion,
mountains, beach) based on the extracted low level features.

Relevance feedback: Approaches utilizing relevance feedback (RF) are based on similar
techniques as the category described above. The major difference lies in the online
processing which tries to learn the users search intention on the fly. By incrementally
learning through the interaction with the user, RF improves the performance of con-
tent based retrieval.

Semantic templates: Although semantic templates (ST) have not been widely used yet it
is a promising approach for retrieval. A semantic template is basically a manually
defined mapping between a high level concept and low level features generated from
a collection of sample images. To create a ST the user first specifies objects, their spatial
and temporal constraints and weights for the different low level features. Since the
generation largely depends on the in depth understanding of the high level concept
and the low level features these approaches require expert users.

Complementary sources: Beside the information that can be extracted from the content, ap-
proaches belonging to this category consider also complementary information (text)
for the retrieval process. This information can be extracted from different sources in-
cluding closed captions, meta-data (EXIF, IPTC) and tags.

Many approaches combine several of these techniques to support semantic content retrieval.
For example, RF is often combined with object ontologies and machine learning [Mezaris
et al., 2003].

According to Datta et al. [2008] the design of a search engine requires understanding and
characterizing of user system interaction from a user and a system perspective (see figure
2.7). Combining them leads to several criteria that need to be considered when a developing
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(a) User perspective (b) System perspective

Figure 2.7: Characterization of the user system interaction for a multimedia search engine from a
user and a system perspective [Datta et al., 2008]. Since some of the dimensions are related the 4
most important dimensions are related to the data, the user, the query and the presentation.

multimedia retrieval engine [Datta et al., 2008]:

User intent: This describes the clarity of the user about what he wants. This ranges from a
user with no clear goal (browser) over a user with a moderate clarity (surfer) to a user
who is very clear about what he is looking for (searcher).

Data scope: Understanding the scope of the multimedia data plays a key role in the com-
plexity of the search system. Ordered by complexity the following categories can be
distinguished: personal collection, domain specific collection, enterprise collection,
archives, and the world wide web (WWW).

Query modality: Since any retrieval engine relies in some form on the interaction with the
user, the complexity of queries supported by the system is an important aspect. Query
modalities reach from text based (keywords, free text) over content based (images,
graphics) to interactive (relevance feedback) and combinations of them.

Presentation type: The presentation of search results is perhaps one of the most impor-
tant factors in the acceptance and popularity of a retrieval system. Depending on the
modality of the data (audio, image, video, text) different presentations are required.
Nevertheless, the criteria used for the representation of the documents are similar.
They include relevance ordered, time ordered, clustered, hierarchical and combina-
tions of them.

2.4.3 Discussion

Multimedia content description and retrieval is a very generic application scenario that can
be also part of other scenarios (e.g. forensic search for surveillance). The basic idea is to
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analyze the multimedia content and extract a comprehensive description in form of meta-
data that can be used to search and retrieve interesting items. Since humans are one of the
most interesting objects, the audiovisual analysis of humans is an important step to extract
suitable meta-data.

2.5 Conclusion

The looking at people research domain touches several research fields (e.g. surveillance, bio-
metrics, search and retrieval) with different goals and interests. Nevertheless, each of them
is at least partly based on the visual analysis of humans. Thereby, they focus on different
aspects of humans such as body motion for interpreting activity and behavior (surveillance),
face appearance and body motion for recognizing the identity (biometrics), or a combination
of different interests (search and retrieval). Furthermore, traditionally independent fields
move closer together such as surveillance and biometrics to achieve situation awareness
that requires both the location and the identity of a person [Hampapur et al., 2005]. This
shows the need for a generic visual analysis and description framework which is related to
the recent standardization activities within MPEG-7 [Manjunath et al., 2002].



Chapter 3

Fundamental techniques

3.1 Introduction

The looking at people domain lies at the crossroads of several other research areas as it has
been shown in chapter 2. Furthermore, it is based on techniques from several fields which
are shown in figure 3.1. The goal of this chapter is to provide a comprehensive overview
of the relevant research fields and describe the techniques considered within this work in
more detail. Besides that, the most important references are provided and the techniques
are linked to the parts of this thesis where they are used.

3.2 Image processing

Image processing deals with low level algorithms applied to images or videos. This section
reviews common image processing and analysis technologies which are used throughout
this work, including point operations, geometric transformations and image analysis meth-
ods.

Image processing Machine learning

Graph theory

Looking at people

Information fusion

Figure 3.1: Technologies used within the looking at people domain.

27
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3.2.1 Point operations

Point operations are a simple method for image enhancement [Fisher, 2004]. A pixel value
p′ of the output image depends only on the corresponding pixel of the input image p and a
mapping function f . The overall process can then be described as

p′ = f (p) (3.1)

Below several point operations used within the thesis will be shortly described.

Contrast stretching

Contrast stretching (normalization) attempts to improve the contrast of thw pixels p within
an image by stretching the range of its intensity values [c, d] to the maximum range [a, b].
This is achieved by applying the following linear mapping function

p′ = (p− c)
b− a
d− c

+ a (3.2)

Since outliers may lead to an unrepresentative scaling the intensity histogram is used to
determine the input range [c, d]. One way is to consider a set of percentiles (e.g. 5% and
95%) as the boundaries. Another way is to determine the mode of the histogram and define
a cutoff fraction which is the minimum fraction of this peak magnitude below which the data
is ignored. Figure 3.2 provides an example of contrast stretching which shows a significant
constrast improvement of the output image (b) over the input image (a).

Within this work contrast stretching is used for illumination compensation in the face
detection (see chapter 6) and face recognition (see chapter 7) modules.

Histogram equalization

Histogram equalization employs a monotonic, non-linear mapping function to the pixels p
of the input image to obtain an output image p′ with a uniform intensity distribution. In
the digital domain, the output image may not be fully equalized and may contain unused
intensity levels. These effects decrease when the number of pixels and intensity levels in the
input image increase. Figure 3.2 provides an example of histogram equalization that shows
a dramatic but artificial contrast improvement of the output image (c) in comparison to the
input image (a).
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(a) (b) (c)

Figure 3.2: Image enhancement with different point operations: (a) input image, (b) output image
after contrast stretching, (c) output image after histogram equalization.

(a) Euclidean (b) Similarity (c) Affine (d) Projective

Figure 3.3: Hierarchy of geometric 2D transformations from the Euclidean transformation with 3
degrees of freedom (DOF) to the projective transformation with 8 degrees of freedom.

3.2.2 Geometric transformations

A geometric 2D transformation maps a pixel from the location (x1, y1) in the input image to
another location (x2, y2) in the output image [Fisher, 2004] according to(

x2

y2

)
= A×

(
x1

y1

)
+~b (3.3)

The whole transformation may be composed of different geometric operations that can
be defined through the matrix A and the vector~b:

A =

(
1 0
0 1

)
~b =

(
b1

b2

)
(translation) (3.4)

A =

(
cos φ − sin φ

sin φ cos φ

)
~b =

(
0
0

)
(rotation) (3.5)

A =

(
a11 0
0 a22

)
~b =

(
0
0

)
(scaling) (3.6)

These operations can be combined which leads to a hierarchy of 2D transformations
as shown in figure 3.3. The euclidean transformation supports only translation and rotation
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which leads to 3 degrees of freedom (DOF) and requires at least 2 point correspondences to
be estimated. The similarity transformation adds isotropic scaling which leads to 4 DOF (2
points). The affine transformation adds shear which leads to 6 DOF (3 points). The projective
transformation is the most complex transformation with 8 DOF (4 points).

Within this work geometric transformations are used to normalize faces regarding scale,
translation and in plane rotation for both face detection (chapter 6) and face recognition
(chapter 7).

3.2.3 Image analysis

The goal of image analysis is to extract mid level information from the low level image data.
The extracted data may again be represented in the form of images or maps. Again the goal
of this section is not review the whole area of image analysis but provide a short overview
of the techniques used within this thesis.

Connected component labeling

Connected component labeling scans an image and groups similar pixels based on their
connectivity. The components are usually described by assigning unique labels to all the
pixels within a group.

The connected pixel regions are identified by scanning the image from the top left to the
bottom right and labeling connected pixels that share the same set of intensity values. It
works both on binary and gray level images and different measures of connectivity can be
used. Within this work only binary images and 8 connectivity are considered. An operator
is moved across the image in a row major scan until it comes to a pixel p where p = 1. It
examines the four neighbors of p that have been previously scanned and labels p as follows:

• If all neighbors are 0 assign a new label to p

• If only one neighbors is 1 assign its label to p

• If more than one neighbor is 1 assign one of the labels to p and store equivalences

After completing the scan, equivalences are grouped and a unique label is assigned to them.
Based on that, each pixel is replaced with its group label. For better visualization colors may
be used to represent the groups. The whole process is shown for an example in figure 3.4.

Within this work connected component labeling is used to group pixels into blobs for
the body recognition (chapter 5).

3.3 Machine learning

Machine learning deals with the assignment of a physical object or event to one of several
categories [Duda et al., 2002]. The basic concepts of machine learning are features and pat-
terns [Gutierrez, 2002]. A feature can be any distinctive aspect, quality or characteristic and
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(a) (b) (c)

Figure 3.4: Connected component labeling applied to a binary example: (a) binary input image, (b)
labeled output image, (c) colored output image.

may be either symbolic (e.g. color) or numeric (e.g. height). The combination of D indi-
vidual features xi into a vector ~x is usually called a feature vector. The D-dimensional space
defined by the feature vector is called the feature space. A pattern is a composite of traits or
features of a concept or individual. It can be seen as a pair of variable (~x, c) with ~x a feature
vector and c the concept (class) behind an observation.

The large amount of developed machine learning approaches can be grouped into three
major categories

Statistical: Patterns are classified based on the underlying statistical model of the features.
The model is defined as a family of class conditional probabilities.

Structural: Patterns are classified based on measures of structural similarity. The structure
is usually represented as formal grammars or relational descriptions (graphs).

Neural: The classification is based on the response of a network of processing units (neu-
rons) to an input stimuli (pattern). The response of the network is determined by the
connectivitiy and strength of synaptic weights between the neurons.

A typical pattern recognition system consists of several modules which are shown in fig-
ure 3.5. This work considers techniques for matching, feature reduction, density estimation,
clustering and classification, which will be reviewed in the following sections.

3.3.1 Matching

Matching refers to the comparison of two feature vectors x and y which can be expressed
either by a measure of similarity or dissimilarity. Within this work matching is an integral
part to compare different feature vectors to each other and is used in each of the chapters.
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Figure 3.5: Overview of a typical pattern recognition system [Gutierrez, 2002]. Within this work
techniques for preprocessing, dimensionality reduction, and prediction are used.

Dissimilarities

The dissimilarity d(~x,~y) measures the discrepancy between two features ~x,~y. It might also
be viewed as a measure of disorder and usually has a range between [0, ∞[ or [0, 1]. There
are many types of dissimilarity functions which may satisfy some or all of the following
conditions [von Luxburg, 2004]:

d(~x,~x) = 0 (3.7)

d(~x,~y) ≥ 0 (non negativity) (3.8)

d(~x,~y) = d(~y,~x) (symmetry) (3.9)

d(~x,~y) = 0 =⇒ ~x = ~y (definiteness) (3.10)

d(~x,~y) + d(~y,~z) ≤ d(~x,~z) (triangle inequality) (3.11)

If a function satisfies the first two conditions it is called a distance. On the other hand, if a
function satisfies all the conditions it is called a metric.

Similarities

The similarity s(~x,~y) between features~x,~y is usually quite difficult to measure. It reflects the
strength or relationship between two objects and usually has a range of [−1, 1] or [0, 1]. In a
similar way to dissimilarities, several properties of similarities can be defined [von Luxburg,
2004]:

s(~x,~x) > 0 (3.12)

s(~x,~y) = s(~y,~x) (symmetry) (3.13)

s(~x,~y) ≥ 0 (non negativity) (3.14)

s(~x,~y) ≤ s(~x,~x) (3.15)
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Conversion

Usually it is recommended to use an algorithm that can deal directly with the present rep-
resentation (similarity or dissimilarity). Nevertheless, sometimes it is necessary to convert
between different representations. This can be achieved by several heuristics. The general
idea is to convert a similarity into a dissimilarity or vice versa by applying a monotonically
decreasing function. This is according to the intuition that a distance is small if a similarity
is large. The following equations show several ways to convert distances to similarities :

s(~x,~y) = 1− d(~x,~y) (linear) (3.16)

s(~x,~y) = exp(−d(~x,~y)) (exponential) (3.17)

s(~x,~y) = 1/(1 + d(~x,~y)) (quotient) (3.18)

Distances

Between two D-dimensional vectors or points ~x = (x1, . . . , xD) and ~y = (y1, . . . , yD) differ-
ent distances can be defined. The most common distance measure is the Minkowski metric
which leads to several well known distance measures (p-norm distances) depending on the
order p. In its general form it is given as:

dp(~x,~y) =

(
∑

i
|xi − yi|p

)1/p

(3.19)

The 1-norm distance, also called the Manhattan distance can be illustrated by the distance
a car needs to drive within a city laid out in square blocks. It is given as:

d1(~x,~y) = ∑
i
|xi − yi| (3.20)

The 2-norm distance, also called Euclidean distance is the most intuitive distance, that can
be illustrated as the distance between two points measured with a ruler. It is given as:

d2(~x,~y) =
√

∑
i
(xi − yi)2 (3.21)

The ∞-norm distance, also called Chebyshev distance can be illustrated as the largest dis-
tance into one direction. It is given as:

d∞(~x,~y) = max
i
|xi − yi| (3.22)

3.3.2 Feature reduction

Feature reduction is the process of reducing the number of dimensions of random vari-
ables under consideration. Beside the obvious reasons such as reduced storage space and
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Figure 3.6: Illustration of the “curse of dimensionality” for a fixed number of samples and different
number of dimensions [Gutierrez, 2002]: (a) 1 dimension, (b) 2 dimensions, (c) 3 dimensions. As it
can be seen the volume increases exponentially with the addition of extra dimensions.

computational complexity, another reason is to avoid the “curse of dimensionality” which is
illustrated in figure 3.6. This effect initially mentioned by Bellman [1957] describes the prob-
lem caused by the exponential increase in volume associated with adding extra dimensions
to a mathematical space. More precisely, traditional machine learning methods do not work
very reliably if the number samples N is small and the number of dimensions D is large.

The general assumption behind feature reduction techniques is that the required infor-
mation to achieve a certain task is not distributed along all dimensions. Thus only some
features are important and extracting them is the general goal of any feature reduction tech-
nique. The difference of the approaches lies mainly in how the reduced feature vector is
obtained. Existing approaches can be grouped into two major categories [Jain et al., 2000]

Feature selection: Approaches belonging to this category try to find a subset of the origi-
nal features by filtering or wrapping. Proposed methods include exhaustive search,
branch and bound search, sequential forward selection (SFS) and sequential backward
selection (SBS).

Feature projection: Approaches belonging to this category apply a mapping of the original
feature space into another reduced feature space. Proposed methods include principal
component analysis (PCA), linear discriminant analysis (LDA), independent compo-
nent analysis (ICA), kernel PCA, and self organizing maps (SOM).

Feature selection

Given a set of features X = {xi|i = 1 . . . D} the goal of feature selection is to find a subset
Y = {xj|j = 1 . . . M} with M < D that optimizes an objective function.

In order to find the best feature subset a search strategy is needed to reduce the number of
evaluated combinations and direct the search process [Gutierrez, 2002]. The large number
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of search approaches can be grouped into three major categories:

Sequential: These algorithms add or remove features sequentially, but have the tendency to
become trapped in local minima. Representative methods include sequential forward
selection, sequential backward selection and bidirectional search.

Exponential: These algorithms evaluate a number of subsets that grows exponentially with
the dimensionality of the search space. Representative methods are exhaustive search,
and branch and bound.

Randomized: These algorithms incorporate randomness into their search procedure to es-
cape local minima. Representative methods include simulated annealing and genetic
algorithms.

The objective function evaluates candidate subsets and returns a quality measure that is
used by the search strategy to select candidates [Gutierrez, 2002]. Objective functions can be
divided into two groups:

Filters: The objective function evaluates features subsets by their information content such
as interclass distance, statistical dependence and information theoretic measures. The
advantages of filters are a lower complexity and the better generality while the major
disadvantages are the difficulty to select a suitable criteria and the tendency to select
large feature subsets.

Wrappers: The objective function is based on a classifier and compares features subsets
based on an evaluation measure such as accuracy or recognition rate. The advantages
of wrappers are better performance and less over-fitting since they consider not only
the data but also the used classifier. On the other hand, this leads to a much larger
complexity and a lack of generality.

Within this work two feature selection methods are considered for body recognition
(chapters 5), namely best individual feature (BIF) and sequential forward selection (SFS).
Wrappers are used as objective function.

Best individual feature (BIF) The best individual feature selection is by far the least com-
plex method [Gutierrez, 2002], since it evaluates each feature {xi|i = 1 . . . D} individually
and then selects those M features with the highest performance. If M is not predefined it is
found by sorting the features based on their performance and sequentially adding them to
the subset until the overall performance measure does not increase anymore.

Since this strategy ignores the interaction between the different features, it may not find
an optimal subset of features.
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Sequential forward selection (SFS) Sequential forward selection is the simplest greedy
search algorithm [Gutierrez, 2002]. It starts from an empty set and sequentially adds the
feature xi that results in the best objective measure when combined with the features Yk

that have been already selected until iteration k. This process continues until the objective
performance measure does not increase anymore.

SFS performs best when the optimal subset has a small number of features. The major
disadvantage of SFS is that features are not removed after becoming obsolete by the addition
of other features.

Feature projection

Given a set of feature vectors ~xk ∈ RD, k = 1, . . . , N within the original D-dimensional
feature space, both approaches project them into a reduced M-dimensional feature space.
The new feature vectors ~yk ∈ RD, k = 1, . . . , N are then defined by the following linear
transformation

~yk = WT~xk, k = 1, 2, . . . , N (3.23)

where W ∈ RD×M is the transformation matrix with the orthonormal base functions ~wj

along the columns. Finding the transformation matrix is guided by an objective function
that is optimized. Depending on the criteria measured by the objective function, existing
approaches can be grouped into two categories which are illustrated for a 2D example in
figure 3.7:

Representation: The goal of this approach is to represent the data samples as accurately as
possible in the lower-dimensional space. Therefore no class information is considered.
The most prominent method is the principal component analysis (PCA).

Classification: The goal of this approach is to enhance the class-discriminatory information
within the lower-dimensional space. Therefore the corresponding class information is
considered beside the data samples. The most important method is the linear discrim-
inant analysis (LDA).

Since the class information required for the LDA may not be available within certain
application scenarios such as search and retrieval, only the PCA is considered within this
work for the face recognition (chapter 7).

Principal component analysis (PCA) The principal component analysis (PCA) finds a lin-
ear projection that maximizes the overall scatter of the data. Since it does not use any ad-
ditional information beside the raw data, it can be used in conjunction with supervised and
unsupervised learning approaches.

Given a set of D-dimensional feature vectors the total scatter matrix ST which is equiva-
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Figure 3.7: Illustration of the different feature projection approaches for a two dimensional sample
[Gutierrez, 2002]. For supervised learning with a representative data set LDA usually achieves a bet-
ter class separation than PCA. On the other hand, LDA is not applicable for unsupervised problems
or if the data set is not representative enough.

lent to the covariance matrix is computed as

ST =
N

∑
i=1

(~xi −~µ)(~xi −~µ)T (3.24)

where N is the number of sample images and ~µ ∈ RD is the sample mean of the feature
vectors. Since the goal is to maximize the total scatter the projection matrix WPCA is chosen
to maximize the determinant of the total scatter matrix

WPCA = argmax
W

|WTSTW| (3.25)

It can be shown, that the optimal solution is found by computing the eigenvectors of the
total scatter matrix ST. The corresponding eigenvalues provide a measure on how much
variance each dimension contains. Thus the eigenvalues and their corresponding eigenvec-
tors are sorted in a descending way and a subset of M eigenvectors is chosen as the reduced
basis. The dimensionality of the projected feature space M can be predefined or determined
automatically by computing the normalized cumulative sum of the sorted eigenvalues and
thresholding it.

Linear discriminant analysis (LDA) The linear discriminant analysis (LDA) finds a linear
projection that is optimal for discriminating between the classes rather than best describing
the data. More formally it finds a linear combination of the independent features which
yields the largest mean differences between the given classes.

For a given set of D-dimensional feature vectors two measures are defined: The within
class scatter matrix given as

SW =
C

∑
j=1

Nj

∑
i=1

(~xj
i −~µj)(~x

j
i −~µj)

T (3.26)
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where ~xj
i is a sample belonging to class j, ~µj is the mean and Nj the number of samples

belonging to class j. The between class scatter matrix is defined as

SB =
C

∑
j=1

Nj(~µj −~µ)(~µj −~µ)T (3.27)

where ~µ represents the overall mean. The goal is to maximize the between class scatter,
while minimizing the within class scatter which is known as fisher linear discriminants
(FLD). Thus the optimal projection matrix WFLD is chosen to maximize the ratio between
the determinant of SB and the determinant of SW as

WFLD = argmax
W

|WTSBW|
|WTSWW| (3.28)

It can be shown that if SW is a non singular matrix the optimal solution is found by comput-
ing the eigenvectors of S−1

w SB. The corresponding eigenvalues provide a measure on how
much discriminative information each dimension provides. Furthermore it should be noted,
that there are at most C− 1 nonzero generalized eigenvectors and that at least N + C sam-
ples are required to guarantee that Sw does not become singular. To solve this problem PCA
is used to create an intermediate space on which the FLD is applied. That way, the original
D-dimensional space is projected into an K-dimensional space using PCA and finally into a
M-dimensional space using FLD

WLDA = WPCAWFLD (3.29)

with WLDA ∈ RD×M, WPCA ∈ RD×K and WFLD ∈ RK×M which is commonly referred to as
linear discriminant analysis (LDA).

3.3.3 Density estimation

The goal of density estimation is derive a density model P(X) from a finite number of data
points X. These models form the basis for the different classifiers described in section 3.3.5.

In general two groups of approaches for density estimation can be distinguished

Parametric: A given form of the density function is assumed (e.g. Gaussian) and the param-
eters of the function (e.g. mean and variance) are then estimated by fitting the model
to the given data set. Well known examples include the mean model (MM), the single
Gaussian model (SGM), and the Gaussian mixture model (GMM).

Nonparametric: No form of the density function is assumed and the density estimation is
entirely driven by the data. Well known examples include the instance model used
within the k nearest neighbor (kNN) classifier, and the naive and joint Bayes models
(BM).
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Instance model

The instance model is not really a density model and usually only used in combination with
the k nearest neighbor decision rule (see section 3.3.5). The model simply consists of all the
stored samples within a dataset.

The distance d(~x) of an observation ~x from the model is typically computed as the mini-
mum distance of the observation to all the instances ~x′i with i = 1, . . . , N stored in the model

d(x) = min
i

d(~x,~x′i) (3.30)

with d(~x,~x′i) being either a generic distance defined in section 3.3.1 or a data specific dis-
tance.

Using the k nearest neighbor rule the density estimate becomes [Gutierrez, 2002]

p(~x) =
k

NV
(3.31)

with the number of instances k within a growing hypersphere of volume V and the overall
number of instances N.

Bayes model

The Bayes model (usually in the form of a histogram) is the simplest form of non parametric
density estimation. The data space is quantized into a predefined number of bins and the
density at the center of each bin is approximated by the fraction of samples that fall into the
corresponding bin k and the number of overall samples N which can be written as

p(~x) =
k
N

(3.32)

Regarding the different dimensions, two different cases can be distinguished. The joint
Bayes model (usually in the form of one multidimensional histogram) considers the de-
pendence between the individual dimensions and the corresponding probability is defined
as

p(x1, . . . , xN) = p(x1)p(x2, . . . , xN |x1) = p(x1|)p(x2|x1)p(x3, . . . , xN |x1, x2) (3.33)

On the other hand, the naive Bayes model (usually in the form of several one dimensional
histograms) assumes independence between the different dimensions. Based on the Bayes
rule and the independence assumption p(xi|xj) = p(xi) ∀(i, j) : i 6= j the probability is
simplified to

p(x1 . . . , xN) =
N

∏
i=1

p(xi) (3.34)

The advantages of a Bayes model are that it is easy to implement, has a low complex-
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ity and provides a good density estimate if the number of samples is large enough. The
disadvantages are the discontinuities between the bins and the exponential growth of the
required number of bins which leads to the curse of dimensionality.

Within this work Bayes models have been used for modeling the color of individual
body parts in the body recognition module (chapter 5).

Single Gaussian

The assumption behind the single Gaussian model is that the data distribution can be ap-
proximated by a Gaussian distribution. It can be shown that the maximum likelihood (ML)
parameter estimates for a univariate Gaussian distribution defined as

p(x) =
1

σ
√

2π
exp(− x− µ

2σ2 ) (3.35)

are given by the sample mean µ and the sample variance σ.

Similarly, the parameters for a multivariate Gaussian distribution, defined as

p(~x) =
1

(2π)D/2|Σ|1/2 exp(−1
2
(~x−~µ)TΣ−1(~x−~µ)) (3.36)

are provided by the sample mean vector ~µ and the sample covariance matrix Σ. Both can be
estimated directly from the data based on the following equations

~µ =
1
N

N

∑
i=1

~xi (3.37)

Σ =
1
N

N

∑
i=1

(~xi −~µ)(~xi −~µ)T (3.38)

Different types of the covariance matrix Σ can be distinguished. While a full covariance
matrix describes the dependence of the different features, a diagonal matrix assumes inde-
pendence of them. If the elements of the diagonal are restricted to have the same values,
equal variance of the individual features is further assumed. This is illustrated in figure 3.8
for 2 dimensional data.

Within this work single Gaussian models are used for relevance feedback in the multi-
modal person search system (chapter 8).

Mean model

The mean model is the simplest parametric model and is mostly used in conjunction with a
minimum distance classifier. It describes only the location of the data distribution based on
its mean vector ~µ (as defined in equation 3.37) and discards any variation information. The
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Figure 3.8: Illustration of a 2D multivariate Gaussian distribution with different covariance matrix
types. While the full covariance matrix usually offers the best description of the data, it requires a
large number of samples to obtain a robust estimate.

distance of a sample to the model is simply defined as

d(~x) = d(~x,~µ) (3.39)

with d(~x,~µ) being either a generic distance (defined in section 3.3.1) or a data specific dis-
tance.

Within this work mean models are used in conjunction with a minimum distance classi-
fier for the classification in the body recognition module (chapter 5).

3.3.4 Clustering

Clustering can be considered as an unsupervised learning problem, where the goal is to
find a structure within unlabeled data. Objects are grouped into clusters according to some
similarity criterion, which can be based on distances or concepts. The criterion depends
largely on the application and on the goal of the clustering including:

• Finding representatives for homogeneous groups for data reduction

• Finding natural clusters and describe their unknown properties

• Finding useful and suitable groupings

• Finding unusual objects for outlier detection

Existing clustering approaches can be categorized based on several criteria [Jain et al.,
1999]:

Exclusive vs. fuzzy: Exclusive (hard) clustering approaches (e.g. k-means, agglomerative
clustering) group data in an exclusive way, which means that an object belongs to a
single cluster and can not be in another cluster. On the other hand, fuzzy (overlapping)
clustering approaches (e.g. fuzzy c-means) are based on fuzzy sets, where each object
belongs to all clusters with a certain degree of membership. A fuzzy clustering can be
converted into an exclusive clustering by assigning each object to the cluster with the
largest membership value.
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Partitional vs. hierarchical: Partitional clustering (e.g. k-means, fuzzy c-means) leads to
single level clustering with a fixed number of clusters. In contrast, hierarchical clus-
tering (e.g. agglomerative clustering) generates a multi level grouping that combines
clusters iteratively. A hierarchical clustering can be converted into a partitional clus-
tering by cutting or pruning the resulting dendrogram.

Deterministic vs. probabilistic: Deterministic clustering approaches (e.g. agglomerative
clustering) generate always the same clusterings for a given set of objects, while prob-
abilistic clustering approaches (e.g. expectation maximization) are usually based on
probability distributions to describe clusters and random initialization.

The different clustering methods described below have been considered for creating the
visual thesaurus in the visual person search system (section 9).

k-means

The k-means approach [MacQueen, 1967] is one of the simplest clustering approaches, that
follows an easy way to assign the objects within a given dataset to a certain number of clus-
ters k. For each of the clusters, an initial cluster centroid is chosen randomly. The clustering
itself is an iterative process, that consists of two steps:

1. Assign data points to closest cluster based on the distance to the centroid

2. Update cluster centroids by computing the centroid of the assigned points

These steps are repeated until convergence of the centroid positions or until a predefined
number of iterations is reached.

Although the iterative procedure will always terminate, the k-means approach does not
necessarily find a global optimum. It is very sensitive to the initially selected cluster centers.
One way to deal with this, is to run the clustering multiple times. Furthermore, it is difficult
to know the number of clusters a priori. This can be handled by repeating the clustering
with different number of clusters and choose the optimal number of clusters based on an
internal evaluation criteria (as described in section B.6).

fuzzy c-means

Fuzzy c-means clustering [Bezdek, 1981] can be seen as an extension of the k-means clus-
tering towards fuzzy sets. The main idea is to allow each feature vector ~xi to belong to
different clusters centers~cj with a certain degree of membership uij. The approach is based
on minimizing the following objective function:

Jm =
N

∑
i=1

C

∑
j=1

um
ij
∥∥~xi −~cj

∥∥2 , 1 < m ≤ ∞ (3.40)
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The clustering is carried out by iteratively optimizing the objective function and updat-
ing the memberships uij and cluster centroids cj in the following way:

uij =
1

∑C
k=1

( ‖~xi−~cj‖
‖~xi−~ck‖

) 2
m−1

(3.41)

~cj =
∑N

i=1 um
ij ·~xi

∑N
i=1 um

ij

(3.42)

The approach iterates until the maximum difference of the membership values falls be-
low a certain threshold: maxij |uk+1

ij − uk+1
ij | < ε, where k is the iteration step. Like the

k-means approach, the fuzzy c-means approach may converge to a local optimum.

Agglomerative clustering

The basic process of any agglomerative clustering approach [Johnson, 1967] consists of the
following steps:

1. Assign each item to a single cluster and compute the pairwise distance between them
to built a distance matrix.

2. Find closest pair of clusters and merge them into a single cluster.

3. Compute distances between the new cluster and all other clusters and update the dis-
tance matrix.

4. Repeat steps 2 and 3 until all clusters have been merged into a single cluster.

When clusters contain only single items, the distance between the clusters is simply the
distance between the corresponding items. However, once a cluster contains multiple items,
a linkage or amalgamation rule is required to measure the distance between two clusters [Sturn,
2000]. Some of the most commonly used linkage rules are described below:

Single linkage: The distance between two clusters is defined as the smallest distance be-
tween objects of the different clusters. Its greatest drawback is the tendency to produce
long chain like clusters.

Complete linkage: The distance between two clusters is defined as the largest distance be-
tween objects of the different clusters. This rule usually performs quite well, if objects
actually form naturally distinct clouds. The method is inappropriate for chain like
data.

Average linkage: The distance between two clusters is defined as the average distance be-
tween the objects of the different clusters.
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Any agglomerative clustering approach leads to a hierarchical representation of the clus-
ter mergings, which can be represented as a dendrogram. A dendrogram is a tree, where each
node corresponds to a certain cluster and leafs correspond to individual objects. Several
methods have been proposed to create a partition from a dendrogram [Solomonoff et al.,
1998]. These techniques are either based on cutting the dendrogram at a given height or
pruning the dendrogram by selecting clusters at different heights.

3.3.5 Classification

Classification can be seen as a supervised learning problem with the goal to learn a model
from labeled objects to predict the label of previously unseen objects as accurately as possible
[Tan et al., 2005]. It usually consists of two individual steps. During the training stage a
model is learned from features ~x with known class labels c. In the testing stage this model is
used to predict the class labels of unknown objects.

According to Jain et al. [Jain et al., 2000] classification approaches can be grouped into 3
major categories:

Matching approaches: These intuitive approaches are based on the concept of similarity
which means that similar patterns should be assigned to the same class. Usually a
few prototypes per class in combination with a suitable dissimilarity metric are used
for the classification. The appropriate choice of the prototype and the metric is crucial
for the classification performance. Well known approaches include minimum distance
classifier (MDC) and k nearest neighbor (kNN) classifier.

Probabilistic approaches: Approaches belonging to this category use the Bayes decision
rule to assign a pattern to the class with the highest a posteriori probability. Besides
the a priori class probabilities, costs for different types of misclassifications based on
a loss function can also be taken into account. If a 0/1 loss function and equal error
probabilities are considered the maximum a posteriori (MAP) classifier is equivalent
to the maximum likelihood (ML) classifier.

Discriminant approaches: Instead of modeling the different classes, these algorithms con-
struct a decision boundary explicitly by optimizing a certain error criteria. Typically
these approaches are applied for two class classification problems but can be adapted
to single or multi class problems. The most prominent approach are support vector
machines (SVM).

Each of the classification approaches typically represents a whole family of classifiers
with several parameters and criteria that can be tuned to reach the optimal performance
for a certain classification task. As it has been shown in several evaluations [Michie et al.,
1994], that there is no optimal classification approach for all possible tasks due to the large
variability of the data. In general, the performance and suitability of an approach depends a
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lot on the actual classification problem, including aspects such as number of classes, dimen-
sionality of the data, number of training samples, characteristics of the data distribution and
complexity constraints.

The following sections briefly review the classification approaches considered in this
work.

k nearest neighbor classifier

The k nearest neighbor (kNN) classifier [Duda et al., 2002] is one of the simplest supervised
learning approaches. Objects are classified based on a majority vote of its closest neighbors.
It is based on a set of instance models, that represent the different classes.

The training phase simply consists of storing the training samples and the correspond-
ing class labels in several instance models. During the testing phase the distances between
the testing sample and all the training samples are computed. After ordering the training
samples with increasing distance to the testing sample, the k closest samples are selected.
Different ways have been proposed to use these neighbors to classify the unknown sample.
The usual way is to assign the most common class among the neighbors, which is equivalent
to majority voting. Another way is to consider the individual distance of the neighbors for
the decision.

The standard parameters of a kNN include the number of neighbors considered within
the majority voting and the distance metric used for the matching. Any generic distance de-
scribed in section 3.3.1, or a special distance for a certain feature can be used. While a larger
number of neighbors makes the kNN more robust to noise, it also makes the boundaries less
distinct.

The k nearest neighbor is implicitly considered for the body matching described in chap-
ter 5.

Minimum distance classifier

The minimum distance classifier (MDC) [Duda et al., 2002] is another relatively simple clas-
sifier, that is typically used in conjunction with a set of mean models. In that case it is often
called minimum distance to means (MDM) classifier.

Samples are classified based on their distance to their different class models, which can
be written as

c = argmin
j

d(~µj,~x) (3.43)

where ~µj is the mean model (prototype) of class cj.

The only parameter of a MDC is the distance metric used for computing the dissimilar-
ity between the mean models and the unknown sample. Similar to the kNN any generic
distance described in section 3.3.1 can be used.

The minimum distance classifier is used for the face recognition described in chapter 7.
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Bayes classifier

Classification can also be seen from a probabilistic point of view [Duda et al., 2002]. Given
an observation the goal of the classification is then to compute the posteriori probabilities of
the different classes and choose the class with the maximum a posteriori probability.

The basis for this approaches is provided by the Bayes rule, which adapted for a class cj

is given by

p(cj|~x) =
p(~x|cj)p(cj)

p(~x)
(3.44)

with the posterior p(cj|~x), the likelihood p(~x|cj), and the a priori probability p(cj). The
evidence p(~x) of the observation is constant for all classes and can be ignored for the classi-
fication task. Given that, the classification is achieved using the maximum a posteriori (MAP)
criteria.

c = argmax
j

p(cj|~x) = argmax
j

p(~x|cj)p(cj) (3.45)

If the a priori probabilities p(cj) of the different classes cj are equal, the criteria can be sim-
plified to the maximum likelihood criteria

c = argmax
j

p(~x|cj) (3.46)

Both the a priori and the likelihood probabilities of a class can be estimated from training
data. The likelihood can be estimated using a subset of the models described in section 3.3.3.
More specifically nonparametric Bayes models (naive or joint), single Gaussian models can
be used.

The Bayes classifier depends on several parameters, some of which are generic to the
classification criteria or others are specific to the used model. For the classification either
the MAP or the ML criteria can be used. For the different models, various parameters exist
which are described in section 3.3.3.

A Bayes classifier based several Bayes models is used for extracting the individual body
parts within chapter 5.

Support vector machines

Support vector machines invented by [Vapnik, 2000] are linear classifiers that find the op-
timal separating hyperplane between two classes. In order to support nonlinear decision
boundaries, different kernel functions can be used.

Given a set of training samples with feature vectors ~xi and class labels yi ∈ {1,−1} the
SVM finds a linear function of the form

f (x) = ~wT~x + b (3.47)
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y =

{
1 if ~wT~x + b ≥ 0
−1 if ~wT~x + b < 0

(3.48)

with w being the weight vector. The hyperplane (also called decision boundary) that sepa-
rates the positive and the negative training samples is then given by

~wT~x + b = 0 (3.49)

Out of the infinite number of possible hyperplanes the SVM looks for the one that maxi-
mizes the margin between the two different classes, which is equal to solve the following
optimization problem

~wT~w
2

(3.50)

Since the linear separation may not be possible on real data, due to noise and data distri-
bution, the margin constraints are relaxed, by introducing a penalty term in the optimization
function which leads to the so called soft margin SVM

~wT~w
2

+ C
n

∑
i=1

ξi (3.51)

Furthermore, to deal with non linear separation the data is transformed from the in-
put space to a higher dimensional space, in which a linear separation is possible. For the
mapping different kernel functions are used that can be directly applied in the optimization
function. Commonly used kernels include

K(~x,~z) = ~xT~z (Linear) (3.52)

K(~x,~z) = (~xT~z + θ)d (Polynomial) (3.53)

K(~x,~z) = exp(−‖~x−~z‖2/2σ) (Radial basis function) (3.54)

K(~x,~z) = tanh(k~xT~z− δ) (Sigmoidal) (3.55)

Since the SVM is a discriminant classifier it natively supports only two class classifica-
tion. For multi class classification problems, different strategies can be applied, including
one against all, one against one and error correcting codes.

Beside the penalty coefficient C, which is a general parameter of the SVM, several kernel
specific parameters can be modified to influence the classification performance. Generally it
is quite difficult to predict the optimal parameter set for a given task, which requires a grid
search to choose suitable parameter values.

Support vector machines are used for the two-class relevance feedback within chapter 8.
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3.4 Information fusion

The general goal of information fusion is to combine the data provided by different sources
[Kittler et al., 1998] in order to improve the overall performance of the system or to gener-
ate a new data representation. More specifically the key idea is to exploit the correlation
between sources to improve the performance in comparison to the individual sources. The
use of information fusion can be justified by several advantages [Sanderson, 2002]:

• Utilizing complementary information may reduce error rates.

• Complexity can be reduced by using multiple simple instead of a single complex clas-
sifier.

• Sensors can be physically separated to support the acquisition from different points of
view.

By considering information fusion within a system several interesting questions arise:

• Which are the most efficient classifiers for a certain application?

• Which features are the most appropriate ones for the task?

• How many classifiers are required?

• Given a set of classifiers which combination scheme improves the performance?

• How should the information provided by the different experts be fused?

The first two questions are classical pattern recognition issues. The third question refers
to the number and suitability of different experts. The fourth question deals with how the
different experts are combined and the fifth question is related to the output of the different
classifiers and how to fuse the information.

Existing approaches can be broadly categorized depending on their position in the pro-
cessing chain relative to the mapping (learning) into premapping and postmapping fusion.
These two categories can be further subdivided based on the type of information that is
fused into sensor, feature, opinion, rank, and decision level fusion. Figure 3.9 explains this
categorization visually, by showing the position of the different categories in a complete
pattern recognition chain.

Within this work postmapping fusion methods are used for body recognition (chapter
5), face recognition (chapter 7) and multimodal person search (chapter 8).

3.4.1 Premapping fusion

Premapping fusion combines the data before any learning step. Approaches can be subdi-
vided into sensor and feature level fusion, depending on the type of data that is fused.
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Figure 3.9: Position of the different fusion approaches in the overall processing chain. While the
sensor level fusion operates directly on the input data (images, audio streams), feature level fusion
usually combines low level features. The choice of a suitable post mapping fusion method usually
depends on the output which is provided by the mapping step.

Sensor level fusion

In sensor level fusion [Hall and Llinas, 2001] the acquired data of the individual sensors is
directly combined, to obtain a joint representation. Weighted summation is the most common
approach which requires the data to have the same dimensionality and range. For example,
it can be employed to combine two images to reduce noise.

Feature level fusion

Instead of combining the raw data, feature level fusion [Hall and Llinas, 2001] combines ei-
ther similar features from multiple sensors or different features from a single sensor. Again
weighted summation can be used to combine features with the same dimensionality and
range. Another way is to concatenate the different features into a combined feature vector,
which is used within the further analysis steps.

3.4.2 Postmapping fusion

Postmapping fusion is applied after a learning/classification step. It can be subdivided into
opinion, rank and decision level fusion, depending on the output of the different experts
that are fused.

Opinion level fusion

For opinion level fusion each expert e provides an opinion oec on each possible decision
c. Opinions can be either in the form of probabilities (similarities) or distances (dissimilari-
ties). Since different types of experts may be used, opinions need to be commensurate before
further processing. Therefore, different conversion and normalization techniques can be ap-
plied (see section 3.3.1. The main advantage of opinion level fusion with respect to rank and
decision level fusion, is that information regarding the goodness of a decision is considered.
The opinions can be fused in two different ways [Jain et al., 2005a], either by combination or
classification.
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The combination approach fuses the opinions oec of the different experts e into a joint set
of opinions oc and applies a decision rule. Several combination rules have been proposed
[Jain et al., 2005a].

The product rule assumes statistical independence of the different experts e. In general
different biometric traits (face, voice) are mutually independent. The joint opinions are
given by

oc = ∏
e

oec (3.56)

Apart from statistical independence the sum rule also assumes that the posterior proba-
bilities do not deviate much from the prior probabilities. Thus it is applicable if a high level
of noise leads to ambiguity in the classification problem. The joint probabilities are obtained
by

oc = ∑
e

oec (3.57)

The min rule is derived by bounding the product of posterior probabilities and computes
the joint probabilities as the minimum:

oc = min
e

oec (3.58)

The max rule approximates the mean of the posteriori probabilities and fuses the proba-
bilities by taking the maximum:

oc = max
e

oec (3.59)

Alternatively to the combination approach a post classifier can be used to reach the a joint
decision based on the opinions provided by the experts. The opinions of E experts regarding
C classes form a E× C dimensional feature vector which is used by the post classifier. An
important advantage of the classification approach is that the opinions not necessarily need
to be commensurate as in the combination approach. While any classification approach
is suitable as post classifier, the most common ones are linear discriminant analysis and
Bayesian classifier (see section 3.3).

Decision fusion

The decision fusion combines the information of the different sources at the latest stage by
considering decisions. Using this approach a joined decision d is reached by combining the
decisions de of the individual experts e. Depending on the classification problem different
methods can be used. While majority voting can be used for any classification problem
(unary, binary, n-ary), AND and OR fusion can only be used for binary classification prob-
lems.

In majority voting a consensus on the decision is reached by taking the decision for which
the majority of the experts agree. This can be interpreted as taking the mode of the histogram
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over all possible decisions:
d = mode

e
de (3.60)

Using AND fusion the joint decision is only positive of all experts make a positive deci-
sion:

d =
⋂
e

de (3.61)

This rule is quite restrictive and is usually used for applications where a low number of false
positives is required.

On the other hand the OR fusion leads to a positive decision if at least one expert makes
a positive decision:

d =
⋃
e

de (3.62)

This is a quite relaxed criteria, which is usually used for application where a low number of
false negatives is required.

3.4.3 Score normalization

Since the data (features, opinions) of the different source is usually heterogeneous, normal-
ization is required to transform them into a common domain before combining them [Jain
et al., 2005a; Montague and Aslam, 2001]. Score normalization achieves that by changing
the location and the variation parameters of a score distribution. The required parameters
can be obtained in different ways:

Predefined: Parameters are known a priori.

Fixed: Parameters are estimated offline given a fixed training set

Adaptive: Parameters are estimated online given an actual testing set

The good normalization should be both robust and efficient regarding estimating the
location and scale parameters [Jain et al., 2005a]. Robustness refers to the insensitivity in
the presence of outliers and efficiency refers to the proximity of the obtained estimate to the
optimal estimate.

Min max normalization is the simplest normalization scheme and maps the scores into the
range [0, 1]. It is defined as

s′k =
sk −min sk

max sk −min sk
(3.63)

and quite suitable if the bounds are known a priori. When estimated from a given set of
scores it is highly sensitive to outliers. It retains the original distributions except for scaling
factor.

The z-score normalization is the most commonly used technique and maps 68% of the
scores into the range [−1, 1]. It is based on the mean µ and the standard deviation σ of a
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given set of scores and is defined as

s′k =
sk − µ

σ
(3.64)

It can be expected to perform well if prior knowledge about the mean and standard devi-
ation is available. Otherwise it needs to be estimated from a given set of scores. It is quite
sensitive to outliers and assumes that the scores are distributed according to a Gaussian
distribution.

The 3-sigma normalization is an adaptation of the z-score normalization which maps 97%
of the scores into the range [−1, 1]. It is defined as

s′k =
sk − µ

3σ
(3.65)

The median absolute deviation (MAD) normalization utilizes the median and the median
absolute distance instead of the mean and the standard deviation as parameters. It is defined
as

s′k =
sk −median sk

median(sk −median sk)
(3.66)

In comparison to the z-score normalization it is more robust but less efficient. It does not
retain the original distributions and may not transform the scores into a common range.

3.5 Graph theory

As already mentioned in section 3.3 the field of pattern recognition can be divided into
statistical, neural and structural approaches. While statistical and neural pattern recognition
use feature vectors to represent patterns, structural pattern recognition uses symbolic data
structures such as graphs, trees and strings. This makes it much more powerful in terms of
representational capabilities, because any feature vector can be represented by a graph, tree
or string, but not vice versa [Bunke et al., 2002]. Furthermore, symbolic data structures are
able to model structural relationships between the various parts of a complex pattern, while
feature vectors are limited to the joint statistical representation of individual features.

Graphs are a very powerful data structure for the representation of objects and concepts.
In a graph representation the nodes typically represent objects or object parts while the
edges describe their relationships [Bunke, 2000].

The following sections will summarize the basic concepts of graphs and describe how
graphs can be compared to each other via graph matching.

Within this work graph matching is used for verifying the topology in the face detection
(chapter 6).
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3.5.1 Graph concepts

Formally, a graph is a 2-tuple G = (V, E) where V denotes a set of vertices (nodes) and
E ⊆ V × V a set of edges. An edge e = {u, v} ⊂ V2 is a pair of vertices u, v ∈ V which are
connected.

Two vertices u, v are adjacent if they are connected by an edge e = {u, v}. Two edges e, f
are incident if they have at least a common node v which can be written as e = {u, v} and
f = {v, w}.

The number of vertices |V| is called the order and the number of edges |E| is called the
size of a graph G. Based on the number of edges and nodes different types of graphs are
defined. An null graph is a graph without any vertices and edges while a graph with nodes
but without any edges is called a empty graph.

If several edges share the same vertices they are called multiple edges and the multiplicity
of an edge is the number of edges that share the same vertices. A loop is an edge that has
the same vertex at both ends. Graphs without multiple edges and loops are called simple
graphs, graphs with multiple edges are called multigraphs and graphs with both are called
pseudographs. In this work only simple graphs are considered.

Edges may have a direction. Directed edges are an ordered pair of vertices e = (u, v) ⊂
V2 with the head u and the tail v. An undirected edge discards any directional information
and treats both vertices as an unordered pair e = {u, v} ⊂ V2. Based on these directed
and undirected graphs can be distinguished. Within this work only undirected graphs are
considered.

Labels (weights) may be used on vertices and edges to identify them or indicate a mean-
ing. Graphs with labeled vertices or edges are known as labeled graphs, otherwise as unlabeled
graphs. Within this work labeled graphs are used to represent object parts and their rela-
tionships.

A graph G′ = (V ′, E′) is a subgraph G′ ⊂ G of another graph G = (V, E) if its vertice set
V ′ ⊆ V and its edge set E′ ⊆ E′ are subsets of the other graph.

A path of a graph consists of a sequence of incident edges and their vertices where the
terminating vertices are distinct. In contrast to that, a cycle refers to a sequence of incident
edges where the terminating vertices are the same. The length of a path or a cycle is defined
as the number of its incident edges.

If it is possible to establish a path between any two vertices of the graph, the graph is
said to be connected, otherwise disconnected. If a graph is disconnected it consists of several
connected components which are maximally connected subgraphs.

3.5.2 Graph matching

For many applications measuring the similarity between objects is an important step. If
graphs are used for the object representation the problem turns into determining the simi-
larity of graphs, which is commonly referred to as graph matching [Bunke, 2000].
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Two types of graph matching can be distinguished based on the way they handle vertex
and edge labels. While exact graph matching techniques are based on an exact mapping of
these labels, inexact graph matching techniques provide a certain error tolerance.

Exact graph matching

Exact graph matching provides several concepts that can be used for different matching
tasks:

Graph isomorphism: A graph isomorphism from a graph G to a graph G′ exists if there is
a bijective mapping from the vertices of G to the vertices of G′ that preserves all the
labels of the vertices and the structure of the edges. It is useful concept to find out
if two objects are the same up to the invariance properties of the underlying graph
representation.

Subgraph isomorphism: A subgraph isomorphism from a graph G to a graph G′ exists if
there is a graph isomorphism between the graph G and a subgraph G′′ ⊆ G′. It can be
used to determine if an object is part of another object, or if an object is present within
a group of objects.

Maximum common subgraph: A maximum common subgraph of two graphs G and G′

is a graph G′′ that is the subgraph of both G and G′ that has the maximum number
of nodes among all possible subgraphs. It can be used to measure the similarity of
objects even without any graphy or subgraph isomorphism. The larger the maximum
common subgraph of the two graphs, the greater their similarity.

Inexact graph matching

In the real world objects are usually affected by noise such that the graph representation
of objects may not match exactly. This is especially true for labels that correspond to real
valued measurements. Therefore, it is necessary to integrate some error tolerance into the
graph matching process [Bunke, 2001].

Inexact (error tolerant) graph matching based on the graph edit distance provides a pow-
erful alternative to the exact graph matching concepts introduced before [Bunke, 2001]. In
its most general form a graph edit operation can be either a insertion, deletion, or substitution
applied to vertices or edges. Edit operations are used to model the errors that change the
distorted graph into an ideal one. For enhanced modeling, different costs can be assigned
to the operations. They are application-dependendent and must be defined based on the a
priori knowledge of the underlying domain.

Inexact graph matching can be understood as a sequence S of edit operations that trans-
form a graph G into G′ such that the accumulated cost c(S) of all edit operations is mini-
mized. The cost associated with such a sequence of edit operations is called the graph edit
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distance and can be written as
d(G, G′) = min

S
c(S) (3.67)

Clearly, if G = G′ no edit operations are needed for the transformation and d(G, G′) = 0.
On the other hand, the more G and G′ differ from each other, the larger d(G, G′).
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Chapter 4

Visual person description framework

4.1 Introduction

As already mentioned before, looking at people research deals with the visual analysis of
humans within an environment by a machine. It involves several tasks including the detec-
tion, tracking and recognition of humans and interpreting their behavior.

Naturally the interesting information comes in form of different channels, such as body,
face and hands. These channels are described with several visual features including color,
texture, shape and motion. Depending on the interest and the application certain channels
and features are more relevant than others.

The visual analysis of humans based on channels and features has some analogy to the
classical scale space theory [Sporring et al., 1997] which describes the fact that certain prop-
erties of an observed object appear only when observed at a proper scale. With respect to
humans the scale may reach from analyzing the whole body (coarse) to individual body
parts (fine). Furthermore, visual features with different complexity may be used to describe
the same channel. This has been discussed for the analysis of human motion by Pers
et al. [2003] and is illustrated in figure 4.1. Within a typical surveillance application the mo-
tion is usually observed at the coarsest scale in form of statistical properties. Sports analysis
operates in a slightly finer scale by considering positions and velocities of the human cen-
troid. Human computer interaction requires an even finer scale that considers the motion of
hands and face. In a similar way, the human appearance can be observed at different levels,
reaching from the whole body (clothes) over the face to hair and eyes.

Given a set of possible scales the choice of an appropriate scale or level of detail depends
on two criteria

External criteria: Within the real world it is impossible to observe the full scale of informa-
tion. The visible interval of the scale is determined by the camera setup (resolution,
speed, field of view) and the environmental conditions (illumination, occlusions). For
example, depending on the view not all scales of information may be available as il-
lustrated in figure 4.2. While the body is more or less visible for all views the face can
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Figure 4.1: Illustration of the scale space character of human motion analysis [Pers et al., 2003]. Even
if a certain scale is available, it may not be suitable for the current task. Scale in this thesis refers to
both channels and features.
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(a) Possible views (b) Dolly, pan and tilt

Figure 4.2: Views as an external criterion that determines the visible interval of all possible scales.
Depending on the view (distance, angle) only some channels (face, body, hands) can be observed.
While the body is visible all the time, the face is only visible in certain views.

only be seen in some views.

Internal criteria: Depending on the interest or task a certain scale of information is required.
While a coarser scale may decrease the performance due to the lack of relevant infor-
mation, a finer scale may decrease the performance as well by adding irrelevant in-
formation. For example, while facial appearance is required to verify the identity of
a person for access control, it is not suitable to determine the team of a soccer player
where the appearance of the body (clothes) is required.

The goal of this chapter is to derive a hierarchical framework that analyzes persons at
different levels depending on external and internal criteria similar to the human visual per-
ception. The following sections will derive a hierarchical person description based on the
way how humans describe each other, provide a general system overview with the indi-
vidual modules, and review anthropometrical models commonly used within the analysis
modules.
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(a) USA (b) Denmark

Figure 4.3: Questionnaires for describing suspicious persons in a surveillance scenario from two
different countries. Both contain 3 categories of person descriptions: semantics, head/face and
body/clothes.

4.2 Human description

The major goal of the developed framework is to detect and describe humans at different
levels to provide a flexible visual description that is close to the human visual perception.
In order to allow the machine to extract a suitable description a closer look at how humans
describe each other is necessary.

One can find a very good example on how humans describe each other in surveillance
applications. The forensic analysis usually starts with a victim describing the incident to-
gether with the involved humans. Figure 4.3 shows two typical questionnaires from differ-
ent countries (USA, Denmark) for describing a suspicious person. Although the languages
differ it is evident that both descriptions are quite similar. Besides additional information
(weapon, car) they focus mainly on 3 different information channels with respect to humans:

Semantics: This group includes high level descriptions such as identity, ethnicity, age and
gender of the person. It is usually determined by a joint audiovisual analysis (face,
speech) together with available a priori knowledge.

Head/face: In contrast to the previous group it combines low and mid level descriptions
with respect to the head or face of a human. It is usually based on describing the color,
texture and shape of facial components (eyes, nose, mouth), special features (scars,
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beard, hair) and accessories (glasses, jewelry).

Body/clothes: Similar to the previous group it combines low and mid level descriptions
with respect to the body or clothes. It may consider color, texture and shape to describe
the appearance and type of clothes (hat, shirt, coat, trousers, shoes) as well as the built
of the body (height, weight).

Given that, a typical description of a suspect in a surveillance scenario could be:

“The person of interest is a male European between 30 and 35 years old. He has
bright skin, short red hair and was wearing sun glasses. He is of average height
and built and was wearing a blue shirt with a white logo and dark trousers.”

Although other scenarios (sports, human computer interaction, smart room technolo-
gies) may require different descriptions, these are usually a subset of available channels
(face, body, hands) and features (color, texture, shape, motion). Given a complete set of
information the choice of the appropriate scale of information depends then on internal cri-
teria. For example, while face appearance is typically used to identify humans. it is not
appropriate for recognizing that the person belongs to the security company. Therefore,
the appearance of the body (clothes) is the suitable criterion. This examples illustrate how
humans choose the most appropriate scale based on internal criteria.

Not all of the above mentioned information may be available due to external criteria.
Humans usually focus on the most reliable information that is available. For example, if one
wants to identify another person visually, he will start with the face since this is the most
reliable cue. If the face is partially covered, we usually concentrate on the visible parts. If the
face is fully covered or the person is too far away, we may look for other traits such as gait
or body built if we have not seen the person recently. On the other hand, if we just met the
person some minutes ago, we may concentrate on the clothes since they are quite reliable
for a short time span. These examples illustrate how humans choose the most appropriate
information scale depending on external criteria.

4.3 System overview

Within this work a hierarchical framework is proposed that describes humans at different
levels which are inspired by human visual perception. By doing this it supports a large
variety of applications with different interests and environmental conditions.

The idea can be interpreted as a special case of the hierarchical multimedia description
scheme proposed by Salembier et al. [1999] and integrated in the recent MPEG-7 standard
[Manjunath et al., 2002]. The basic idea is to decompose a multimedia document (image,
video, audio) hierarchically into a set of syntactic regions and corresponding semantic ob-
jects that are described individually with suitable low and high level features. This idea is
illustrated in figure 4.4 for a single video frame. The region tree on the left side decomposes



4.3 System overview 61

Figure 4.4: Sample of a generic hierarchical visual description with the low level region tree (left)
and the corresponding high level object tree (right) [Salembier et al., 1999]. The hierarchical person
description can be seen as a way for automatic extraction of the body branch.
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Figure 4.5: Overview of the proposed hierarchical human analysis framework with the channels
along the vertical axis and the tasks along the horizontal axis. The extracted human description can
be used for different applications and conditions.

the overall image into low level regions of finer granularity while the object tree provides
a decomposition of the scene into the corresponding high level objects. In contrast to the
work of Salembier et al. [1999] where the links between the region and the object tree are
established manually, the idea is to consider the special case of decomposing a human into
interesting regions (parts) and develop ways to extract the description automatically.

Figure 4.5 provides an overview of the developed system that considers body and face
analysis. Given a video frame or still image the detection stages detect and segment the
body and the face of visible humans and provide their locations to the corresponding recog-
nition stages. Each of these recognition stages extracts a rich appearance description of the
corresponding part which are combined into a hierarchical human description. Finally, the
extracted descriptions can be used for a large variety of tasks and applications.

Since body detection was outside the scope of this thesis, the background segmenta-
tion approach developed by Mustafa Karaman was adopted throughout this work. It is
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Figure 4.6: Idealized (left side) and simplified (right side) body anthropometry imposed on the “Vit-
ruvian Man” [da Vinci, 1487]. While the left model is inspired by the human anatomy, the right
model is based on the human appearance which is largely dominated by clothes.

not described within this thesis, but parts of it are described within several joint publica-
tions including [Karaman et al., 2006, 2009] and a complete description can be found in his
dissertation [Karaman, 2009].

4.4 Human anthropometry and modeling

Anthropometry refers to the measurement of the human body across individuals for un-
derstanding physical similarities and variations. Nowadays, it plays an important role in
industrial and clothing design, ergonomics, and architecture where body dimensions are
used to optimize products. In the looking at people research domain average human mea-
sures are commonly used to initialize human models such as face and body models.

4.4.1 Body anthropometry

The first description of human body proportions goes back to the “Vitruvian Man” created
by da Vinci [1487]. According to his work an idealized human body can be split vertically
into 8 equally sized parts as shown on the left side in figure 4.6 limited by the following
body features: (a) chin (b) chest (c) cavel (d) pubis (e) thigh (f) calf (g) ankles (h) feet.

For describing the appearance of the human body a simpler body anthropometry as
shown on the right side in figure 4.6 is derived that splits the human body vertically into
3 parts: (a) head (b) upper body (c) lower body. This is motivated by the fact that each of
these body parts usually has a uniform appearance which not necessarily means a uniform
color or texture. This body anthropometry has been widely used for body detection [Dalal,
2006; Wu, 2008] and human motion analysis [Park and Aggarwal, 2002].
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Figure 4.7: Body model with holistic representation (red) and component based representation
(blue). Both representations are considered for the body recognition.

Based on this body anthropometry a hierarchical body model is derived that describes
the human body at two levels:

Holistic representation: The human body is described as a single arbitrarily shaped region
with equal importance given to all pixels inside the binary support map. While this
representation is naturally less flexible it is supposed to be less complex than the com-
ponent based representation. Since the variation across the whole body is usually
much larger than within individual body parts, more complex features may be re-
quired for the description of the whole body.

Component based representation: The human body is described as a set of 3 arbitrarily
shaped regions that correspond to individual body parts (head, upper body, lower
body). In that way it is more flexible and can be adapted based on internal and external
criteria. An example for an internal criteria might be that a victim remembers only
the color of the burglars jacket. In that case only the upper body provides enough
information for the search task. In the presence of occlusions due to other objects
which can be seen as an external criteria only the non-occluded body parts maybe
considered for the further analysis.

Figure 4.7 shows a body sample with the holistic representation (red) and the component
based representation (blue).

4.4.2 Face anthropometry

The most influential work regarding face anthropometry has been done by Farkas [1994]. It
consists of several distances measured between a set of well-defined facial features (shown
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Figure 4.8: Face anthropometry with most important features and average distances [Farkas, 1994].
These distances are commonly used to initialize face models.

in figure 4.8) across a large population. The average vertical and horizontal distances be-
tween these points are commonly used to initialize face models within the face analysis
domain.

Based on this face anthropometry a hierarchical face model is derived that describes a
face on two levels:

Holistic representation: The face is described as a single rectangular patches with equal
importance given to any pixel within it. Thus, it can not be adapted according to in-
ternal or external criteria which makes it less flexible. On the other hand the detection
and recognition based on this representation is naturally less complex. Furthermore,
it can be applied for the detection and recognition of faces at lower resolutions.

Component based representation: The face is described as a set of four rectangular patches
corresponding to the most important facial components (right eye, left eye, nose and
mouth). The possibility to assign weights to each of the components makes it more
flexible with respect to internal or external criteria. As an example for an external cri-
teria occlusions have been considered within the developed face detection (see section
6) and face recognition (see section 7) approaches. On the other hand this representa-
tion is more complex and requires a higher resolution.

The exact definition of the rectangular patches corresponding to the holistic and the com-
ponent based representation are provided in table 4.1. The dimensions are relative to the
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Part xmin ymin xmax ymax xdim ydim size

Face 0 0 75 100 75 100 7500

Whole 0 12 75 87 75 75 5625

Right eye 5 20 35 50 30 30 900
Left eye 40 20 70 50 30 30 900
Nose 25 30 50 70 25 40 1000
Mouth 10 65 65 90 55 25 1375

Table 4.1: Definition of the rectangular patches for the holistic and the component based representa-
tion relative to the anthropometric face region.

Figure 4.9: Face model with facial features (green), holistic representation (red) and component based
representation (blue). Both representations are used for the face detection and the face recognition.

anthropometric face region with the width equal to “zyzy” and the height equal to “trgn”
as shown on figure 4.8.

Figure 4.9 shows a face samples with the considered facial features (green), the compact
holistic representation (red) and the flexible component based representation (blue).

4.5 Conclusion

4.5.1 Summary

This chapter describes the proposed hierarchical human analysis framework and its moti-
vation. It starts by reviewing the different channels and visual features commonly used for
human analysis. Based on that, it discusses the analogy to the classical scale space theory,
where the appropriate choice of scale is based on internal and external criteria. A hierar-
chical human analysis framework is proposed, that combines visual analysis at different
levels to support a large variety of interests and applications. This thesis focuses only on
two channels (body, face) and their appearance (color, texture) and describes the modules
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for the detection and recognition and their use within different application scenarios. The
person model and visual features are chosen in way that they mimic the person description
by humans which has been discussed for a surveillance scenario. Finally, commonly used
body and face models are derived from human anthropometric models.

4.5.2 Future work

Although this work considers only two body parts (body, face) and their appearance (color,
texture) the idea can easily applied to other body parts (hands) and visual features (shape,
motion). Therefore, tracking modules are required for the different channels beside the de-
tection and recognition modules. Furthermore, additional channels with finer granularity
may be required. Two examples that consider other channels and features beside the ap-
pearance of the body and the face are the personalized human computer interface described
in chapter 10 which analyzes also the motion of the hands and the multimodal person search
described in chapter 8 that adds voice characteristics as another channel.



Chapter 5

Body recognition

5.1 Introduction

The human body provides several traits that can be analyzed visually including shape, mo-
tion, and appearance. Each of these traits provides information that can be used for different
tasks. Motion can be analyzed at different granularities. The global motion trajectory of the
human body can be used to analyze the activity of a human within an environment which is
useful for surveillance applications. The local motion of different body parts (e.g. arms) can
be interpreted to recognize the behavior of humans. Finally, analyzing the gait of a human
can be used to recognize the identity. The shape of the human body provides information
that can be used for recognizing the identity (height, build) and the posture. In contrast to
these task, the focus within this chapter is laid on appearance based body analysis which
in contrast to motion based body analysis is applicable for both images and videos. Since
the appearance of a persons body is largely dominated by clothes which can be exchanged,
it can only be used in short time scales for identifying humans. On the other hand, clothes
may carry additional information such as a group or a team the person belongs to.

Appearance models of humans can be used for several tasks and applications. Within a
single camera view they can be used to assist object tracking through and after occlusions by
providing additional information apart from the motion and shape characteristics usually
considered for tracking [Balcells Capilades, 2004]. For multiple cameras they can be used
to match objects between non-overlapping camera views and merge intra camera tracks
into inter camera tracks [Teixeira and Corte-Real, 2008]. Within a surveillance scenario the
appearance information can support forensic search by prefiltering present persons based
on the description provided by witnesses [Hansen et al., 2007]. Finally another application
is to group persons based on the appearance of their clothes into certain groups or teams,
which is of major interest for sport and entertainment applications [Ekin and Tekalp, 2003].
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Body recognition
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Component based

Histograms

Subspaces
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3D model based

Bag of features

Constellation methods

Figure 5.1: Taxonomy of recent body recognition approaches based on the used body representation.
The developed approach combines a holistic and a component based representation with each other.

5.1.1 Related work

In contrast to face recognition, body recognition is a rather unexplored field. Nevertheless, it
is related to the more generic field of appearance modeling, that deals with the description
and recognition of various objects. The current state of the art can be divided into three
major categories (see figure 5.1) depending on how the humans are represented [Gray et al.,
2007]:

Holistic approaches: These approaches consider a person as a whole and include methods
such as templates [Stauffer and Grimson, 2001], subspace methods [Black and Jepson,
1998], and manifolds [Murase and Nayar, 1995]. Furthermore, visual features com-
monly used for content based image retrieval are adopted for body description and
recognition [Nakajima et al., 2000; Hähnel et al., 2004].

Feature based: These approaches consider a set of local descriptions, which are extracted
at certain interest points (e.g. corners, blobs, and edges) that can be robustly detected
across view and illumination changes [Tuytelaars and Mikolajczyk, 2006]. The de-
scription of these feature points is usually based on invariant features such as Haar
features [Viola and Jones, 2001a], image patches [Bart et al., 2004] or features based
on the scale invariant feature transform (SIFT) [Lowe, 2004]. While methods based
on the bag of words [Teixeira and Corte-Real, 2008] paradigm discard any spatial in-
formation regarding these features points, constellation methods [Fergus et al., 2003]
consider the relative spatial arrangement of them.

Component based approaches: These approaches usually exploit the anthropometry of the
human body (see section 4.4.1) to extract several body parts and describe them inde-
pendently [Annesley et al., 2005]. This is motivated by the fact that individual pieces
of clothes (shirt, trousers) are usually homogeneous in color and texture [Hansen et al.,
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Key Representation Description Mapping Fusion

Nakajima et al. [2003] Holistic Color histogram, lo-
cal shape features

Support vector ma-
chine

None

Jaffre and Joly [2004] Holistic Color histogram Bhattacharyya coeffi-
cient

None

Hähnel et al. [2004] Holistic Color histogram,
color structure,
quadrature mir-
ror filters, oriented
Gaussian derivatives,
homogeneous tex-
ture, edge histogram

Neural network, k
nearest neighbor

Feature fusion

Annesley et al. [2005] Holistic, components Dominant color, color
layout, scalable color,
color structure

Several distance met-
rics

Part and feature fu-
sion

Gheissari et al. [2006] Holistic, compo-
nents, features

Color histogram,
edgel histogram

Several distance met-
ric

None

Gray et al. [2007] Holistic, components Color histogram,
color correlogram,
template, subspace

Bhattacharyya
coef?cient

Part fusion

Hansen et al. [2007] Components Color names None None
Teixeira and Corte-
Real [2008]

Features SIFT features, bag of
words

Support vector ma-
chine

None

Table 5.1: Overview of recent body recognition approaches based on certain criteria with older meth-
ods (upper part) and recently proposed methods (lower part). It can be seen that the research trend
moved towards component or feature based methods.

2007].

An overview of selected body recognition approaches is given in table 5.1. It compares
them based on several criteria, including the human representation, visual description and
fusion method. While the upper part contains older methods proposed before this work,
the lower part contains newer approaches that have been published recently.

5.1.2 Challenges

Appearance based body recognition methods have to deal with several challenges, includ-
ing different camera views, varying illuminations and changing pose. Furthermore, the
articulated motion of the human body and the elastic motion of the clothes [Aggarwal et al.,
1994] may lead to rapid appearance changes and partial occlusions. Below the individual
challenges are discussed in more detail:

Illumination: These variations are usually caused by the intensity and color of the light
within an environment. To obtain a robust description one can either try to compen-
sate for these variations by applying contrast stretching [Gonzalez and Woods, 2007]
and color constancy methods [Funt and Finlayson, 1995] or extract a coarse description
that is invariant to different illuminations.

Views: Viewpoint invariance can be interpreted differently and mean anything from im-
perfect alignment to invariant regarding radical view and scale changes. One way to
handle different views is to use features that discard any spatial information such as
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color histograms. Nevertheless this may decrease the discriminability. Another way
is utilize a more robust representation such as components and features that can be
extracted under a large variety of views.

Occlusions: In the case of the human body occlusions can be caused by the body parts it-
self or by other objects present in the environment. In any case they typically change
the appearance of the human body leading to a drop in the recognition performance.
There are basically two ways to deal with occlusions. The first one ignores them based
on the assumption that occlusions happen only occasionally. Within a video the per-
formance can then be increased by simply combining multiple samples by majority
voting (see section 3.4). Another strategy is to built an occlusion aware body analysis
framework that allows to detect and localize occlusions of a human body. Based on
this information only non-occluded bodies (sample selection) or body parts (partial
sample) can be used for description and recognition.

5.1.3 Objective

The major objective of this work is to develop a generic and robust approach for describing
and recognizing the appearance of the human body at different levels. Therefore, a region
based description of the human body is proposed, that allows to combine holistic and com-
ponent based approaches in a straightforward way. This is again motivated (see section 4 for
a more general discussion) by the idea of hierarchical visual description schemes [Salembier
et al., 1999] incorporated in the MPEG-7 standard [Manjunath et al., 2002] which correspond
well to the coarse-to-fine human visual perception.

5.2 Approach

Figure 5.2 provides an overview of the proposed body description and recognition module.
Given an image or video frame and the segmentation mask provided by the body detection
module a hierarchical body representation is extracted by splitting the whole body into a set
of predefined body parts (head, upper, lower). Several methods have been developed for
that purpose which are described in section 5.2.1. Together with the corresponding image
this body model is given to the description stage, which extracts a set of visual features for
each of the body parts individually. The considered visual low-level features are described
in section 5.2.2. The resulting hierarchical body description is stored in a database and may
be used for various applications. The recognition stage described in section 5.2.3 supports
different functionalities including matching, clustering and classification of persons based
on the extracted body descriptions.
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Figure 5.2: Overview of the body recognition module. The representation step takes a binary seg-
mentation mask from the body detection and extracts a hierarchical model that consists of the whole
body split into head, upper and lower body. The description step extracts a set of suitable low-level
features for these regions. Depending on the application the recognition may be based on match-
ing, clustering or classification techniques. Finally, parts and features may be fused to improve the
overall performance.

5.2.1 Representation

The goal of the representation stage is to extract a hierarchical body model for the detected
person based on the segmentation mask Ms describing the whole body and the image I.
This model is simply a combination of the holistic model with a component based model to
provide a variable and adaptive description of the bodies appearance. In contrast to motion
based body recognition where an articulated body model with several rigid segments con-
nected by joints is used a much simpler body model is considered here that divides the body
in head (H), upper body (U) and lower body (L). The extraction of these two representations
is described in the following sections.

Holistic

The holistic representation describes the human body as a whole without considering any
structure. It basically ignores that the object of interest is a human and can thus be used for
any other object as well. While it provides less structural information than the component
based representation both the extraction and the description are less complex.

The extraction of the holistic representation is straightforward. With the assumption that
the segmentation mask Ms describes the whole person with only some minor segmentation
faults, the whole body mask is simply defined as Mw = Ms. To avoid unreliable descriptions
of partially occluded humans, segmentation masks touching the boundaries of the cameras
field of view are not considered.
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(a) Image (b) Body (c) Separators (d) Parts

Figure 5.3: Illustration of the top-down body modeling approach. Based on the binary body mask
(b) and the body anthropometry horizontal separators (c) are computed that split the body mask into
individual parts (d).

Components

The component based representation describes the human body based on three individual
including head (H), upper body (U), lower body (L). This is done by segmenting the whole
body mask Mw into three individual masks Mh, Mu and Ml .

Three different methods have been developed for this segmentation that differ mainly in
how they consider the body anthropometry (described in section 4.4). Each of these methods
has different characteristics including segmentation accuracy and reliability under the large
variety of costumes and conditions.

Top-down extraction The so called top-down approach, is solely based on the body anthro-
pometry (see section 4.4) and does not consider any visual information. Thus it uses only
the binary segmentation masks that describes the whole body to extract the individual body
parts. This approach is similar to the one used by Park and Aggarwal [2000, 2002].

Given the binary segmentation mask of the whole body, provided by the body detection
module, the bounding box is extracted. Together with a set of vertical ratios that define
the location of the individual body parts in relation to this bounding box, a set of bound-
ing boxes that correspond to the individual parts is computed. The binary segmentation
masks of the individual parts is then obtained by simply cropping these regions from the
binary masks of the whole body. This process is illustrated in figure 5.3 for a sample of the
Neckermann Database (described in section A.2.1).

As it can be seen already from the example, this approach is not very precise in segment-
ing the different body parts with respect to the clothes. This is not very surprising since it
does not consider any appearance information for the segmentation and relies only on the
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(a) Image (b) Body (c) Segmen-
tation

(d) Parts

Figure 5.4: Illustration of the bottom-up body modeling approach. Given the body mask (b) the
image is segmented into homogeneous regions (c). Based on the body anthropometry these regions
are merged into the corresponding parts (d).

shape of the whole body described by the binary segmentation mask. On the other hand,
this makes it quite robust to color and texture similarities between the different body parts.

Bottom-up extraction The bottom-up approach starts by segmenting the image into a set
of coherent regions and groups them based on the whole body mask and the body anthro-
pometry into individual body parts which is illustrated in figure 5.4 for a sample of the
Neckermann Database. This approach is comparable to the one proposed by Hansen et al.
[2007], but differs both in the segmentation and in the grouping stage.

The extraction starts by partitioning the image I into a set of coherent regions R using an
image segmentation method. Several approaches have been considered including optimized
mean shift (MS) [Bailer et al., 2005], region based automatic segmentation (RBAS) [Adamek
et al., 2005], modified recursive shortest spanning tree (MRSST) [Adamek and O’Connor,
2007] and spatio-temporal video segmentation (SEG2DT) [Galmar and Huet, 2006]. Based
on a comparison published recently [Goldmann et al., 2008a] the MRSST approach was cho-
sen for this task. The MRSST approach is an extension of the well known recursive spanning
tree (RSST) algorithm [Alatan and Onural, 1998] that considers additional homogeneity cri-
teria (global and local shape complexity, region adjacency and total inclusion) beside the
color homogeneity criteria. The merging order of the regions is determined by fusing the
different criteria using Dempster Shafer (DS) theory [Smets et al., 1988], which takes into
account the reliability of the different sources of information. The merges are recorded in a
binary partition tree (BPT) which can be interpreted as a hierarchy of image partitions. In
order to select a single partition (set of non-overlapping regions) that reflects meaningful
image content a suitable stopping point is chosen by locating a corner in the accumulative
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merging cost curve. The final partition R is then obtained by selecting the corresponding
regions from the BPT.

The next step selects a subset R′ ⊂ R of this partition based on the whole body mask Mw

and groups them in individual body parts p using the body anthropometry. Two methods
have been developed for this task. The centroid based method assigns the remaining regions
r ∈ R′ to the different body parts p by comparing their centroids cr to the bounding boxes
bp of the body parts. More specifically a region r is assigned to a body part p if the centroid
cr lies inside the bounding box bp. In the overlap based method the assignment is based on
the pixel-wise overlap between the masks of the regions Mr and the masks of the body parts
Mp derived from the whole body mask Mw as described in the top-down approach. This
is similar to the figure segmentation approach proposed by Ge et al. [2005] for image seg-
mentation evaluation. For a region r and a part p the matching criteria ρ(r, p) is computed
as

ρ(r, p) = max
{

area(Mr ∩Mp)

area(Mp)
,

area(Mr ∩Mp)

area(Mr)

}
(5.1)

If ρ(r, p) > 0.5 the region is assigned to the body part by including it into the set R′p ⊂ R′.
The threshold ensures that every region is only assigned to a single body part. No matter
what assignment approach has been used the masks of the different body parts Mb are then
computed by combining the masks Mr corresponding to the assigned regions R′p with an
OR operator

Mp =
⋃

r∈R′p

Mr (5.2)

As it can be seen from the sample in figure 5.4 the bottom-up approach may achieve
a very precise segmentation of the body parts since it considers both the shape and the
appearance for the extraction. Furthermore, it utilizes nonlinear boundaries between the
different body parts, which decreases the confusion between them. The major problem, as
it will be shown in the experiments (section 5.3) is its decreased robustness if body parts
are visually similar. This causes the image segmentation step to merge regions belonging to
different body parts.

Hybrid extraction The idea behind the hybrid approach is to combine the two previous
approaches, by integrating high-level body anthropometry and low-level image segmenta-
tion. This is achieved by estimating individual appearance models for each body part from
confidence zones and predict the body part for each pixel within the transition zones. Based
on the predictions the location of the horizontal separators from the top-down approach are
shifted vertically to reduce the confusion between the different body parts. This idea is illus-
trated in figure 5.4 for a sample of the Neckermann Database. This approach is inspired by
the work of Elgammal and Davis [2001] which considers a similar approach for segmenting
persons under occlusions. Nevertheless, our approach differs both in the modeling and the
localization step.
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Figure 5.5: Illustration of the hybrid body modeling approach. Based on the body mask and the
anthropometry confidence and ambiguity zones are defined (a). For each of the body parts a color
model is learned from the confidence zones and applied to the transition zones. Based on the derived
row scores (b) for each part the horizontal separators (3) are adjusted vertically to minimize the
confusion between neighboring body parts. Finally, the separators are used to split the body into the
individual parts (d).

Similar to the bottom-up approach, the hybrid approach considers both the image I and
the whole body mask Mw for extracting the body part masks Mp. It starts by computing
the initial separators s (red horizontal lines in figure 5.4(a)) in the same way as the top-
down approach. These initial separators are used to derive the confidence zones zp for each
body part p (areas between two blue horizontal lines in figure 5.4(a)) defined as the sub
areas centered between separator pairs (sp, sp+1). Based on the corresponding zp the color
distribution of each part is modeled using a joint Bayes model mp (see section 3.3.3). These
models are used to predict the probabilities sp(i, j) of the different body parts for the pixels
within the transition zones z̄p. Each pixel is then assigned to a body part using the ML
decision rule defined as

d(i, j) = arg max
p

sp(i, j) (5.3)

In order to compute the refined separators s′ (green lines in figure 5.4(c)) row scores sp(i)
are computed for each of the body parts by combining the pixel-wise scores or decisions
over the columns. The soft decision method computes the row scores sp(i) by averaging the
pixel scores sp(i, j) over the columns j. The hard decision method computes the row scores
sp(i) for each part p as the ratio of pixels with the decision d(i, j) = p and all the pixels in
the row i. By analyzing the row scores sp(i) over the rows i (see figure 5.4(b)) for adjacent
body parts several crossing points can be determined, where the curve of one body part
crosses the curve of the body part below it. These crossing points determine the location of
the refined separators s′. Noise and visual similarities between the body parts may cause
several crossing points around the optimal separator position. For increased stability the
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crossing point corresponding to the median of all crossing points is chosen as the separator
position. Based on refined separator pairs (s′p, s′p+1) the body part masks Mp are extracted by
cropping the corresponding regions from the whole body mask Mw similar to the top-down
approach.

As expected, the precision of the hybrid approach is somewhere between the top-down
and the bottom-up approach (compare figure 5.5 with 5.3 and 5.4). Although the refine-
ment improves the segmentation accuracy, it is still based on horizontal boundaries that
cause some confusion between the body parts. Nevertheless this confusion is minimized
by analyzing the appearance of the individual body parts. The hybrid approach retains
the robustness of the top-down approach, since it considers the body anthropometry as the
primary criterion.

5.2.2 Description

The appearance of a human body is usually dominated by the color and texture of the worn
clothes. The variety of color is usually quite large and may include different shades and
tones. Furthermore, clothes may have very different textures depending on the material and
design. One usually distinguishes between homogeneous textures such as stripes and non-
homogeneous textures such as a logos or appliques. The shape or size of a piece of clothes
may allow to distinguish between different types of clothes. But this is not considered here.

A large number of visual features has been proposed within the context of content based
multimedia retrieval which can be grouped into color, texture, shape and motion features.
Only features belonging to the former two groups are considered here. Within the scope
of the MPEG-7 standard some of the proposed features have been compared to each other
to determine a rich and robust set of visual descriptors for content based multimedia re-
trieval. For the description of the human body both standard and non-standard features are
considered.

In general, visual features can be extracted from the whole image or parts of it. Spatial
regions can be either rectangular patches or regions with an arbitrary shape. Within the
field of content based image retrieval features are usually extracted from the whole image
or in predefined rectangular regions due to the difficulties of reliable image segmentation.
Body description and recognition is more restricted and allows to utilize a priori knowledge
for the segmentation. For describing arbitrary shaped regions most of the visual features
need to be extended. While the extension of pixel-wise features (e.g. color moments, color
histograms) is straightforward, the extension of other features (e.g. homogeneous texture
descriptor) is not as easy. Nevertheless, all features have been extracted for the arbitrary
shaped regions described by the binary masks.

The features that have been considered for the description are summarized in table 5.2.
The major idea was to have a representative set of standard and non-standard color and
texture features with different complexity and characteristics. The extraction of these fea-
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Category Feature Abbrv. Standard Dimensions Matching

Color Average color AC None 3 L2
Color Color moments CM None 12 L2
Color Color histogram CH None 512 L1
Color Color coherence vector CCV None 1024 L1
Color Color spatiogram CS None 2560 L1

Color Scalable color descriptor SCD MPEG-7 64 L2
Color Color structure descriptor CSD MPEG-7 32 L1
Color Color layout descriptor CLD MPEG-7 18 L1

Texture Intensity moments IM None 4 L2
Texture Cooccurence matrix CM None 48 L2
Texture Tamura feature TF None 3 L1

Texture Homogeneous texture descriptor HTD MPEG-7 62 L1
Texture Edge histogram descriptor EHD MPEG-7 80 L1

Table 5.2: Overview of the considered visual low level features grouped into color and texture types
as well as standard (MPEG-7) and non-standard ones.

tures is concisely described in the following sections and the corresponding references are
provided.

Average color (AC)

The average color (AC) is the simplest color feature, which corresponds to the mean of the
color distribution within an image. While it is very efficient for uniform regions it usually
provides a rather poor description of regions with complementary colors.

Given an image P with its pixels pijk the first statistical moment (mean) m1
k for an indi-

vidual channel k ∈ [1, K] is defined as

m1
k =

1
W × H

H

∑
i=1

W

∑
j=1

pijk (5.4)

The resulting feature vector fAC is simply the concatenation of the means of the individual
channels given as

~fAC = (m1
1, m1

2, . . . , m1
K) (5.5)

with the dimensionality D = K.

The two parameters that influence the extraction are the color space and the number of
channels used to represent the image.

Since the average color describes the color distribution only by the mean it is only suit-
able to describe regions with homogeneous colors or gradients. It is a rather rough descrip-
tion and does not consider any spatial information.
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Color moments (CM)

The major idea of color moments [Stricker and Orengo, 1995] is to consider the color distri-
bution of an image region as a probability distribution. Since probability distributions can
be characterized by statistical moments, the colors of an image region can also be described
by these moments.

Given an image P with its pixels pijk and the mean m1
k (see equation (5.4)) for the channel

k, the other statistical moments mh
k of order h can be computed as

mh
k =

(
1

W × H

H

∑
i=1

W

∑
j=1

(pijk −m1
k)

h

) 1
h

(5.6)

Usually only the first 4 moments are considered, which are mean m1
k , standard deviation m2

k ,
skewness m3

k and kurtosis m4
k . These moments are extracted for each of the K color channels

and concatenated into a feature vector ~f represented as

~fCM = (m1
1, m2

1, m3
1, m4

1, . . . m1
K, m2

K, m3
K, m4

K) (5.7)

with the dimensionality D = K× H.

The parameters for the color moment extraction are the used color space, the number of
channels K, and the number of computed moments H.

Color moments provide a robust and compact representation of the color distribution of
an image. Since they do not consider any spatial information, they only describe the present
colors without considering their spatial arrangement.

Color histogram (CH)

Color histograms [Swain and Ballard, 1991] are one of the basic approaches for modeling
the color distribution within an image.

To create a color histogram the color space is quantized into a set of predefined bins
B for each color component. That can be either done individually for each channel which
does not consider the correlation between them or jointly over all color channels. After
partitioning the feature space, the probabilities for each bin are computed by counting the
number of pixels that fall within each of the bins. Since each of the pixels belongs only
to a single bin, this is often referred to as crisp histogram. Another way is to use fuzzy
histograms [Siggelkow, 2002] where each pixel contributes to each bin with a certain amount
that is computed based on a membership function. The nature and the dimensionality of
the feature vector ~fCH differs for the different channel combination schemes. Individual
histograms~hk are concatenated in the following way

~fCH = (~h1,~h2, . . . ,~hK) (5.8)
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Figure 5.6: Two images with similar color distributions but different spatial structure. While the
left one contains only very small homogeneous regions, the right one consists of a few large ho-
mogeneous regions. While the color histogram is not able to distinguish between these two spatial
distributons, the color coherence vector allows this by splitting the histogram into a coherent and an
incoherent part.

which leads to a feature vector dimensionality D = K × B. In the case of a joint histogram
~h, the feature vector is simply defined as

~fCH =~h (5.9)

with the dimensionality D = BK.

The extraction of a color histogram can be influenced by several parameters including
the used color spaces, the number of bins per channel, the combination of the channels
(either independently or jointly) and the assignment of the pixels to the bins (crisp or fuzzy).
For the body description only histograms with joint channels and crisp memberships are
considered.

Depending on the number of bins, color histograms are a quite precise way of approx-
imating the color distribution within an image. Color channels can be either modeled in-
dependently or jointly by considering correlations between the different channels. Like the
average color and the color moments, the color histogram does not consider any spatial
information.

Color coherence vector (CCV)

Since color histograms lack any spatial information regarding the color distribution, Pass
and Zabih [1996] have proposed the color coherence vector (CCV) which incorporates spa-
tial information into a color histogram. This is done by classifying pixels as either coherent
or incoherent and creating an individual color histogram for each of the classes. This allows
to distinguish between images with similar colors but different spatial distributions, as it
can be seen in figure 5.6.

The extraction is similar to that of a color histogram. First of all the colors are quantized
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into a predefined number of bins B. The next step classifies the pixels within each bin into
coherent or incoherent pixels. Therefore, adjacent pixels corresponding to an individual bin
b are grouped together using connected component labeling (see section 3.2.3) which leads
to a set of regions r. Each pixel i is then classified as coherent or incoherent based on the
area ai of its region ri as

ci =

coherent if ai > â

incoherent else
(5.10)

for each of the bins b this leads to a pair of coherent pixels cb and incoherent pixels c̄b which
is called the coherence pair. Clearly, the total number of bins hb = cb + c̄b is equal to a bin in
the corresponding color histogram. The final feature vector ~f is simply the concatenation of
the coherence pairs of all the bins b, defined as

~fCCV = (c1, c̄1, c2, . . . , cB, c̄B) (5.11)

with the dimensionality D = 2× B for a joint color channel quantization with B bins.

The extraction of a color coherence vector can be influenced by the same parameters as
the color histogram. Furthermore, the neighborhood for the connected component labeling
(4 or 8) and the threshold for coherence classification can be set.

The color coherence vector is a simple extension to the color histogram that includes
spatial coherency information by splitting the histogram into two parts. Thus, it provides a
rather rough description of the spatial characteristics.

Color spatiogram (CS)

A color spatiogram (CS) [Birchfield and Rangarajan, 2005] can be seen as a generalization of
a color histogram which includes spatial information for each histogram bin in form of spa-
tial mean and covariances. Thus it can be seen as a compromise between a color histogram
that does not capture any spatial information and a color template which links color values
and locations directly.

Again, the extraction is similar to that of a color histogram. First of all the colors are
quantized into a predefined number of bins B which leads to the zero order spatiogram
(histogram) nb. Furthermore, the mean vector ~µb and the covariance matrix Σb of the cor-
responding pixel coordinates (x, y) are computed for each bin b. Instead of the covariance
matrix Σb only the standard deviation vector ~σb can be used, which treats the coordinates
independently. Each bin b is then represented by a 5-tuple (nb,~µb,~σb). These tuples are
combined into a feature vector ~f defined as

~fCS = (n1, n2, . . . , nB,~µ1,~µ2, . . . ,~µB,~σ1,~σ2, . . . ,~σ3) (5.12)

with the dimensionality D = 5× B.
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Figure 5.7: Extraction of the MPEG-7 scalable color descriptor (SCD) [Manjunath et al., 2002]. A 256
bin color histogram is nonlinearly quantized and the scalability is achieved through Haar encoding.

The extraction of a color coherence vector can be influenced by the same parameters as
the color histogram. Furthermore, different types (full, diagonal, equal) of the covariance
matrix can be used.

The color spatiogram combines the description of the color distribution with the spatial
distribution by modeling the spatial characteristics of each histogram bin with a multivariate
Gaussian distribution. Hence, it does not only provide information regarding the coherency
of each quantized color but also about the location.

Scalable color descriptor (SCD)

The scalable color descriptor [Manjunath et al., 2001] defined in the MPEG-7 standard com-
bines a color histogram with a color space and a color quantization descriptor.

For the extraction, the HSV color space is uniformly quantized into 256 bins with (16/4/4)
levels for the individual components. The histogram values are truncated into an 11 bit
integer representation which is further compressed into a non linear 4 bit representation.
In order to make the representation scalable the 256 bin representation is encoded using
a Haar transform, where each subset of Haar coefficients corresponds to a histogram of
(128,64,32,16) bins (see figure 5.7). Furthermore, also the magnitude of the different compo-
nents can be scaled by considering different number of bits reaching from 1–8 bits. Depend-
ing on the number of coefficients C this results in a feature vector ~fSCD with the dimension-
ality D = C.

While the extraction itself does not require any parameters, the representation allows to
choose between different number of Haar coefficients C.

The scalable color descriptor is merely a color histogram in the HSV color space where
the number of bins is scalable due to the Haar transform based encoding. Like the color
histogram it does not contain any spatial information.
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Figure 5.8: Extraction of the MPEG-7 color structure descriptor (CSD) [Manjunath et al., 2002]. The
color structure is a generalization of the color histogram that applies a structuring element to distin-
guish between different spatial color distributions.

Color structure descriptor (CSD)

The MPEG-7 color structure descriptor (CSD) [Manjunath et al., 2001] aims at describing
local structure within an image using a structuring element. In contrast to a color histogram,
it represents both the color distribution and the local spatial structure of the color within an
image. This is achieved by counting the number of times a particular color is present within
the structuring element while scanning the image.

Colors are represented in the HMMD color space, which is non-uniformly quantized
into different number of bins (184,120,64,32). In order to compute the CSD an s × s struc-
turing element scans the image in the way that it visits every position in the pixel grid and
always lies entirely within the image. At each position a histogram is updated on the basis
of which colors are present within the structuring element. Thereby the actual number of
pixels of color does not matter, since only present and not present are distinguished which
is illustrated in figure 5.8. It is interesting to note that the CSD may be viewed as a gener-
alized color histogram since it is reduced to that when a 1× 1 structuring element is used.
The resulting feature vector ~fCSD is built from the normalized histogram values with the
dimensionality D = B varying with the number of bins.

Since the HMMD color space is chosen by default and the size of the structuring element
is set to 8x8 only one parameter is remaining. The number of histogram bins is set to 32.

The color structure descriptor is comparable to the color coherence vector but uses a
structuring element to analyze the spatial coherency of colors within local neighborhoods.

Color layout descriptor (CLD)

The color layout descriptor (CLD) [Manjunath et al., 2001, 2002] is a very compact and effi-
cient representation of the spatial color distribution of an image. It is especially useful for
fast sketch based retrieval, image filtering and visualization.
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Figure 5.9: Extraction of the MPEG-7 color layout descriptor (CLD) [Manjunath et al., 2002]. The
color layout descriptor can be seen as a color template within the frequency domain.

The extraction, illustrated in figure 5.9, starts by converting the image into YCbCr color
space and subsampling the image into a 8x8 grid. Thereby, each block is represented with
the average color of its pixels. The discrete cosine transform (DCT) is applied individually
to each of the color channels, which leads to a series of DCT coefficients ~c. After applying
a zig-zag scan a few low frequency coefficients from each channel are selected. The final
feature vector ~f is composed of the coefficients in the following way

~fCLD = (~cY,~cCb,~cCr) (5.13)

The color layout descriptor can be seen as a color template in the YCbCr color space
that directly combines color and spatial information. The transformation into the frequency
domain allows to discard higher order frequencies which are usually not important.

Intensity moments (IM)

Intensity moments are an adaptation of the color moments to grayscale images. The extrac-
tion is similar to that of a the color moment with a single color channel. While the first order
moment (mean) m1 is computed according to equation (5.4), the higher order moments mh

are computed as defined in equation (5.6). The resulting feature vector with the dimension-
ality D = 4 is defined as

~fIM = (m1, m2, m3, m4) (5.14)

Intensity moments are comparable to color moments extracted from grayscale images.
While they describe the brightness and the contrast, they provide no information regarding
the directionality or coarseness of a texture.

Grayscale cooccurence matrix (GCM)

In contrast to the first order statistics of the intensity histogram, Haralick [1979] proposed to
extract second order statistics based on so called grayscale cooccurrence matrices (GCM).

A GCM is defined as a matrix of probabilities pv(i, j) at which two quantized gray level
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values i and j are separated by a vector v(φ, d) defined by the angle φ and the distance d
as it is shown in figure 5.10. For each of the v displacement vectors another matrix is built
which allows to capture different texture characteristics. From each GCM various features
can be computed, that can be categorized into texture characteristics, statistics, information
theoretic and correlation measures [Haralick, 1979; Gotlieb and Kreyszig, 1990]. The most
commonly used features are

f 1
v = ∑

i,j
pv(i, j)2 (Energy) (5.15)

f 2
v = ∑

i,j
pv(i, j) log pv(i, j) (Entropy) (5.16)

f 3
v = ∑

i,j
(i− j)2 pv(i, j) (Contrast) (5.17)

f 4
v = ∑

i,j

pv(i, j
1 + |i− j| ) (Homogeneity) (5.18)

which are extracted for each of the GCMs defined by a displacement vector v. All computed
measures are are combined into a feature vector in the following way

~fGCM = ( f 1
1 , f 1

2 , . . . , f 4
V , . . . , f 4

1 , f 4
2 , . . . , f 4

V) (5.19)

with the dimensionality D = 4×V.

The features derived from the cooccurence matrix are influenced by certain parameters
including the number of quantization levels B, the number of displacement vectors V de-
fined by varying the angle φ and the distances d.

GCM derived features describe the second order statistics between different intensity
values.

Tamura features (TF)

Tamura et al. [1978] proposed texture features that correspond to the human visual percep-
tion. They defined six textural features (coarseness, contrast, directionality, line likeness,
regularity, and roughness) and compared them to psychological measurements of humans.
They found that especially the first three correlate strongly with the human perception.

Coarseness has a direct relationship to the scale and repetition of a texture and was seen as
the most fundamental texture feature by Tamura et al. [1978]. If an image contains textures
at different scales, coarseness aims to describe the largest macro texture, even if smaller
micro textures exist. The extraction starts by averaging the image at every point (x, y) over
neighborhoods of different sizes 2k × 2k which is written as

Ak(x, y) =
x+2k−1−1

∑
i=x−2k−1

y+2k−1−1

∑
i=y−2k−1

p(i, j)/22k (5.20)
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Figure 5.10: Extraction of the grey level cooccurence matrix (GCM). Given a quanitzed image a
grayscale cooccurence matrix measures the probability that two intensity levels within an image are
separated by a certain angle and distance.

(a) Coarseness (b) Contrast (c) Directionality

Figure 5.11: Illustration of the different Tamura features for some samples. The perceptually inspired
measures describe certain aspects of a texture. The coarseness measures the scale of the largest tex-
ture within an image. The contrast measures the intensity difference within an image. The direction-
ality allows to distinguish between directed and undirected textures.

Then at each point the absolute horizontal and vertical difference Eh
k and Ev

k between aver-
ages of non overlapping neighborhoods on opposite sides of the point (x, y) are computed
as

Eh
k (x, y) = |Ak(x + 2k−1, y)− Ak(x− 2k−1, y)| (5.21)

Ev
k (x, y) = |Ak(x, y + 2k−1)− Ak(x, y− 2k−1)| (5.22)

For each point one then picks the largest from these two differences and determines the best



86 5 Body recognition

fitting scale S(x,y) defined as

S(x, y) = argmax
k

max
d={h,v}

Ed
k (x, y) (5.23)

Finally the coarseness measure is the average over 2S(x,y) computed as

f1 =
1

W · H
W

∑
x=1

H

∑
y=1

2S(x,y) (5.24)

Contrast aims to capture the dynamic range of the gray levels within an image and the
polarisation of this distribution regarding black or white. The first is measured using the
standard deviation σ of the gray levels and the second is described by the kurtosis α4. Both
are combined into the contrast measure defined as

f2 =
σ

αz
4

(5.25)

with the factor z experimentally determined to be 1/4 [Howarth and Rüger, 2004].

Directionality measures not the orientation itself but the presence of orientation in the
texture. That is, two textures differing only in the angle are considered to have the same di-
rectionality [Deselaers, 2003]. To extract the directionality the horizontal and vertical deriva-
tives ∆h and ∆v are computed by convolution of the input image with the two kernels

kh =

−1 −1 −1
0 0 0
1 1 1

 kh =

−1 0 1
−1 0 1
−1 0 1

 (5.26)

from which the magnitude |∆| and the angle φ are computed as

|∆| = (|∆h|+ |∆v|)/2 (5.27)

φ = arctan(∆v/∆h) + π/2 (5.28)

The distribution of edge angles φ is described with a histogram hD by considering only
points with edge magnitudes |∆| greater than a threshold and quantizing the corresponding
angles. The directionality can be computed from this histogram by measuring the sharpness
of its peaks p as

f3 = 1− r · np

np

∑
p

∑
φ∈wp

(φ− φp)
2 · hD(φ) (5.29)

with the number of peaks np, the position of the pth peak φp and its range wp, and the
normalization factor r.
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Figure 5.12: Illustration of the different Gabor filters used for the extraction of the MPEG-7 homo-
geneous texture descriptor (HTD) [Manjunath et al., 2002]. It distinguishes between 6 linearly quan-
tized angles and 5 logarithmically quantized scales.

These features are combined into a feature vector of dimensionality D = 3 defined as

~fTF = ( f1, f2, f3) (5.30)

Several parameters influence the extraction of the Tamura features. The coarseness is
influenced by the neighborhood sizes which are defined by the factor k. The contrast is
influenced by the exponent z which is set to 1/4. The directionality is influenced by 3 pa-
rameters including the number of histogram bins B, the threshold |∆| and the normalization
factor r.

The Tamura features are a small set of features that correspond very well to the human
visual perception. Each of these features describes another aspect of a texture including
coarseness, contrast and directionality. Nevertheless they do not consider information re-
garding the spatial layout of multiple textures.

Homogeneous texture descriptor (HTD)

The homogeneous texture (HTD) [Manjunath et al., 2001, 2002] describes the texture of a
region using the mean and deviation of the energy from a set of frequency channels. There-
fore, the 2D frequency plane is partitioned into 30 channels as shown in figure 5.12. While
the frequency partitioning is uniform along the angular direction it is non uniform along the
radial direction.

The first two features of the homogeneous texture descriptor are the mean µ and the stan-
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dard deviation σ in the image space which correspond to the first two intensity moments.
The other features are computed in the frequency space. Therefore, each of the individual
channels shown in figure 5.12 is modeled as a Gabor function [Manjunath and Ma, 1996].
Based on the frequency layout and the different Gabor functions, the energy mean esr of
the channel with the angular index r ∈ {0, 1, . . . , 5} and the radial index s ∈ {0, 1, . . . , 4} is
defined as the log scaled sum of the squared Gabor filter responses of the image defined as

esr = log (1 + psr) (5.31)

psr = ∑
ω

∑
φ

(Gsr(ω, φ)|ω|P(ω, φ))2 (5.32)

with the Gabor filter function Gsr and the Fourier transform of the image in the polar fre-
quency domain P. In a similar way the energy deviation dsr is computed for each channel
as

dsr = log (1 + qsr) (5.33)

qsr =

√
∑
ω

∑
φ

(
(Gsr(ω, φ)|ω|P(ω, φ))2 − psr

)2
(5.34)

This computation can be efficiently performed using the Radon transform [Jain, 1989], which
is defined as the integral along a line with the angle φ and the distance ω to the origin. Given
that, the 1D Fourier transform of the image at angle φ is equal to the slice at angle φ in the
2D Fourier transform of the image, the Radon transform allows to reduce the computational
complexity considerably. The feature vector has a dimensionality D = 2 + 2× 6× 5 = 62
and is defined as

~fHTD = (µ, σ, e0,0, e0,1, . . . , d0,0, d0,1, . . .) (5.35)

Since the frequency layout (angles and distances) is already predefined there are no free
parameters remaining.

The HTD describes the direction and the scale of homogeneous textures, which allows
to distinguish between textures of different orientation or coarseness. In the case of inho-
mogeneous textures the results are difficult to interpret.

Edge histogram descriptor (EHD)

The edge histogram descriptor (EHD) [Won and Park, 1997; Park et al., 2000] describes the
local edge distribution by building a histogram over different edge types (vertical, horizon-
tal, 45◦, 135◦ and non-directional) individually for each of the blocks within a predefined
grid.

The extraction of the edge histogram descriptor is straightforward. First of all, the im-
age is subdivided into subimages i for which individual histograms are extracted. Each
of these subimages is further subdivided into a predefined number of blocks j which are
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Figure 5.13: Extraction of the MPEG-7 edge histogram descriptor (EHD) [Manjunath et al., 2002].
The images is subdivided into 16 blocks and for each block a histogram of different edge types is
extracted.

classified into one of the 5 edge types and combined into a histogram hi(e) of edge types
e ∈ v, h, u, d, n. For the classification each block is subsampled into a 2x2 macro block and
several edge detectors corresponding to the different edge types are applied. Given the fil-
ter responses of the different edge types for a single block, the strongest one is considered
to be dominating edge. If the corresponding strength exceeds a predefined threshold this
edge type is considered within the histogram. Otherwise, if the block contains no edges
it does not have an influence on the histogram. The individual local edge histograms are
concatenated into the feature vector defined as

~fEHD = (h1, h2, . . . , h16) (5.36)

with the dimensionality D = 16× 5 = 80.

The extraction of the edge histogram descriptor can be influenced by several parameters.
The first one is the number of subimages which is predefined to 4× 4 = 16. The number
of blocks for the edge classification is set to 1100 which is equal to 33 blocks per dimension.
The last parameter is the threshold for classifying a block as edge or non edge which is set
to.

The EHD describes textures based on the local analysis of edges and gradients. It allows
to distinguish between different spatial layouts of multiple textures.
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5.2.3 Recognition

As already discussed in chapter 4 recognition in this work may refer to several related tasks
including matching, clustering and classification.

Body matching refers to measuring the dissimilarity between two body descriptions. For a
feature extracted from a certain body part the distance between two descriptions can be com-
puted by several distance measures described in section 3.3.1. Depending on the type of fea-
ture certain distance metrics are more suitable than others. Table 5.2 provides an overview
of the recommended distance measure for each feature.

Body clustering describes the process of grouping similar body descriptions together. This
can be used to automatically determine the number of distinct costumes from a set of images
or videos that may correspond to certain teams or groups in sports or surveillance. Any of
the clustering methods described in section 3.3.4 is suitable for this task and the optimal
choice depends largely on the task and the data. Clustering is used to create a human visual
thesaurus for visual person search in chapter 9.

Body classification predicts a category for a body description based on trained category
models and a classification rule. This can be used for several tasks, including occlusion
handling, camera handover and determining the group (team) of persons. Any of the clas-
sification approaches described in section 3.3.5 can be applied.

5.2.4 Fusion

Information fusion maybe used to improve the performance of the different body recogni-
tion tasks by combining complementary information available within the body descriptions.

This includes mainly two different types of information: a set of different representations
(whole, head, upper, lower) and a set of visual low-level features (color and texture).

From this set of information channels (parts, features) a subset can be selected based on
different criteria. The first way is to combine all or a predefined set of representations, which
may improve the results. The second way is to apply feature selection techniques (BIS, SFS)
described in section 3.3.2 to select an optimal subset of the available visual features based on
a performance criteria. The third way is to select the reliable representation based on some
a priori knowledge provided by the body detection or the application itself.

Given the selection the final question is how to fuse the information channels. Therefore
any fusion method described in section 5.2.4 is applicable. Nevertheless, only score level
fusion in form of score combination rules (min, max, sum, product) will be considered here.

5.3 Experiments

The goal of the following experiments is to assess the performance of the body recognition
module in terms of the different representations and features. The first step is to compare
the different methods for the component extraction with each other regarding their accuracy



5.3 Experiments 91

Figure 5.14: Samples of the Neckermann Database with a large variety of costumes with different
colors, textures and shapes.

and reliability for a large variety of costumes. The second step is to evaluate the different
representations and features for the recognition tasks in order to select the most appropriate
channels for this task. Furthermore, the fusion of both parts and features will be explored.

5.3.1 Dataset

Neckermann database

The Neckermann Database (see section A.2.1 for more details) contains 42 images of humans
with as many different costumes from an online fashion shop. Since it contains only one
sample per costume it is not suitable for the evaluation of the body recognition performance.
On the other hand, the large variety of costumes with different colors, textures and shapes
(see figure 5.14 for some samples) allows to comprehensively evaluate the different body
representation approaches.

Free Character Database

The Free Character Database (see section A.2.2 for more details) contains 216 images of hu-
mans with 54 costumes in 4 views (frontal, left, back, right) with a uniform background.
Since each of the 4 views can be treated as a sample it may be used for evaluating body
recognition approaches. It also contains a large variety of different costumes reaching from
sports over casual to business (see figure 5.15 for some samples).

5.3.2 Evaluation

Representation

The extraction of the individual body parts can be evaluated as a recognition problem (see
section B.4 for more details), where each pixel is classified as head, upper or lower body.
Given a set of pixel-wise ground truth and predicted region maps, shown in figure 5.16, a
confusion matrix is derived from which the accuracy (recognition rate) is computed.
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Figure 5.15: Samples of the Free Character Database with a large variety of costumes reaching from
sports over casual to business.

Recognition

The body recognition has been evaluated as recognition problem (see section B.4 for more
details). Therefore the cumulative match characteristic (CMC) curve is computed based on
the pair wise match scores between a training and a testing set. The top rank score of the
CMC curve is equal to the recognition rate of a 1 nearest neighbor classifier (see section 3.3.5)
trained on the training set.

5.3.3 Results

Representation

The goal of this set of experiments is to assess the performance of the different segmentation
approaches for the component based representation (see section 5.2.1). All the experiments
are based on the Neckermann Database since it contains a large variety of costumes with dif-
ferent colors, textures and shapes. The performance has been assessed subjectively through
visual samples and objectively by considering the extraction as a segmentation problem.

Figure 5.16 provides a subjective comparison between the different approaches by show-
ing representative segmentation results along with the manually defined ground truth (fig-
ure 5.16a) used for the objective evaluation. The top-down approach (figure 5.16b) is based on
horizontal boundaries at fixed vertical positions. Thus the segmentation accuracy depends
largely on the size of the individual components. The bottom-up approach (figure 5.16c) is
not based on any predefined boundary shape and thus more precise for a large number of
cases. Nevertheless it is not very robust in cases where two body parts have a similar color
or texture. In these cases two components may be partially merged which results in a very
poor segmentation accuracy. The hybrid approach (figure 5.16d) is also based on horizontal
boundaries but the vertical position is adjusted based on the appearance of the body parts.
Thus it achieves a precision that is between the bottom-up and the top-down approach. On
the other hand, it inherits the reliability of the top-down approach.

The subjective results are supported by the objective evaluation based on the comparison
of the ground truth and the predicted segmentation maps. Figure 5.17 provides a compar-
ison of the different approaches based on a boxplot of the accuracy. The highest median



5.3 Experiments 93

(a) Ground truth (b) Top-down

(c) Bottom-up (d) Hybrid

Figure 5.16: Visual samples of the different body modeling approaches. While the bottom-up ap-
proach provides the best segmentation accuracy it is not very reliable in the presence of visually
similar clothes. The best tradeoff between accuracy and reliability is achieved by the hybrid ap-
proach.

accuracy is achieved by the bottom-up approach (95%) closely followed by the hybrid ap-
proach (94%) and the top-down approach (91%). On the other hand, the number of outliers
for the bottom-up approach us much higher than for the two other approaches which shows
the descreased reliability of this approach. Based on these results the hybrid approach was
chosen since it provides the best tradeoff between accuracy and reliability.

Recognition

The goal of this set of experiments is to assess the performance of the different represen-
tations and the different visual descriptors for body recognition. Furthermore, the fusion
of several representations and descriptors is explored. All the experiments are based on
the Free Character Database since it provides multiple samples for each costume in various
views.

The goal of the first experiment is to assess the performance of the individual descrip-
tors and representations for the body matching task. Table 5.3 provides an overview of the
performance across the different descriptors grouped by type (color, texture) and standard
(non, MPEG-7) over the different representations. It is important to note that the extraction
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Figure 5.17: Objective evaluation of the different extraction approaches for the component based
body representation. The objective evaluation confirms the subjective results. While the bottom up
approach achieves the highest accuracy it is not very reliable which is documented by the outliers.

of the MPEG-7 descriptors is only defined for rectangular images or regions and the exten-
sion to arbitrarily shaped regions is not straightforward. The current system is based on
the aceToolbox developed within the aceMedia1 project, which extends the MPEG-7 XM2

software to arbitrarily shaped regions described by a binary segmentation mask. Unfortu-
nately, the extraction of the texture descriptors does not work for all possible region shapes
and sizes, which prevents a reliable evaluation. These cases are excluded. In general, the
performance of the color features is much higher than that of the texture features. Consid-
ering the best features of each group for the upper body, the color coherence vector and the
edge histogram descriptor achieve a recognition rate of 0.975 and 0.198, respectively. Al-
though the recognition rate of the texture descriptors is quite low it is well above a random
guess of 1/54 = 0.018. The performance of the standard and non standard features is com-
parable. For some body parts the non standard descriptors even outperform the standard
ones, e.g. for the whole body the CSD and the CCV achieve a recognition rate of 0.753 and
0.957, respectively. A deeper analysis of the color features shows that those considering spa-
tial information (CCV, CS, CLD) achieve a higher performance for the whole body than for
the individual body parts while it is the opposite for those without spatial information (AC,
CM). This is caused by the fact, that individual body parts usually have a more uniform
color than the whole body. The performance varies quite considerably over the different
representations which can be ranked in the following way: whole body, upper body, lower
body and head. While the performance of the whole, upper and lower body is quite com-

1http://www.acemedia.org/
2http://www.lis.e-technik.tu-muenchen.de/research/bv/topics/mmdb/mpeg7.html

http://www.acemedia.org/
http://www.lis.e-technik.tu-muenchen.de/research/bv/topics/mmdb/mpeg7.html
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Feature Whole Head Upper Lower

Average color 0.537 0.043 0.617 0.420
Color moments 0.512 0.043 0.272 0.228
Color histogram 0.938 0.389 0.833 0.821
Color coherence vector 0.957 0.352 0.827 0.802
Color spatiogram 0.691 0.333 0.605 0.617

Intensity moments 0.296 0.031 0.179 0.130
Coocurence matrix 0.117 0.043 0.123 0.062
Tamura features 0.043 0.019 0.080 0.062

Color layout 0.735 0.117 0.574 0.586
Color structure 0.753 0.216 0.870 0.710
Scalable color 0.173 0.086 0.302 0.099

Edge histogram – 0.105 0.198 0.210
Homogeneous texture – – – –

Table 5.3: Body matching performance of the individual features across the different body parts. The
highlighted values correspond to the best performance of the individual feature.

parable it drops considerably for the head due to the lower discriminability. The difference
between the upper and the lower body can be explained by the different amount of color
and texture variations among these two body parts.

The goal of the second experiment is to explore the fusion of complementary features
as described in section 5.2.4 and its influence on the body recognition performance. Due
to the extraction problems mentioned above only the non standard descriptors have been
considered. Since the number of available descriptor and thus the number of possible com-
binations is quit large different feature selection have been used to determine the set of
descriptors that are fused. Table 5.4 provides the cumulative top rank score for the different
feature selection (All, BIF, SFS) and score fusion (min, max, prod, sum) methods across the
individual body parts. By comparing it to the best features in table 5.2 several observations
can be made. While the performance actually decreases when all features are fused (e.g.
from 0.957 to 0.932 for the whole body) a performance gain is achieved with the different
feature selection methods (e.g. from 0.957 to 0.963 and 0.975 for BIF and SFS respectively).
The performance gain is larger for SFS than for the BIS since it considers also the comple-
mentarity of the features. The ranking of the different body parts remains the same as for
the single features. Depending on the body part the best performance is achieved either by
the sum (W, U, L) or the max rule (H).

The goal of the third experiment is to investigate the fusion of the different represen-
tations as described in section 5.2.4 and its influence on the body matching performance.
Table 5.5 offers a comparison of different part sets and fusion methods across the standard
visual descriptors. By comparing it to the performance if the features across the individual
parts in table 5.2 several things can be observed. The influence of the part fusion on the per-
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Selection Fusion Whole Head Upper Lower

All min 0.370 0.037 0.253 0.222
All max 0.796 0.383 0.747 0.802
All prod 0.840 0.130 0.735 0.636
All sum 0.932 0.309 0.784 0.827

BIF min 0.957 0.389 0.833 0.821
BIF max 0.957 0.420 0.833 0.846
BIF prod 0.957 0.395 0.833 0.852
BIF sum 0.963 0.414 0.864 0.901

SFS min 0.957 0.389 0.833 0.821
SFS max 0.957 0.426 0.833 0.846
SFS prod 0.957 0.395 0.864 0.870
SFS sum 0.975 0.414 0.864 0.901

Table 5.4: Body matching performance for different feature fusion methods across the different body
parts. The highlighted values correspond to the best performance of each body part.

Parts Fusion AC CM CH CCV CS IM CM TF

WHUL min 0.568 0.438 0.821 0.778 0.710 0.148 0.086 0.056
WHUL max 0.488 0.154 0.926 0.932 0.586 0.148 0.142 0.111
WHUL prod 0.852 0.525 0.951 0.963 0.821 0.148 0.198 0.111
WHUL sum 0.790 0.321 0.963 0.975 0.833 0.148 0.222 0.117

HUL min 0.488 0.290 0.728 0.716 0.654 0.148 0.080 0.049
HUL max 0.475 0.117 0.926 0.932 0.580 0.148 0.142 0.117
HUL prod 0.796 0.358 0.951 0.957 0.796 0.148 0.173 0.086
HUL sum 0.728 0.185 0.963 0.969 0.809 0.148 0.167 0.111

UL min 0.568 0.321 0.784 0.772 0.691 0.148 0.099 0.049
UL max 0.759 0.259 0.957 0.963 0.673 0.148 0.130 0.123
UL prod 0.802 0.377 0.944 0.944 0.747 0.148 0.130 0.080
UL sum 0.796 0.315 0.957 0.957 0.784 0.148 0.117 0.111

Table 5.5: Body matching performance for different part fusion methods across the different features.
The highlighted values correspond to the best performance of each feature.

formance varies considerably between the different features. While a significant gain can be
achieved for some features, e.g. for the AC the cumulative match score increases from 0.617
(U) over 0.796 (HUL)and 0.802 (UL) to 0.852 (WHUL) by 0.235, the gain is much smaller
for other features, e.g. for the CCV the CMS changes from 0.957 (W) over 0.957 (UL) and
0.963(HUL) to 0.975 (WHUL) by 0.018. The ranking of the features is comparable to the in-
dividual body parts although the quantitative difference between the complex and simple
features decreases. Depending on the feature and the parts either the sum or the product
are the optimal fusion methods.
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5.4 Conclusion

5.4.1 Summary

An original method for appearance based body recognition has been developed, that de-
scribes the human body at different levels (holistic, components). Given a binary segmenta-
tion mask that describes the whole body, different methods (top-down, bottom-up, hybrid)
for segmenting it into the individual components (head, upper body, lower body) have been
developed. For the visual description of these body parts a large number of color and tex-
ture features with different characteristics and complexity have been considered. The use of
the resulting hierarchical body model has been discussed for typical recognition tasks, such
as matching, clustering and classification. In order to increase the robustness of the body
recognition the fusion of features and parts has been explored. While an optimal subset of
features is found using feature selection techniques, predefined sets of parts are fused.

Within an extensive set of experiments the performance of both the component extrac-
tion and the body recognition has been evaluated on representative databases. For the body
representation the hybrid method provides the best tradeoff between segmentation accuracy
and reliability. The body matching experiments have shown that very good performance
can be achieved by either complex features (e.g. CCV) applied to the whole body or simple
features (e.g. AC) applied to the individual body parts and fusing them. That corresponds
quite well to the human visual perception, which has been shown to process information
both holistically as well as part based.

5.4.2 Future work

Although the developed body recognition module allows to distinguish persons quite reli-
ably based on the body appearance, it may be extended in several directions.

One of the limitations so far is that the body representation can only be extracted for
persons in a standing pose, which is by far the most usual one. Nevertheless, it is possible to
include a more sophisticated motion and shape based body model to extract the individual
body parts. On the other hand, the application of these models is typically very complex
and may not influence the overall body recognition performance that much.

Another challenge that has not been explored so far, is the influence of illumination
changes onto the body description and thus on the body recognition performance. Although
several features that have been considered are insensitive to moderate illumination changes
illumination compensation methods (color constancy, contrast stretching) may be consid-
ered as a preprocessing step to decrease the influence of illumination variations.

So far only two levels of the body representation have been considered, the first being
only the whole body and the second that consists of head, upper body and lower body.
The parts in both representations may contain a varying amount of skin which influences
the body description. One possible way to handle this would be to apply skin detection
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techniques to detect skin colored pixels and consider them as a separate parts.
As already discussed the fusion step may consider a priori information for an appropri-

ate feature or part selection. This can be supplied by the application itself or by the body
detection module which may provide additional occlusion information. This may used in a
similar way as in the face recognition module (see section 7). In any case the major idea is to
improve the performance of the body recognition by selecting the most interesting or most
reliable body parts.



Chapter 6

Face detection

6.1 Introduction

Face detection as a special case of object detection deals with finding and localizing an un-
known number of faces within an still image or video frame. While humans can fulfill this
task effortlessly, it is not an easy task for a machine since faces are dynamic objects with a
high degree of variability in their appearance [Hjelmas and Low, 2001].

Reliable and precise face detection is even more important because it is the preliminary
step in any face analysis system. Related tasks include facial feature detection, face track-
ing, face recognition and facial expression recognition. Furthermore it is used in a large
variety of applications ranging from visual surveillance over human computer interaction
to biometrics [Hjelmas and Low, 2001].

6.1.1 Related work

Face detection has been a very active research field in the last decades and a large variety of
approaches have been proposed. Several surveys [Hjelmas and Low, 2001; Yang et al., 2002]
provide comprehensive overviews and of this research field.

Hjelmas and Low [2001] review approaches until 2001 and categorize them based on
how a priori face knowledge is used:

Feature based approaches: These approaches incorporate face knowledge explicitly by ap-
plying a knowledge based analysis to previously extracted low level features. Meth-
ods based on low level analysis deal with the segmentation of faces based on pixel prop-
erties such as edges [Craw et al., 1987], intensity [Yang and Huang, 1994], color [Ter-
rillon et al., 2000] and motion [Lee et al., 1996]. In order to resolve ambiguities feature
analysis methods such as feature search [Jeng et al., 1998] and constellation analysis
[Yow and Cipolla, 1997] exploit facial geometry to organize these low level features
into more global concepts. Finally, active shape models including snakes [Kass et al.,
1987], deformable templates [Yuille et al., 1992] and point distribution models [Lanitis
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Figure 6.1: Taxonomies of face detection approaches according to (a) Hjelmas and Low [2001] and
(b) Yang et al. [2002].

et al., 1994] support face deformations due to facial expressions or varying pose.

Image based approaches: Taking advantage of the advances in pattern recognition, image
based approaches address face detection as a classical recognition problem. Unlike
the feature based approach, face knowledge is implicitly considered within the train-
ing stages. Linear subspace methods exploit the fact that faces lie in a small subspace
within the overall image space by applying principal component analysis (PCA) [Turk
and Pentland, 1991a], linear discriminant analysis (LDA) [Hotta et al., 1998], factor
analysis (FA) [Yang et al., 2000], and self organizing maps (SOM) [Takacs and Wechsler,
1997]. Neural networks as a popular pattern recognition technique have been applied to
face detection. Several architectures have been proposed including retinally connected
neural networks [Rowley et al., 1998b], constrained generative models (CGM) [Feraud
et al., 1997], and probabilistic decision based neural networks (PDBNN) [Lin et al.,
1997]. Apart from these two groups, statistical approaches have been applied for face
detection such as support vector machines [Osuna et al., 1997], Bayes decision theory
[Schneiderman and Kanade, 2000], and information theory [Colmenarez and Huang,
1997].

In another survey Yang et al. [2002] reviewed face detection methods for single images
and grouped them into 4 major categories (see figure 6.1):

Knowledge based approaches: They are based on rules which are derived from common
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knowledge about human faces [Yang and Huang, 1994; Lv et al., 2000]. Typically these
rules describe the appearance and the relationship between facial features. The major
problem with this approach is the difficulty to translate human knowledge into a set
of well defined rules, that provide a good tradeoff between generalization and special-
ization. Moreover it is difficult to extend these approaches to detect faces in different
views.

Feature based approaches: can be seen as a bottom up approach that is based on invariant
facial features that can be robustly detected in the presence of varying pose and illu-
mination. Spatial relationships between these features are used to locate faces. One
problem of these methods is that the feature localization may be largely influenced
by illumination, noise and occlusions which makes the later grouping of the features
unreliable. Methods are usually based on edges [Leung et al., 1995], texture [Dai and
Nakano, 1996], skin color [McKenna et al., 1998] or combinations of them [Kjeldsen
and Kender, 1996].

Template matching approaches: They are based on measuring the correlation between pre-
defined face templates and the image. The templates can be either rigid [Sinha, 1994]
or deformable [Lanitis et al., 1995]. While this approach is simple to implement it is
very difficult to deal with variation in scale, pose and shape.

Appearance based methods: They rely on models that are not predefined but learned from
a set of training images, which should capture possible variations of facial appearance.
In general these approaches use techniques from statistical pattern recognition to find
relevant characteristics to distinguish between faces and non faces. These character-
istics are usually modelled in the form of distribution models or discriminant func-
tions. Several machine learning methods have been applied for face detection, includ-
ing principal component analysis (PCA) [Turk and Pentland, 1991a], neural networks
[Rowley et al., 1996, 1998b], support vector machines [Osuna et al., 1997], sparse net-
work of winnows [Roth et al., 2000], naive Bayes classifier [Schneiderman and Kanade,
1998], and hidden Markov models (HMM) [Samaria, 1994].

The two taxonomies summarized above group existing methods based on how they de-
scribe and classify faces. Another way is to distinguish existing approaches based on how
faces are represented [Hsu et al., 2002] into

Holistic approaches: They try to detect faces as a whole and usually have the advantage of
finding smaller faces or faces in poor quality images.

Component based approaches: They are based in individual facial components or features
and their spatial configuration (topology) with the advantage that they can cope better
with different views and partial occlusions.



102 6 Face detection

Method Representation Features Classifier Topology

[Rowley et al.,
1998a]

Holistic Pixel values Neural networks

[Viola and Jones,
2001a]

Holistic Haar like AdaBoost –

[Schneiderman
and Kanade,
2000]

Holistic PCA coefficients,
wavelets

Bayes –

[Lin et al., 2004] Holistic Haar like AdaBoost –
[Heisele et al.,
2003]

Components Pixel values SVM SVM

[Felzenszwalb
and Hutten-
locher, 2005]

Components Derivations of
Gaussians

Energy function Energy function

Table 6.1: Comparison of selected face detection approaches according to the used representation,
features and classification approach. For component based approaches the topology verification is
also considered.

Table 6.1 provides an overview of selected face detection approaches. It compares them
based on several criteria including face representation, visual description and classification
approach. For component based approaches it further considers the method used for topol-
ogy verification.

6.1.2 Challenges

Face detection is a rather difficult task due to the variability of faces itself and the environ-
ment. A robust face detection approach needs to consider the following challenges:

Size: A face detector should be able to detect faces in different sizes. This is usually achieved
by either scaling the input image or the object model. Nevertheless, the size of the
object usually influences the reliability of the detection, since smaller faces are more
difficult to detect than larger ones.

Position: Besides detecting faces in different sizes a face detector should be also able to
detect faces at different positions within the image. This is usually achieved by sliding
a window over the image and applying the detector at each window position. The
choice of the step size directly influences the detection speed and precision.

Number: Most of the face detection approaches are able to detect multiple faces within a
single image. An important issue here is to handle partially overlapping faces. The
standard way to solve this problem is to apply a post filter to remove multiple over-
lapping faces and derive a single representative face.

Orientation: Faces can appear in different orientations within the image plane depending
on the angle of the camera and the face. For 2D data such as images two different
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rotations can be distinguished: An in-plane rotation (roll) is a rotation along the axis
perpendicular to the image plane and leads to a frontal non-upright face. This type
of rotation can be easily handled by rotating the image and applying the frontal face
detector at different angles. Out-of-plane rotations (pan, tilt) are rotations along the
image axes and lead to a non-frontal (half-profile, profile) face. These rotations are
usually handled using multiple detectors, e.g. one detector for frontal and one for
profile faces.

Expressions: The appearance of a face changes considerably for different facial expressions
and thus makes the face detection more difficult. These changes are usually considered
within the training process of the face detector or by using an adaptable model.

Illumination: Varying illumination can be a big problem for face detection since it changes
the appearance of the face depending on the color and the direction of the light. The
performance of skin color based approaches drops significantly if the image is not
white balanced. On the other hand, shadows on parts of the face are similar to occlu-
sions and have a large influence on the performance of appearance based face detec-
tion systems.

Occlusions: Partial occlusions of faces can be caused by objects within the environment (e.g.
poles, persons), objects worn by the person (glasses, scarf, mask), other body parts of
the person (hands) and shadows.

The research within the last years has concentrated on improving the performance of face
detection under different conditions [Yang et al., 2002], including varying illuminations,
poses, expressions. Occlusions are one of the aspects that has been neglected in most of
the developments so far. Nevertheless, they present a major challenge for most of the face
detection approaches, since they are difficult to model.

6.1.3 Objective

The major objective of this work is to develop a face detection approach that can detect faces
robustly even in the presence of partial occlusions. Moreover, to built an occlusion aware face
analysis system, as shown in figure 6.2, it has to provide additional information regarding
the presence and location of occlusions. By using a component based instead of a holistic
approach both goals can be achieved in very flexible way. The developed approach will be
compared to the well known holistic approach by Viola and Jones [2001a] and the limits of
both approaches regarding the different challenges will be explored.

This work has been developed together with Ullrich Mönich1 (TUB) and is partially
described master thesis [Mönich, 2005]. Parts of this work have been published in ICOB
2005 [Goldmann et al., 2005], EI 2006 [Goldmann et al., 2006b], MMSP 2008 [Goldmann
et al., 2008c] and TIFS 2007 [Goldmann et al., 2007a].

1ullrich.moenich@mk.tu-berlin.de

mailto:ullrich.moenich@mk.tu-berlin.de
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Face 
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Face 
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Image Information

Components

(positions, occlusions)

Face

(position, occlusion)
Identity: LG 

Gender: Male

Ethnicity: European

Expression: Neutral

Figure 6.2: Overview of the occlusion aware face analysis system. The face detection module pro-
vides additional occlusion information (presence, location) beside the typical face information (loca-
tion, extent) which is used by subsequent face analysis modules to improve the overall performance.

6.2 Holistic approach

The well known holistic face detection approach proposed by Viola and Jones [2001a] and
its extension by Lienhart et al. [2002] serves as reference for the evaluation.

It is based on techniques from statistical pattern recognition and consists of two parts.
Within the description step Haar features are extracted to characterize the texture of faces.
For the classification a classifier cascade is trained using AdaBoost, which is then used to
classify sub windows as faces or non faces. The following sections provide a brief summary
of this object detection approach in general. More details can be found in [Viola and Jones,
2001a, 2004; Lienhart et al., 2002].

6.2.1 Description

Instead of raw image pixels, low level features are used to describe the image content in
order to decrease the intra class variability (between faces) and simultaneously increase the
inter class variability (between faces and non-faces). Low level features allow to incorporate
domain knowledge which is difficult to learn using a finite number of training samples
[Viola and Jones, 2001a]. Furthermore, feature based systems may operate faster than pixel
based systems.

Haar features

The used feature set consists of several Haar-like features inspired by the Haar basis func-
tions proposed by Papageorgiou [1997]. These features mimic characteristics of the human
visual system (HVS) such as edge, line and center surround responses [Lienhart et al., 2002].
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Figure 6.3: Standard set of Haar features [Viola and Jones, 2001a]: (a-b) single rectangle features, (c)
three rectangle features, and (d) four rectangle features.

Figure 6.4: Extended set of Haar features [Lienhart et al., 2002]: (a-d) edge features, (e-l) line features,
and (m-n) center surround features.

In their original work Viola and Jones [2001a] have proposed a standard set of features
(shown in figure 6.3), including two rectangle features, three rectangle features and four
rectangle features in both vertical and horizontal direction.

Lienhart et al. [2002] have proposed an extended set of Haar features (shown in figure
6.4) by adding center surround features and diagonal directions. They further show that
this extended feature set achieves a better performance than the standard one.

Each of these Haar features f j an be computed as the weighted sum of the pixel sums of
the individual rectangles ri defined as

f j =
N

∑
i=1

wi sum(ri) (6.1)

with the weights wi and the number of rectangles N = 2. The weights w1, w2 of the dif-
ferent rectangles (black and white) have opposite signs and are used to compensate for the
different size of the rectangles which can be written as

− w1 · area(r1) = w2 · area(r2) (6.2)

The feature prototypes shown in figure 6.3 and 6.4 are scaled independently in vertical
and horizontal direction as well as translated across the image region, which leads to a large
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(a) (b)

Figure 6.5: Illustration of the major idea behind integral images: (a) definition of an integral image
and (b) computation of the sum of a rectangle.

and overcomplete2 set of features.

Integral image

Both upright and rotated rectangular features can be computed much faster based on so
called integral images [Viola and Jones, 2001a] or summed area tables [Lienhart et al., 2002].

For the upright case the summed area table SAT(x, y) is defined as the sum of the pixels
I(x, y) of an upright rectangle from the top left corner (0, 0) to the bottom right corner (x, y)

SAT(x, y) = ∑
x′≤x,y′≤y

I(x, y) (6.3)

which can be recursively computed in a single pass over all the pixels. From this the pixel
sum of an upright rectangle ri = (x, y, w, h, 0) can be determined by four table lookups as

sum(ri) = SAT(x− 1, y− 1) + SAT(x + w− 1, y + h− 1)

− SAT(x− 1, y + h− 1)− SAT(x + w− 1, y− 1)
(6.4)

The general idea of the integral image and the computation of the pixel sum of a rectangle
are illustrated in figure 6.5.

For the rotated case a rotated summed area table RSAT(x, y) is computed and used to
determine the pixel sum of rotated rectangles in much the same way [Lienhart et al., 2002].
While the recursive computation of the RSAT requires two passes over all the pixels, deter-
mining the pixel sum requires four table lookups as well.

Furthermore, the integral image supports fast contrast and brightness normalization
within the rectangular regions of the form

I′(x, y) =
I(x, y)− µ

cσ
(6.5)

with the mean µ, standard deviation σ and the factor c = 2. While µ can easily be derived

2A complete basis has no linear dependence between its elements and the same number of pixels as the
corresponding image region. The full set of Haar features is many times overcomplete.
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from the means of SAT or RSAT, σ requires the sum of squared pixels, which can be derived
by computing a second set of SAT or RSAT from I2(x, y). Then calculating σ for a given
window requires only 4 additional table lookups [Lienhart et al., 2002].

6.2.2 Classification

Based on the given feature set and a training set of positive and negative samples the de-
tection is treated as a supervised learning problem. Since the number of features is quite
large and only a subset of them may be required for detecting a certain object (e.g. faces)
a variant of AdaBoost [Freund and Schapire, 1995] is used for selecting appropriate features
and training a classifier cascade.

AdaBoost

AdaBoost, as a special variant of boosting, belongs to the group of ensemble learning meth-
ods [Dietterich, 2001]. The major idea is to built a strong classifier as a combination of several
weak classifiers by iteratively adding weak classifiers and reweighting the training samples
based on the classification performance.

A weak classifier may be a very simple classifier since it is not expected to perform very
well, just a little bit better than random guess. Here a weak classifier hj(x) consists of a
feature f j, an optimal threshold φj that leads to the lowest error rate and a parity pj that
indicates the direction of the inequality sign

hj(x) =

1 if pj f j(x) < pjφj

0 otherwise
(6.6)

Given a set of selected weak classifiers ht(x) a strong classifier takes the form of a per-
ceptron, a weighted combination of weak classifiers followed by a thresholding operation

h(x) =

1 if ∑t αtht(x) ≥ 1
2 ∑t αt

0 otherwise
(6.7)

with the coefficients αt corresponding to the error rates of the weak classifiers ht(x).

The strong classifier is built by iteratively adding the best weak classifier ht(x) of each
iteration t. Therefore the weighted error rates εj for the remaining weak classifiers hj(x) are
computed as

εj = ∑
i

wi|hj(xi)− yi| (6.8)

with the sample xi, its label yi ∈ {0, 1} and weight wi. The weak classifier with the low-
est error rate εt is selected as ht(x) and the corresponding coefficient is computed as αt =

log(1− εt)/εt.
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Figure 6.6: Classifier cascade as a degenerate tree of several classifiers. Within a single stage relevant
subwindows are given to the next stage while irrelevant subwindows are immediately discarded.

In order to guide the learning towards difficult samples the weights of correctly classified
samples are decreased while those of incorrectly classified samples are retained [Viola and
Jones, 2001a]. This is achieved by the following update function

wi,t+1 = wi,tβ
1−ei (6.9)

with the update factor β = εt/(1− εt) and the overall classification error ei = |h(xi)− y(i)|.

Classifier cascade

In order to achieve a certain performance a monolithic classifier still requires a considerable
number of weak classifiers that need to be applied to each of the scan windows. The basic
idea of a classifier cascade is to combine several less complex classifiers sequentially (shown
in figure 6.6) to achieve the same performance while radically reducing the complexity. A
classifier cascade can be seen as degenerated decision tree where each stage is trained to
detect almost all objects of interest (low false negative rate) while rejecting a certain frac-
tion of non objects (high false positive rate). Each stage classifies a scan window as either
relevant or irrelevant. A positive result from a classifier triggers the evaluation of the next
classifier, while a negative result leads to the immediate rejection of the corresponding scan
window. Subsequent classifiers are trained using those examples which pass through all
the previous stages. As a result, later classifiers face more difficult tasks than former ones,
which requires more complex classifiers to achieve comparable performance. But since the
number of scan windows decreases for later stages, the overall complexity is much smaller
than for a monolithic classifier.

Building the classifier cascade is driven by both detection performance and complexity
[Viola and Jones, 2001b]. This leads to an optimization problem that simultaneously mini-
mizes the number of stages as well as the number of weak classifiers and the threshold of
each stage for a given target of true positive rate TPR and false positive rate FPR. For a
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classifier cascade they can be computed as

TPR =
K

∏
k=1

TPRk (6.10)

FPR =
K

∏
k=1

FPRk (6.11)

with the individual rates TPRk and FPRk of stage k. Based on given overall target rates
and the number of stages, the individual target rates of each stage can be determined. For
example, to achieve a overall TPR = 0.9 and FPR = 10−6 with a 10 stage classifier, each
stage needs to have a TPRk = 0.99 (since 0.9910 ≈ 0.9) and a FPRk = 0.3 (since 0.310 ≈
6× 10−6).

The AdaBoost method presented in the previous section is not designed to achieve a high
TPR at the expense of larger FPR. Thus the threshold of each strong classifier is decreased to
reach the individual goals of each stage and finally the overall goal.

6.3 Component based approach

Motivated by recent developments and the human visual perception a component based
face detection method has been developed. Thereby, facial components are detected indi-
vidually and their spatial arrangement (topology) is verified to accept or reject face candi-
dates.

Figure 6.7 provides an overview of the proposed system and its individual steps. In
contrast to other systems, techniques from statistical [Jain et al., 2000] and structural pat-
tern recognition [Bunke et al., 2002] are applied. While the component detection is based
on techniques from the former domain (see section 3.3), the topology verification relies on
concepts from the latter domain (see section 3.5).

Figure 6.8 illustrates the individual steps of the face detection module by showing in-
termediate results. Figure 6.8(a) shows the input image with partial occlusions. Figure
6.8(b) shows the different components detected individually within the component detec-
tion stage. As it can be seen, the nose and the mouth are not detected due to occlusions.
Figure 6.8(c) shows the result of the graph matching stage, where the overlayed face graph
consists of detected (black) and wildcard (white) components. Based on this the size and lo-
cation of the wild card components is estimated as it can be seen in figure 6.8(d). Finally, the
face region is estimated based on the facial components as shown in figure 6.8(e). Although
only two facial components (left and right eye) can be detected by the component detection
stage, the face is properly detected.

The following sections describe the individual steps in more detail.
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Figure 6.7: Overview of the component based face detection method. Within the component detec-
tion steps facial components are detected independently from each other. The topology verification
step selects combinations of these components that resemble a typical face. Finally the face localiza-
tion step estimates the missing components and the face region.

(a) (b) (c) (d) (e)

Figure 6.8: Illustration of the component based face detection method: (a) partially occluded face,
(b) detected components, (c) graph matching with overlayed face graph, (d) estimation of wildcard
components (e) face localization.

6.3.1 Component detection

The goal of the component detection is to detect and localize the major facial components,
including left eye, right eye, nose and mouth. An individual detector is built for each of
the components. All these detectors adopt the same object detection approach described in
section 6.2 and differ only in the used training data which is specific for each component.

The individual components are rectangular image regions defined in relation to the an-
thropometric face regions as already described in section 4.4.

6.3.2 Topology verification

The major innovation of the component based face detection system lies in the way how the
topology of the different facial components is considered for the face detection task. As it
can be seen in figure 6.8(b) the component detection may return too many (e.g. left eye) or
too few components (e.g. mouth). While most of the existing approaches [Mohan et al., 2001;
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Figure 6.9: Facial reference graph with size and distance ratios. Unexpected deviations between the
left and the right side are caused by irregularities in the training images.

Huang et al., 2003] use statistical patten recognition techniques, for modeling the relations
between different components, structural pattern recognition techniques are used here.

Face graph

The topology verification relies on inexact graph matching techniques (see section 3.5),
where a facial reference graph is compared with facial candidate graphs in order to accept or
reject them as possible faces. In general a graph G = (V, E) consists of a finite, nonempty set
of vertices (nodes) V and a finite set of edges E. For modeling faces, the individual compo-
nents are considered as nodes v ∈ V with additional information about the component type
κv and its size σv. Since the aspect ratio of each component type is fixed, only the horizontal
dimension is taken. Each edge e ∈ E represents the Euclidean distance δe = δij between
the centers of different components i and j. Instead of using sizes and differences directly,
ratios are used to obtain scale invariance. The graph is naturally invariant to rotation and
translation.

Reference graph

The topology of a typical face is described by a reference graph GR = (VR, ER) which is
created from a set of sample faces by computing the mean of the individual node sizes and
edge distances. Each sample graph is constructed by considering the size and the position of
manually annotated facial components. The resulting normalized reference graph is shown
in figure 6.9. Given the facial reference graph the goal of the topology verification step is
to find all subgraphs within the large graph constructed from the detected components that
are similar to a typical face.
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Graph construction

The first step after the component detection is to construct a graph from the detected com-
ponents GD. Each facial component becomes a node v ∈ VD and all nodes of different types
κv are connected with an edge e ∈ ED.

For each node pair (i, j) ∈ VD × VD two measures can be defined that represent their
deviation to the corresponding nodes (r(i), r(j)) ∈ VR ×VR in the reference graph GR. The
size deviation is defined as

Σ(i, j) =


σi/σj

σr(i)/σr(j)
− 1 if σi/σj

σr(i)/σr(j)
≥ 1

σr(i)/σr(j)
σi/σj

− 1 if σi/σj
σr(i)/σr(j)

< 1
(6.12)

while the distance deviation is given by

∆(i, j) =


δij/σi

δr(i)r(j)/σr(i)
− 1 if δij/σi

δr(i)r(j)/σr(i)
≥ 1

δr(i)r(j)/σi
δij/σi

− 1 if δi,j/σi
δr(i)r(j)/σr(i)

< 1
. (6.13)

Edges that violate the typical face topology are discarded based on the following crite-
rion

(Σ(i, j) > Σmax) ∨ (∆(i, j) > ∆max ∧ ∆(j, i) > ∆max). (6.14)

The maximum size deviation Σmax and the maximum distance deviation ∆max are selected
in a way that only edges between components belonging to a single face remain. This is
supported by the fact that faces rarely overlap each other and that distances between com-
ponents of different faces usually violate the face topology.

Connected component labeling

The graph GD is still quite large and consists typically of multiple connected components
that correspond to individual faces. The connected component labeling step decomposes
the graph GD into multiple graphs GC

i = (VC
i , EC

i ), that are treated as single face candidates.
Since the following steps are applied independently for each GC

i the index i is dropped in
the following sections. The partitioning helps to increase the speed considerably. Figure
6.10 illustrates that step by showing the graphs before and after the connected component
labeling. For real images the graphs are usually much larger with more nodes and edges.

Graph matching

Each graph GC might consist of a variable number of facial components with different types,
locations, and sizes. The goal of the graph matching step is to find the best matching sub-
graph ĜS with respect to the reference graph GR. Naturally combinations with a low simi-
larity to the facial reference graph should be discarded.
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Figure 6.10: Connected component labeling to split the overall face graph into individual face candi-
dates: (a) overall face graph GD and (b) two connected components GC

1 and GC
2 .

In order to cope with missing and impossible components, a wildcard component v ∈
VW for each type, with VW being the set of all wildcard components, is introduced without
any size or distance information.

From the resulting graph all possible subgraphs GS
i = (VS

i , ES
i ) with four different and

at least two detected components are chosen. For each of them the matching cost

c(GS
i ) = ∑

v∈(VS
i ∩VC)

Υ(v) + ∑
(u,v)∈(VS

i ∩VC)2

B(u, v) + ∑
v∈(VS

i ∩VW)

W(v) (6.15)

is calculated with respect to the reference graph GR. The unary function Υ(v) is used to
measure the dissimilarity based on one detected component. Here, the detection reliability
based on some skin color criteria may be used. The binary function B(u, v) measures dissim-
ilarities based on two detected components, such as size and distance ratios. The function
W(v) measures the costs for missing components (wildcards).

In the actual system, the costs are calculated based the following equations

B(u, v) =

PME if {u, v} /∈ ES
i

αΣ(u, v) + β∆(u, v) else
(6.16)

W(v) = PW (6.17)

Υ(v) = 0 (6.18)

with PME, PW being constant costs for missing edges and wildcard components, respectively.
The constants α, β are used to weight the size and distance ratios. Figure 6.11 depicts the
different cost terms of the overall cost function for all possible numbers of wildcard compo-
nents.
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Figure 6.11: Cost function with unary (gray), binary (dashed) and wildcard (black) cost terms for
different cases: (a) 4 detected components, (b) 3 detected and 1 wildcard component, (c) 2 detected
and 2 wildcard components.
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Figure 6.12: Graph matching with detected (solid) and wildcard components (dashed): (a) before
the graph matching with connected component GC, (b) after graph matching with best matching
subgraph ĜS.

Out of all possible subgraphs GS
i the one with the smallest cost c(GS

i ) is chosen and called
the best matching subgraph ĜS:

ĜS = arg min
GS

i

c(GS
i ). (6.19)

It is considered to be a face if its cost is below the predefined threshold cmax = 21.2 which
was found empirically:

c(ĜS) ≤ cmax. (6.20)

Figure 6.12 illustrates the result of the graph matching step based on the connected com-
ponent GC

2 from figure 6.10. It shows the connected component before the graph matching
(figure 6.12(a)) and the best matching subgraph (figure 6.12(b)).



6.3 Component based approach 115

Wildcard estimation

The best matching subgraph returned from the graph matching step may include several
wildcard components without any size or location information. In order to estimate the face
region reliably the information of all facial components is needed. The missing information
of the wildcard components is estimated based on the detected components, the reference
graph, and the orientation information of the face.

The orientation information is necessary to resolve ambiguities caused by the mirroring
invariance of the graph model that leads to two possible locations for each component. The
orientation o can be computed based on the position of three components p1 = (x1, y1)

T,
p2 = (x2, y2)T and p3 = (x1, y1)

T using the determinant

o = det

(
x1 − x3 x2 − x3

y1 − y3 y2 − y3

)
(6.21)

The rotation angle φ is computed using the law of cosine and the distances within the refer-
ence graph dij by

φ = arccos
d2

12 + d2
13 − d2

23

2d2
12d2

13
(6.22)

The rotation angle φ can be either positive or negative. The correct angle is chosen based on
the orientation o as

φ =

φ if o > 0

−φ if o < 0
(6.23)

Given the rotation angle φ, the position of two detected components ~p1, ~p2, and the dis-
tances within the reference graph d12, d13 the position of the wildcard component ~p3 can be
computed as

p3 =
d13

d12
A(~p2 − ~p1) + ~p1 (6.24)

with the rotation matrix

A =

(
cos φ − sin φ

sin φ cos φ

)
. (6.25)

6.3.3 Face localization

Face estimation

After verifying face candidates based on the topology of their components and estimating
missing (occluded) components, the final step estimates the region of the faces from the
corresponding components. The face region is described by a rectangle~r = (x, y, w, h) where
(x, y) corresponds to its center and (w, h) to its size respectively. The face region is then
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computed as

x = xn (6.26)

y = yn (6.27)

w = 2(xr + xl) (6.28)

h =
2(yr + yl)

2− ym
(6.29)

with the indices r, l, n, m corresponding to the right eye, left eye, nose and mouth.

Postfiltering

While the previous steps have been applied independently for each of the connected com-
ponents GC

i the postfiltering considers the whole set of detected faces. Due to the connected
component labeling stage, it is very unlikely to have overlapping face regions within this
set. Nevertheless, if several face regions overlap the face region with the lowest matching
cost is retained and all other face regions are discarded. This strategy is more suitable than
just taking the median box of the overlapping faces.

6.3.4 Occlusion localization

Due to the component based face detection approach the extension to classify a face and its
components as being occluded or not is straight forward.

Component classification

The best matching subgraph may consist of detected and missing (wildcard) components.
Missing components are usually caused by a large difference between the corresponding re-
gion and the statistical model, which lets the component detection discard this region. This
appearance change can be caused by occlusions or shadows which can be seen as a special
type of occlusion. Given that, a component oc is classified as occluded if it corresponds to a
wildcard component and classified as non occluded if it corresponds to a detected compo-
nent which can be written as

oc =

0 if detected

1 if wildcard
(6.30)

Face classification

The classification of the face as occluded or not is directly based on the component classi-
fication using a simple rule. If at least one component is classified as occluded the face is
considered as (partially) occluded.

o f =
⋃
c

oc (6.31)
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Parameter Value

Positive samples 2029/4058
Negative samples 3000
Symmetry no/yes
Minimum TPR 0.999
Maximum FPR 0.5
Feature set extended
Boosting method Gentle AdaBoost
Weight trimming 0.95

(a)

Parameter Value

Size threshold Σmax 1.45
Distance threshold ∆max 1.25
Missing edge cost PME 10
Wildcard cost PW 10
Size weight α 1
Edge weight β 1
Cost threshold cmax 21.2

(b)

Table 6.2: Optimized parameter set for the component based face detection approach: (a) parameters
for the training of the component detectors (b) parameter set for the topology verification.

Depending on the application the rule can be adapted, e.g. for lip reading a face may
be considered as occluded only if the mouth region is occluded, since eye occlusions would
not effect the performance.

6.4 Experiments

The goal of the different experiments is to assess the performance of the developed compo-
nent based face detection approach (section 6.3) and compare it to the state of the art holistic
approach (section 6.2). Furthermore, the limits of both approaches with respect to the dif-
ferent challenges (size, view, occlusion) will be explored. Finally, the occlusion classification
of faces and their individual components is assessed.

These experiments are based on a set of empirically optimized parameters for the com-
ponent based face detection approach, which are shown in table 6.2. Furthermore, two
versions of the holistic face detector were used. The first one corresponds to the default
face detector (stump based, 24x24 pixels, discrete Adaboost) which is provided within the
OpenCV library3. Unfortunately, no information regarding the training settings is provided.
The second holistic face detector has been trained with same images and settings as the com-
ponent detectors. That these parameters and the used training images are not as optimal for
the face detection, will be shown in the experimental results.

Table 6.3 summarizes the obtained component and holistic face detectors which have
been used within this work. All are based on the same statistical learning approach that
combines Haar features with a Adaboost trained classifier cascade.

3http://sourceforge.net/projects/opencvlibrary/

http://sourceforge.net/projects/opencvlibrary/
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Title Size Adaboost Stages

Right eye 16x16 Gentle 25
Left eye 16x16 Gentle 24
Nose 12x18 Gentle 28
Mouth 26x11 Gentle 26

OpenCV 24x24 Discrete 25
Holistic 24x24 Gentle 22

Table 6.3: Overview of the component detectors (upper part) and holistic face detectors (lower part)
which are all based on the same object detection approach using Haar features and a Adaboost
trained classifier cascade.

6.4.1 Dataset

Similar to other detection tasks, developing and evaluating a face detection method requires
a large amount of data. During the training of the detector positive and negative training
samples are necessary to learn a reliable face model. For the testing a representative dataset
is required to obtain general performance results.

Although, a lot of corpora have been developed for face analysis, it is still difficult to ob-
tain a comprehensive set for developing and evaluating face detection approaches. Several
surveys provide comparisons of available corpora based on certain criteria, including media
type (image, video), number of images, color (color, grayscale), number of subjects, image
size, face size, views (frontal, profile), expressions, illuminations, background. Another very
important criteria for automatic evaluation is the availability of ground truth annotations in
the form of boxes or points describing present faces. Since the annotation of this ground
truth is a very time consuming process only some corpora provide this information.

Table 6.4 provides an overview of available corpora which are suitable for developing
and evaluating face detection approaches together with their characteristics. The corpora
used within the following experiments are shown in the upper part of the table. As already
mentioned several corpora have been used for the experiments. For training the face detec-
tion approaches a combination of the 1512 images from the BioID Face Database and 508
images from the AR Face Database have been used as positive samples, while 19973 images
from the Data Becker 222222 Database have been used as negative samples. For testing the
face detection approaches 143 images from the Corel Gallery Magic 65000, AR Face Database
and Caltech 101 Object Categories have been considered. Although this test set is not very
large it contains a large variety of variations for a comprehensive evaluation. For evaluat-
ing the component/face detection/classification a combination of the well known AR Face
Database (described in section A.2.3) and the novel VISNET II Face Database (described in
section A.2.3) has been used.
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Database Number Color Size Annotation

AR Face Database 3315 RGB 768x576 yes
BioID Face Database 1521 GS 384x286 yes
Caltech-101 Object Categories 450 RGB 896x592 no
Data Becker 222222 20000 RGB 900x900 no
Corel Gallery Magic 65000 65000 RGB 400x400 no
UMIST Face Database 564 GS 220x220 no

ATT Face Database 400 GS 92x112 no
CMU Frontal Face Database 180 GS Different yes
CBCL Face Database 31022 GS 19x19 no
Yale Face Database 165 GS 243x340 no

Table 6.4: Overview of available databases for face detection grouped into considered (upper part)
and discarded (lower part) ones.

6.4.2 Evaluation

Detection

Both the face and the component detection can be treated as a detection problem (see section
B.2 for more details). In order to evaluate both tasks in a similar way, the methodology of the
PASCAL Visual Object Classes Challenge (VOC) [Everingham et al., 2005] has been adopted.

It compares the location of annotated and predicted objects based on their bounding
boxes. To be considered as a detection the ratio ao between the overlapping area of a pre-
dicted box bpr and a ground truth box bgt and the overall area of both boxes defined as

ao =
area(bpr ∩ bgt)

area(bpr ∪ bgt)
(6.32)

has to exceed 50%.

Considering only one-to-one assignments a match matrix between all ground truth and
predicted objects is built. Based on this match matrix a confusion matrix with the number
of true positives (TP), false positives (FP) and false negatives (FN) are derived. Based on
these numbers several measures can be computed including the true positive rate (TPR),
false positive rate (FPR), recall (R), precision (P).

In any detection task one can usually achieve a tradeoff between TP and FP by adjusting
a detection threshold. Decreasing the detection threshold usually leads to an increase of
both TP and FP and vice versa. Based on that, different curves can be derived that show
the tradeoff between the different measures. Receiver operating characteristic (ROC) curves
(see section B.2.1 for more details), are considered here.
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Figure 6.13: Comparison of the individual component detectors using ROC curves. Both eye de-
tectors achieve a higher performance than the nose and mouth detectors due to their more unique
appearance. The considerable difference between the two eyes may result from differences in the
training data.

Classification

The classification of the face and its components as being occluded or not can be treated as
a recognition problem (see section B.4 for more details). Using ground truth and predicted
occlusions a confusion matrix can be built, from which the recognition rate (RR) can be
computed given the correct classifications and incorrect classifications.

6.4.3 Results

Component detection

This section summarizes the results of the facial component detection which is the first step
within the proposed face detection system.

Figure 6.13 shows the resulting ROC curve for the facial component detection. As it
can be seen from the figure, the detection performance of the different facial components
varies considerably. Since the training settings and the amount of training images are similar
for all components, the difference might be caused by the different levels of uniqueness of
the individual component types. Another interesting result is the unexpected difference
between the left and the right eye. With the assumption that both eyes have the same level of
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uniqueness this might be due to variations in the training images, which lead to a difference
in the number of cascade stages between the two eyes as it can be seen in table 6.3.

Face detection

After assessing the performance of the component detectors, this section summarizes the
overall performance of the proposed face detection system. Therefore, the proposed com-
ponent based approach (called graph detector) is compared with two holistic systems. As
reference the system proposed by Lienhart et al. [2003] (called OpenCV detector) is used,
which utilizes a similar approach to our facial component detectors but applies it directly
to the whole face. Since the performance depends a lot on the used training data, another
version of this detector (called holistic face detector) is considered for the comparison that
is trained with the same data as the component based approach.

The idea of the conducted experiments was to measure the overall performance of the
proposed component based detector for partial occlusions, different out of plane rotations
and face sizes. The used database does not contain enough samples for analyzing different
types of occlusions individually.

Figure 6.14 shows the resulting ROC curves of the experiments with the three detectors.
Due to the specific nature of the component based detector it is impossible to generate a
large number of false positives, which results in a ROC curve limited to lower FP. Since the
component detection step already has a very low number of false positives and the con-
nected component detection discards a lot of impossible combinations it is rather difficult to
obtain values for higher FP. Furthermore, the higher FP range is not very interesting since
it is not suitable for real applications. Nevertheless, it is obvious that the component based
approach is far superior to both holistic approaches. It reaches a TPR = 90.8% for FP = 4.
For a similar FP the reference system reaches only a TPR = 63.8%. A TPR = 90% is not
reached until FP = 300. The performance improvement is achieved due to the higher ro-
bustness of the component based approach regarding occlusions (e.g. wearing a helmet,
scarf, sunglasses) and out of plane rotations (tilt, pan). Another interesting result is the big
difference between the two holistic detectors. Since both are based on the same approach,
the difference must be caused by the training settings and the training data.

By comparing the results of the proposed detector and the reference detector (figure 6.14)
with the component detectors (figure 6.13), another interesting fact is discovered. Although
the individual component detectors show a lower performance than the holistic reference
detector, the overall component based detector shows a much higher performance than the
latter one. This improvement justifies the graph based approach for utilizing the topology
in a flexible way.
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Figure 6.14: Comparison of the different face detection approaches based on ROC curves. The pro-
posed component based face detector achieves a much higher performance in the practically relevant
left half of the ROC curve. The large difference between the OpenCV and the holistic detector shows
the influence of a representative training set and parameter tuning on the performance.

Challenges

Additional experiments were carried out in order to analyze the performance of the pro-
posed face detection approach more deeply. For these experiments the graph detector is
compared against the OpenCV detector as the reference.

In the first experiment, the behaviour of both detectors regarding partial occlusions was
analyzed. Partial occlusions can be caused by shadows, hands in front of the face, glasses,
hands, and even other persons. Figure 6.15 presents some typical examples of these different
types of partial occlusions. In general the graph detector (upper row) is able to handle
partial occlusions more reliably than the OpenCV detector (lower row). It seems that the
OpenCV detector depends largely on the type of occlusion and the texture difference of the
occluding object and a typical face. Furthermore, the face localization of the graph detector
in the presence of occlusions is more precise than that of the OpenCV detector, which returns
often slightly shifted regions. The performance of holistic face detectors in the presence of
partial occlusions depends largely on the training stage. If the training set includes partially
occluded faces the detector will more likely detect faces with partial occlusions. On the other
hand, this might also increase the number of false positives. Another way is to train multiple
detectors for each type of partial occlusion as proposed by Lin et al. [2004]. Nevertheless,
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Figure 6.15: Comparison of the face detection approaches for different occlusions based on visual
samples. Upper row: component based approach, lower row: holistic approach. It can be seen,
that the component based approach is both more reliable and more precise in the presence of partial
occlusions.

Figure 6.16: Comparison of the face detection approaches for different views based on visual sam-
ples. Upper row: component based approach, lower row: holistic approach. It can be seen, that the
component based face detector is able to handle larger out-of-plane rotations than the holistic face
detector.

the component based approach provides a more flexible and natural way to handle partial
occlusions.

The goal of the next experiment was to analyze the performance of both detectors for out
of plane rotations (pans). The UMIST face database was used for this experiment. It provides
images of several persons with different panning angles between 0 and 90 degrees. Figure
6.16 presents representative samples for the graph detector (upper row) and the OpenCV
detector (lower row) with different angles (approx. 0, 10, 20, 30, 40, 50 degree). It is impor-
tant to remember that both detectors have been trained for frontal faces only, which enables
a fair comparison. It is obvious that the graph detector can handle much larger out of plane
rotations than the OpenCV detector. While the holistic approach works only up to an angle
of 15 degrees, the component based approach is able to detect faces up to an angle of 45 de-
grees. Although the component based detector is still able to detect faces for larger angles,
the precision of the face localization drops due to the distortion of the facial components and
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Figure 6.17: Comparison of the face detection approaches for different sizes based on visual sam-
ples. Upper row: component based approach, lower row: holistic approach. While the holistic face
detector can detect faces with minimum eye distance of approx. 18 pixels, the component based face
detector requires approx. 27 pixels.

the face region. This experiment shows that a component based approach can handle larger
out-of-plane rotations than holistic detectors. The reason for this is that the appearance of
the whole face changes much more than the appearance of individual facial components.
Furthermore, even if a single component may get occluded (e.g. eye occluded by the nose)
the component based detector is still able to detect the face. The drop in precision for larger
rotation angles suggests its use as prelocalization method and the use of other methods for
finer localization.

The last experiment was conducted to analyze the performance of both detectors for
different resolutions and determine the lower resolution bounds. For this experiment the
images of the UMIST Face Database were subsampled to different resolutions. Figure 6.17
shows representative samples for the graph detector (upper row) and the OpenCV detector
(lower row) with different resolutions (eye distances of 61, 55, 49, 43, 38, 32, 27, 18, 11,
5 pixels). As expected the holistic detector (eye distance of 18 pixels) can detect faces at
lower resolutions than the component based detector (eye distance of 27 pixels). The reason
for this is that the facial components are much smaller than the overall face and a higher
resolution is required to detect them than for detecting the whole face. In conclusion the
component based face detector requires faces with a minimum height of 60 while the holistic
face detector requires faces with a minimum height of 40 pixels. This result for the OpenCV
face detector is comparable to the one already reported by Cucchiara [2005].

Component/face classification

This experiment focuses on the performance of the component based face detection ap-
proach with respect to occlusions. It evaluates not only the performance of the face and
component detection but also the performance of classifying them as occluded or not. The
evaluation has been done on a subset of the AR Face Database (see figure 6.18) and the
VISNET II Face Database (see figure 6.19).
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Figure 6.18: Subset of the AR Face Database with occlusions. From left to right the variations are
1,8,11,14,21,24.

Figure 6.19: Subset of the VISNET II Face Database with real occlusions. From left to right the
variations are 1,2,4,6,8,9,10,11.

The face/component detection/classification performance across the different variations
of the two databases is shown as a pseudo color plot in figure 6.20. By visual inspection sev-
eral observations can be made. The performance of the face detection (FD) is quite high for
faces without and with occlusions. The performance of the component detection (CD) is
not as good due to larger localization error in comparison to the face detection. The perfor-
mance of the face classification (FC) is very good apart from variation 9 of the VISNET II
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Figure 6.20: Performance of the face/component detection/classification tasks over the different
variations of the (a) AR Face Database and (b) VISNET II Face Database. The face (FD) and compo-
nent detection (CD) performance is measured as f-measure (F) while the face (FC) and component
classification (CC) performance as recognition rate (RR).
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Task AR VISNET All

Face detection (FD) 0.978 0.964 0.971
Component detection (CD) 0.896 0.828 0.862

Face classification (FC) 0.963 0.911 0.937
Component classification (CC) 0.897 0.930 0.914

Table 6.5: Overall performance of the different component/face detection/classification tasks for the
AR Face and the VISNET II Face Database.

Database which corresponds to a hand in front of the mouth. Here the visual similarity be-
tween the mouth and the fingers causes the mouth detector to detect a mouth in this region.
Subsequently the face is classified as non occluded, since all components can be detected.
This illustrates a general problem, if the occlusion is visually similar to the occluded region.
For these cases different information (e.g. depth) is required to detect occlusions. The re-
sults of the component classification (CC) are quite promising. The performance is lower for
some variations (11,24) of the AR Face Database and one variation (8) of the VISNET II Face
Database. This is mainly caused by the ambiguity of an occlusion, e.g. beside the mouth a
scarf may cover half of the nose, which is not considered within the ground truth.

A summary of the performance of the different tasks is provided in table 6.5 by first av-
eraging the measures over the variations and finally over the databases. The face detection
achieves an f-measure of over 97% which demonstrates the robustness of the component
based approach regarding occlusions. The localization of the components is not as precise
and leads to an f-measure around 86%. The performance of the face and the component
classification is very promising with recognition rates of 93% and 91% respectively.

6.5 Conclusion

6.5.1 Summary

A novel component based face detection approach has been developed that combines tech-
niques from the statistical and the structural pattern recognition domain in an intuitive way
to detect faces robustly, even in the presence of partial occlusions. Individual components
are detected based on a combination of Haar-like features and an AdaBoost trained clas-
sifier cascade. The spatial configuration (topology) of the detected components is verified
using inexact graph matching techniques. Therefore, the arrangement of facial components
is represented by a graph model that considers size and distance ratios between individual
components. In contrast to other component based approaches that utilize statistical pattern
recognition techniques for the topology verification, the proposed method can handle com-
ponents that have not been detected due to occlusions. Given the position of the individual
components (either detected or estimated) the face region is derived. Beside the location
and extend of detected faces and their components the method provides additional infor-
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mation regarding present occlusions by classifying the face and components as occluded or
not. This information can be used to improve the performance of following face analysis
steps [Goldmann et al., 2008c].

Extensive experiments provide an in depth analysis of the proposed method and a com-
parison with the well known holistic face detection approach by Viola and Jones [2001a]. It is
shown that the component based approach outperforms the holistic approach and achieves
a higher robustness especially in the presence of occlusions and out of plane rotations. Due
to the higher resolution needed by the component detectors, it requires a slightly higher
face resolution than the holistic approach. This result supports the idea of a hierarchical face
analysis approach similar to the human visual perception (see chapter 4 for a discussion) for
improved performance in a large variety of conditions. Furthermore, it is shown that the
component based approach can provide reliable information regarding the presence and
location of partial occlusions by classifying the face and its components as occluded or not.

6.5.2 Future work

Although the experiments show that the proposed face detection approach outperforms the
well known approach by Viola and Jones [2001a] considerably a few directions for future
research are discussed here.

The component detection step plays a crucial role for the overall detection performance.
While the adopted component detection approach is very fast, it is not very precise due
to the Haar-like features that provide only a very rough contrast description of the texture
within an image region. In order to increase the performance of the component detection
more sophisticated texture features such as edgelets [Wu and Nevatia, 2007a], local binary
patterns (LBP) [Ojala et al., 2000] and histograms of oriented gradients (HOG) [Dalal, 2006]
may be used.

Since the component detector scans the image at different positions and scales it usually
returns multiple overlapping detections for each component. The graph matching step han-
dles this problem implicitly by choosing the best matching subgraph which considers only
the best fitting detection of each component. Nevertheless, a large number of subgraphs
with only minor cost differences exists due to the other very similar detections. If the im-
age changes slightly due to noise or illumination another subgraph may be selected as the
best matching subgraph leading to considerable changes in face location and extend. This
can be solved by either fusing multiple detections [Viola and Jones, 2004] before the graph
matching or combining similar subgraphs into a median subgraph [Bunke et al., 2002].

Although the approach has been developed for detecting faces it is generic enough to
be applied for other objects as well. In order to make it trainable for other object classes an
automatic way for selecting the individual components is required. One possible way is to
consider salient points or regions that share a common topology across the different training
samples. Commonly used point detectors are Harris [Harris and Stephens, 1988], Laplacian
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[Lindeberg, 1998], and difference of Gaussians (DoG) [Lowe, 2004]. The local image regions
around these points can be described by means of scale invariant feature transform (SIFT)
[Lowe, 2004] or shape contexts [Belongie et al., 2001].



Chapter 7

Face recognition

7.1 Introduction

In recent years face recognition has received substantial attention from researchers in bio-
metrics, pattern recognition and computer vision. This common interest among researchers
from diverse fields is motivated by the fact that facial appearance is one of the major clues for
humans to identify each other. Besides, there are a large number of applications that require
face recognition technology, including automated surveillance, access control, mugshot iden-
tification, human computer interaction and multimedia search and retrieval.

The general goal of face recognition is to describe the facial appearance of persons in a
robust way to recognize their identities. Beyond this biometric task, facial appearance can
also be used to recognize the gender or ethnicity of a person and to estimate her age (see
figure 7.1 for some examples).

Like any other face analysis task, face recognition has to cope with the common chal-
lenges (pose, illumination, expression, occlusions, aging). The major problems for face
recognition are caused by the relation between inter and intra subject variations. On the
one hand, the inter subject variations can be quite small due to the similarity of appearance
across individuals (see figure 7.2). On the other hand, large intra subject variations can occur
due to different poses, illuminations, expressions and partial occlusions (see figure 7.3).

(a) (b)

Figure 7.1: Face recognition beyond determining the identity of a person. (a) gender recognition,
and (b) ethnicity recognition.
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(a) (b)

Figure 7.2: Small inter subject variations of faces between twins (a) and non twins (b).

(a) (b) (c) (d)

Figure 7.3: Large intra subject variations of faces in relation to a neutral face (a) due to illuminations
(b), expression (c), and partial occlusions (d).

7.1.1 Related work

Since face recognition has been a very active research field for almost two decades, a large
number of methods have been developed. Several surveys [Heseltine et al., 2003; Lu, 2003;
Phillips et al., 2005; Zhao et al., 2000, 2003; Zhou and Chellappa, 2006] have been published,
that review and compare existing approaches according to different criteria.

The most recent survey from Zhao et al. [2003] provides an in depth review of the face
recognition domain until 2003. Existing approaches are grouped into image and video based
approaches depending on the media type which is considered as shown in figure 7.4(a). Im-
age based approaches are further subdivided based on the face representation into holistic, fea-
ture based and hybrid approaches. Considering the used information video based approaches
can be subdivided into spatial, spatiotemporal and multimodal methods.

Lu [2003] focuses on image based approaches and categorizes them into appearance and
model based approaches as shown in figure 7.4(b). Appearance based approaches are solely
based on the image data and do not consider intermediate 3D models. They are further
subdivided into linear approaches based on principal component analysis (PCA) [Turk and
Pentland, 1991a], linear discriminant analysis (LDA) [Belhumeur et al., 1997], and indepen-
dent component analysis (ICA) [Bartlett et al., 1998] and nonlinear approaches using kernel
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Figure 7.4: Taxonomies of face recognition approaches according to (a) Zhao et al. [2003] and (b) Lu
[2003].

principal component analysis (KPCA) [Schoelkopf et al., 1998], ISOMAP [Yang, 2002], and
local linear embedding (LLE) [Roweis and Saul, 2000]. Model based approaches construct
a face model that allows to capture the different variations. Prior knowledge about human
faces as heavily utilized to design the model. Interesting approaches include elastic graph
bunch matching (EBGM) [Wiskott et al., 1997], active appearance models (AAM) [Cootes
et al., 2001] and 3D morphable models (3DMM) [Vetter and Blanz, 2003].

Following the taxonomy of Zhao et al. [2003] the different categories will be reviewed
and some representative approaches for each them will be discussed below

Image based approaches

As the name suggests these approaches are developed for single images but can be also
applied to videos by considering frames independently. Many approaches have been pro-
posed during the past decades, which makes a categorization based on used techniques
rather difficult. Thus image based approaches can be categorized based on how faces are
represented:

Holistic approaches: These approaches usually consider the whole face region for the recog-
nition. Correlation based methods [Brunelli and Poggio, 1993; Nefian, 1996] are the sim-
plest approach, where the matching takes directly place in the image space of the face
as a bidirectional array of intensity values. These methods have some well known dis-
advantages, including the sensitivity to illumination changes, the large computational
and storage costs. In order to decrease the feature dimension, several feature reduc-
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tion techniques have been applied to face recognition. The so called eigenface ap-
proach by [Turk and Pentland, 1991a,b] applies the principal component analysis (PCA)
to reduce the feature dimensionality while retaining most of the relevant information.
Several extensions have been developed including selfeigenfaces [Torres et al., 2000],
two dimensional PCA [Yang et al., 2004] and probabilistic subspaces [Moghaddam
et al., 1998]. Bartlett and Sejnowski [1997]; Bartlett et al. [1998] have proposed two
architectures based on the independent component analysis (ICA) by either finding sta-
tistically independent basis images or coefficients (factorial codes). Belhumeur et al.
[1997] applied the linear discriminant analysis (LDA) and called their approach fisher-
faces. After mapping the features into an intermediate subspace using PCA, classical
LDA is applied to obtain the final subspace. Since the face manifold can not be en-
tirely described using linear models, kernel PCA (KPCA) [Schoelkopf et al., 1999] has
been applied for face recognition by Yang [2002]. This approach was extended by Kim
et al. [2002] which combined the KPCA based feature extraction with a support vec-
tor machine (SVM). Since face recognition is essentially a supervised learning tasks,
various techniques from this domain have been considered. Several neural network
based (NN) approaches have been developed for face recognition. A neural network is
an interconnected group of artificial neurons that uses a computational model to pro-
cess information. Lin et al. [1997] use a probabilistic decision based neural network
(PDBNN), which is an extension of a decision based neural network with a mixture
of Gaussians as discriminant function. The system by Lawrence et al. [1997] is based
on convolutional neural network (CNN). More recently support vector machines (SVM)
have been used for face recognition [Guo et al., 2000]. The approach uses eigenfaces
for the representation and linear SVM’s for the classification. A face recognition ap-
proach based on Bayesian decision theory has been developed by Shakhnarovich and
Moghaddam [2004]. It distinguishes between intra and extra personal variations and
computes the a posteriori probability using the Bayes rule.

Feature based approaches: These approaches usually extract local features or components
(e.g. eyes, nose, mouth) and their location, shape and appearance are fed into a struc-
tural classifier. Hidden Markov models have been applied for face recognition. Nefian
and Hayes [1998] developed a framework for face recognition based on pseudo2D
hidden Markov models (P2DHMM). Motivated by the natural order of facial compo-
nents (hair, forehead, eyes, nose, mouth) the face is divided into vertically overlap-
ping blocks. For each of the blocks lower dimensional features are extracted using
Karhunen Loeve transform (KLT) and feed to a left right 1D continous HMM. Wiskott
et al. [1997] have developed a face recognition system based on elastic graph bunch
matching (EBGM). It is based on the dynamic link architecture (DLA) [Lades et al., 1993]
which models an object as an adapted graph with nodes located at fiducial points. The
individual nodes are described using a set of Gabor jets with different orientations and
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scales. For each of the subjects an elastic bunch graph is built, that simultaneously de-
scribes the appearance and location of these fiducial points.

Hybrid approaches: Comparable to the human visual perception, these methods consider
both global and local descriptions for the recognition. Pentland et al. [1994] extended
the standard eigenface approach [Turk and Pentland, 1991a] to modular eigenspaces.
The general idea is apply the original approach to several facial features (eyes, nose,
mouth) and combine the scores by a cumulative sum. Penev and Atick [1996] pro-
posed to use local feature analysis (LFA) for face recognition. LFA is a biologically in-
spired feature analysis technique that considers topographical information for feature
reduction. A sparsification process selects the best topographic set based on the re-
construction error. An active appearance model (AAM) [Cootes et al., 1998] combines the
statistical description of a shape and an appearance model. Matching the model to
an image involves finding the model parameters that minimize the difference betwen
the image and the synthesized model projected onto the image. Edwards et al. [1998]
were the first that applied the AAM for face recognition. A single AAM is fitted to
the training images of all persons. The resulting model parameters are projected into
a discriminant subspace and a prototype for each person built.

Video based approaches

More recently video based face recognition has emerged as a new research field [Zhao et al.,
2003]. In comparison to image based face recognition it offers several advantages. Abundant
image data can be used to select “good views” to perform recognition. The temporal conti-
nuity established by tracking can be used to compensate facial expression and pose changes.
Multimodal informaton (face, speech, captions) can be used to increase the robustness of the
recognition task. Nevertheless it brings along some inherent challenges. In general the qual-
ity (resolution, sharpness) of a video is much lower than that of images. This usually leads
to face regions with smaller size and less details.

Existing approaches can be categorized depending on the type of information that is
considered for the recognition:

Spatial approaches: Methods belonging to this category apply one of the classical image
based approaches individually to each frame and combine the scores of multiple frames
to improve the overall results. McKenna and Gong [1998] developed an access con-
trol system based on face recognition. Moving objects are detected and tracked based
on clustering of spatio temporal zero crossings and Kalman filtering. Faces within
these object are detected and tracked using radial basis function (RBF) networks. Face
recognition based on principal component analysis (PCA) or linear discriminant anal-
ysis (LDA) is applied individually for each frame and the decisions for a tracked object
are combined over time using a probabilistic voting scheme.
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Multimodal approaches: Beside the visual modality these methods consider also other mo-
dalities (speech, captions) to obtain more reliable recognition results. A person authen-
tication system for an ATM scenario was developed by Choudhury et al. [1999]. The
recognition module consists of a speaker recognition and a face recognition module,
which are combined by a fusion module. The face recognition module is based on the
probabilistic eigenface approach [Moghaddam et al., 1998]. The speaker recognition
module uses Mel frequency cepstrum coefficients (MFCC) and hidden Markov models
(HMM). A Bayesian network is applied for combining the output of both recognition
modules.

Spatiotemporal approaches: These methods exploit spatial (facial appearance) and tempo-
ral (facial motion) information simultaneously for face recognition. Zhou et al. [2003]
proposed a system that considers these spatio- temporal characteristics for the recog-
nition. While most other approaches deal with the uncertainties in face tracking and
recognition separately, their system performs both tasks simultaneously. A time series
state space model characterizes both the motion and the identity using a motion vector
and an identity label. The joint posteriori probability is estimated at each time instant
using a sequential importance sampling and propagated to the next time instant.

7.1.2 Challenges

While most of the face recognition approaches discussed above work quite well in well
controlled scenarios, face recognition in uncontrolled scenarios is still difficult [Zhao et al.,
2003; Zhou and Chellappa, 2006] due to various challenges. They will be discussed below
along with methods to cope with them:

Illuminations: The illumination problem is caused by different lighting (direction, inten-
sity, color) which changes the facial appearance quite considerably. The difference
induced by the illumination is often larger than the difference between individuals,
leading to wrong recognition results [Adini et al., 1997]. Existing approaches to handle
the illumination problem can be grouped into 4 categories [Zhao et al., 1999]. Heuristic
approaches such as simple contrast normalization [Moghaddam and Pentland, 1997],
histogram equalization [Sung and Poggio, 1998] and symmetric shape from shading
(SSFS) [Zhao et al., 1998] rely on heuristic methods to compensate for illumination
changes. Image comparison approaches [Adini et al., 1997; Jacobs et al., 1998] consider
different image representations (edges, derivatives, filters) and distance measures to
increase the robustness regarding illuminations. Class based approaches try to model
appearance changes due to different illuminations within the training stage, which
requires a representative set of training samples covering different illumination condi-
tions. Recent approaches include 3D linear subspaces [Shashua, 1997], illumination
cone [Belhumeur and Kriegman, 1998] and spherical harmonics [Basri and Jacobs,
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2003]. In model based approaches a 3D face model is used to synthesize the virtual im-
age from a given image under the desired illumination. 3D morphable models [Blanz
et al., 2002] are one of the methods that follow this approach.

Pose: It is not surprising that the performance of face recognition systems drops signifi-
cantly in the presence of large pose variations. While in plane rotations (roll) can be
easily handled, out of plane rotations (pan, tilt) are a big challenge due to the 3D struc-
ture of the face. Existing approaches can be divided into 3 groups [Zhao et al., 1999].
Multi view approaches such as the template based correlation matching [Beymer, 1993]
and the multi view illumination cone method [Georghiades et al., 2001] require mul-
tiple view images from each person during training and testing. Hybrid approaches
consider multiple view images during the training but operate on single view images
for testing. Well known approaches include multi view eigenfaces [Moghaddam and
Pentland, 1994], eigenlight fields [Gross et al., 2002] and partial PCA/LDA [Rama and
Tarres, 2006]. Finally, single view approaches require only a single image during train-
ing and testing and they are usually based on either view invariant features [Manju-
nath et al., 1992] or frontal view synthesis based on 3D models [Zhao and Chellappa,
2000]. While hybrid approaches have been the most popular up to now, single view
approaches have not received much attention.

Occlusions: While a lot of methods have been proposed for handling different illumina-
tions and views, only a few methods for handling occlusions have been developed.
Nevertheless facial occlusions present a major challenge within uncooperative scenar-
ios such as surveillance or multimedia retrieval. In contrast to illumination and pose
it is rather difficult to model occlusions reliably due to their large variety. Existing
approaches can be grouped depending on the representation of the face which is used
to improve the reliability in the presence of occlusions. One straightforward strategy
is to use a holistic approach but train the system with images of occluded faces. In-
stead of using any knowledge regarding present occlusions these approaches rely on
a representative training set to handle occlusions reliably. The major problem with
this strategy is that occlusions can be very different both in appearance and location,
which makes it impossible train them. Another option is to consider a component based
approach that divides the face into several parts and considers only the parts which
are not occluded. Anyway this requires additional information about the presence
and location of occlusions. Modular eigenspaces [Pentland et al., 1994] are one of the
potential methods, that can be adapted to consider occlusion information. [Martinez,
2002] have developed a similar approach where the face is divided into several local
parts that do not exactly correspond to facial components. Each of these components
is projected to an individual eigenspace and modeled by a mixture of Gaussians. Oc-
clusions are detected by analyzing the distance with the corresponding eigenspace.
Finally, the last strategy for handling partially occluded faces is to use a near holistic
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approach which can be seen as a tradeoff between holistic and component based ap-
proaches. The major idea is to decrease the importance of occluded parts and consider
only the rest of the face for the recognition. Belonging to this category, the lophoscopic
PCA (LPCA) [Rama and Tarres, 2005] is a natural extension of the eigenface approach,
where several models are created through masking occluded parts. Therefore instead
of having only a single eigenspace an individual eigenspace for each type of occlusion
is built. The local feature analysis (LFA) [Penev and Atick, 1996] can be also considered
within this group. It combines the PCA with the analysis of local information around
some critical points of the face.

7.1.3 Objective

The goal of this work is to develop a generic approach for face description and recognition
that can be applied in various application scenarios. Therefore, it needs to cope with the
most prominent challenges within these application domains, which are illuminations and
partial occlusions. Furthermore, the approach should be suitable for several face recognition
tasks, including matching, clustering, and recognition.

This work has been developed together with Toni Rama1 (UPC) who contributed the
lophoscopic PCA part and was involved in the experiments. Parts of this work have been
published in FG 2008 [Rama et al., 2008].

7.2 Approach

In order to reach the objective an appearance based approach was chosen for the descrip-
tion and recognition of faces. Figure 7.5 provides an overview of the proposed method that
consists of 4 major steps. The description step extracts a texture template that is invariant
to translation, scaling and in plane rotations as well as variations in illumination strength
and direction. Based on this template the next step extracts representations of different com-
plexity and adaptability. Since the dimensionality of the resulting feature vectors is usually
quite high, feature reduction techniques are used to reduce the number of dimensions while
retaining the most important information. The resulting face descriptions are then used
within the recognition step to match faces to each other, cluster faces based on similarity, or
predict the identity of a person based on the face. Depending on the representation multi-
ple experts are used to represent a face that can be fused to improve the overall recognition
performance. The following sections describe the individual steps in more detail.

7.2.1 Description

Appearance based face recognition methods typically rely on texture templates, which are
rectangular image patches of predefined size. In order to make it robust regarding pose (in

1tonirama@gps.tsc.upc.edu

mailto:tonirama@gps.tsc.upc.edu
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Figure 7.5: Overview of the face recognition system. Given an image and the location of the face pro-
vided by the face detection module, the face recognition starts by describing th face with a texture
template from which different representations are extracted. Since the resulting feature dimension-
ality is usually quite high feature reduction techniques are applied. Depending on the application,
different recognition tasks are supported, including matching, clustering and classification. Finally,
the individual experts for each of the representations are fused to improve the performance. Within
this step additional occlusion information can be considered for selecting a set of reliable experts.

plane rotation) and illumination variations (strength and direction) two steps are required,
namely geometric transformation and intensity normalization.

Geometric transformation

In order to extract a texture template from the face region, it is transformed using a 2D
similarity transformation, that includes scaling, translation and rotation (see section 3.2.2 for
more details). To compute the 4 parameters of the corresponding transformation matrix at
least 2 point correspondences are needed. Usually only the pupils are considered for the
transformation which is problematic if eyes are occluded and the position of them cannot
be reliably estimated. In order to handle these cases and make the transformation more
reliable, 2 other points (nose tip, mouth center) are additionally considered. If all points
are visible a least square solution can be found for the transformation matrix which is more
robust to localization errors of the components. In the case of occluded feature points only
the visible points are considered for the normalization. Figure 7.6 illustrates the geometric
transformation by showing the face before and after the process.

Intensity normalization

The goal of this step is to make the texture template invariant to illumination changes. This
typically includes the strength, the direction and the color of the light source. Since the
texture template considers only the intensity, different colored light sources will not have a
large influence on it. Thus no color normalization is applied here.

Beside other things, the contrast of an image is largely affected by the strength of the
light. In order to make the texture template invariant to this image enhancement techniques
(see section 3.2.1) can be applied. Two well known techniques for image normalization
are histogram stretching and histogram equalization. While the former technique applies
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(a) (b)

Figure 7.6: Illustration of the texture template extraction by applying a 2D similarity transformation
based on four feature points: (a) input image, and (b) output template.

Figure 7.7: Illumination compensation methods for different illumination directions. From top to
bottom: left side, right side, frontal illumination. From left to right: original image, global illu-
mination compensation and local illumination compensation in horizontal, vertical and block-wise
manner.

a linear mapping function to the image pixels to span the full range of intensity values,
the second technique applies nonlinear mapping functions to give the intensity histogram a
uniform shape. Since the later may suppress important face information, contrast stretching
is applied globally to compensate for varying light strength which can be seen in the first
and the second column of figure 7.7.

Apart from the intensity of the light, the appearance of a face can vary largely with the
direction of the light. This is caused by the 3D structure of the face where depending on the
light direction certain parts cast shadows onto other parts. While this effect is minimal for
frontal or diffuse light, it may be quite large for light from lateral directions as it can be seen
in the first column of figure 7.7.

Since global contrast stretching does not compensate for different illumination direc-
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(a)

(b) (c)

Figure 7.8: Illustration of the different face representations: (a) holistic approach with a single expert,
(b) component based approach with 4 experts, and (c) lophoscopic approach with 11 experts.

tions, local contrast stretching is applied. This can be done by dividing the whole face re-
gion into subregions and applying the contrast stretching independently. The division can
be done horizontically, vertically or block-wise. While the two former are optimal for spe-
cial light directions, block based processing allows to compensate very diverse illumination
directions as it can be seen in the last column of figure 7.7.

7.2.2 Representation

Given the extracted face description in form of the texture template, several face represen-
tations with different focus and complexity can be created. Following the goal of providing
a set of flexible and robust representations, the 3 approaches illustrated in figure 7.8 have
been considered.

The representations are sets of subregions of the overall face that differ in the number
and definition of considered parts (experts). All of them are based on a combination of sev-
eral face regions defined with respect to the overall face region in table 4.1. Given these defi-
nitions, table 7.1 compares the representations based on several criteria including number of
experts, overall feature dimensionality, correlation between experts and fusion possibility.

Holistic

The holistic approach (figure 7.8(a)) represents the face as a whole with a single expert. Thus
it considers all parts of the face as equally important independent of the application or en-
vironmental conditions. It is less flexible than the two other representations but also less
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Approach Experts Dimens. Corr. Fusion

Holistic 1 5625 No No
Components 4 4175 No Yes
Lophoscopic 11 45175 Yes Yes

Table 7.1: Overview of the different representations with interesting characteristics including num-
ber of experts, dimensionality, correlation and fusion possibility.

complex. Theoretically the whole physiognomical face region can be used for the represen-
tation. In practice is it usually better to consider a smaller subregion and discard irrelevant
parts as it can be seen in figure 7.8(a).

Components

The component based approach (figure 7.8(b)) represents the face by 4 experts that corre-
spond to individual facial components (left eye, right eye, nose, mouth). Thus it considers
only the most important structural parts of a face and discards others. The low spatial over-
lap of the 4 components leads to 4 uncorrelated experts, that can be combined quite flexibly
depending on the application or environmental conditions.

Lophoscopic

The lophoscopic approach (figure 7.8(c)) can be seen as the inverse of the component based
approach, where the face is represented by a set of experts corresponding to the different
combinations of masking a maximum of 2 components within the whole face. Each of the
resulting 11 experts than discards different parts of the face as unimportant and considers
the rest. Since there is overlap between the different experts they are largely correlated. De-
pending on the application or environmental conditions they can be combined or a certain
expert can be selected.

7.2.3 Reduction

One of the major problems of any appearance based face recognition approach is that the
extracted texture templates usually consist of a large number of pixels. This problem is illus-
trated in table 7.1 which shows the overall dimensionality of the different representations.
The combination of this large number of dimensions and the usually low number of sam-
ples, may lead to the curse of dimensionality. Thus it is necessary to reduce the number
of dimensions before the recognition step. Several feature reduction methods (see section
3.3.2) have been applied to face recognition, including principal component analysis (PCA),
linear discriminant analysis (LDA) and independent component analysis (ICA). Within the
current system PCA was chosen since it has moderate complexity and does not require any
class information which might not be available in certain applications.



7.2 Approach 141

Given a 2D texture template there are basically two ways how the PCA can be applied
to the data. The standard way is to treat the texture template as single feature vector of size
s = w× h by scanning it row or column wise. This is also referred to as 1D PCA [Turk and
Pentland, 1991a]. Another way, often called 2D PCA [Yang et al., 2004] is to treat either the
rows or the columns of the texture template as feature vectors and apply the PCA only to
one dimension. Although this leads to a more reliable estimate of the principal components
due to the reduced feature dimensionality it also discards spatial information in the other
dimension. Only the 1D PCA is considered within this work.

7.2.4 Recognition

As already discussed in section 4 recognition in this work may refer to several related tasks
including matching, clustering and classification. Thereby this work is restricted to the iden-
tity of a person instead of gender and ethnicity.

Face matching refers to measuring the dissimilarity between two face descriptions. De-
pending on the representation a description may consist of several experts that are com-
pared to each other and fused together. Although any of the distance measures described in
section 3.3.1 may be used for this task the Euclidean distance is the most commonly used

Face clustering describes the process of grouping similar face descriptions together. This
can be used to automatically determine the number of distinct identities from a set of images
or videos. Any of the clustering methods described in section 3.3.4 is suitable for this task
and the optimal choice depends largely on the task and the data.

Face classification usually refers to predicting the identity of a face based on several trained
models and a classification rule. Any of the classification approaches described in section
3.3.5 can be applied.

7.2.5 Fusion

Depending on the representation only a single (holistic) or multiple experts (components,
lophoscopic) are used to describe a face. The output of multiple experts can be combined by
different postmapping fusion methods (see section 3.4.2) to improve the performance of the
face recognition task. Both opinion (max, min and product rule) and decision level (majority
voting) fusion are considered here.

Without any additional information all experts for the component based approach (4)
and the lophoscopic approach (11) are fused equally. Nevertheless, this might not be the
best approach in the presence of partial occlusions or for certain application, since some ex-
perts may be not as reliable or important as others. Therefore additional knowledge such
as occlusion information from the component based face detection approach (see chapter 6)
may be used to improve the reliability of the face recognition. It is used to select a reliable
subset from the set of available experts. For the component based representation which consid-
ers 4 experts representing the facial components, the straightforward way is to take only the
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(a) (b) (c)

(d)

Figure 7.9: Multiple expert fusion for the different face representations with and without a priori
information: (a) input image with occluded (red) and non-occluded (green) components, (b) holistic
representation without fusion, (c) component based representation with fused (green) and discarded
experts (red), and (c) lophoscopic representation with selected (green) and discarded (red) experts.

experts corresponding to non occluded components. For the lophoscopic representation only
the expert corresponding to the present occlusion situation is selected. Figure 7.9 illustrates
that idea for a sample where both eyes are occluded.

7.3 Experiments

The goal of the conducted experiments is to assess the performance of the developed face
recognition approach and the different representations in the presence of partial occlusions.
Furthermore, different fusion methods for combining multiple experts of a single represen-
tation are compared to each other. Finally, the adaptive fusion based on occlusion informa-
tion is explored.

7.3.1 Dataset

Face recognition has received a lot of attention for the last decades. Along with the large
number of methods, several databases for the development and evaluation have been cre-
ated.

A comprehensive review of publicly available databases is given by Gross [2005]. Table
7.2 provides a comparison of considered databases based on several criteria including num-
ber of images, subjects, poses, illuminations, expressions, occlusions, and sessions. While
most of the available databases contain a large variety of poses, illuminations, and expres-
sions only a very small number of realistic occlusions is available. Thus only two databases
(upper part of the table) have been used in the experiments.
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Title Im. Subj. Pos. Ill. Expr. Occl. Sess.

AR Face Database 3536 136 1 3 3 2 2
VISNET II Face Database 4070 37 1 1 3 8 1

Yale Face Database 165 15 1 3 5 1 1
CMU PIE Database 41368 68 13 43 3 0 1
UPC Face Database 1188 44 5 3 3 3 1

Table 7.2: Comparison of selected databases suitable for face recognition based on number of im-
ages, subjects, poses, illumination, expressions, occlusions, and sessions grouped into used (top) and
discarded (bottom) databases.

Figure 7.10: Subset of the AR Face Database with occlusions. From left to right the variations are
1,8,11,14,21,24.

AR Face Database

The AR Face Database (described in section A.2.3) contains 3536 images of 136 (76 male, 60
female) subjects with 22 variations (illumination, expression, occlusion, time). For the exper-
iments only a subset of the database has been used. To study solely the influence of occlu-
sions, only the variations with frontal illumination and neutral expression (1,8,11,14,21,24)
have been considered as shown in figure 7.10 for a single subject. Furthermore, the subset
has been limited to 100 subjects (50 male, 50 female).

VISNET II Face Database

The VISNET II Face Database (described in section A.2.5 contains 4070 images of 37 subjects
(34 male, 3 female) with 11 variations (expressions, occlusions). For the experiments only
a subset of the database with the variations (1,2,4,6,8,9,10,11) have been used as shown in
figure 7.11 for a single subject.

Figure 7.11: Subset of the VISNET II Face Database with real occlusions. From left to right the
variations are 1,2,4,6,8,9,10,11.
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Version Approach Experts Fusion AR VISNET

1 HPCA Single None 0,38 0,70

2 CPCA All Majority 0,52 0,64
3 CPCA All Min 0,32 0,61
4 CPCA All Max 0,48 0,46
5 CPCA All Sum 0,46 0,66
6 CPCA All Product 0,41 0,69

7 CPCA Multiple Majority 0,59 0,70
8 CPCA Multiple Min 0,44 0,69
9 CPCA Multiple Max 0,70 0,74
10 CPCA Multiple Sum 0,72 0,79
11 CPCA Multiple Product 0,67 0,80

12 LPCA All Majority 0,39 0,68
13 LPCA All Min 0,38 0,67
14 LPCA All Max 0,41 0,72
15 LPCA All Sum 0,40 0,69
16 LPCA All Product 0,39 0,68

17 LPCA Single None 0,47 0,74

Table 7.3: Face recognition performance of the versions over the different databases. From top to
bottom: HPCA (1), CPCA without (2-6) and with (7-11) occlusion information, LPCA without (12-
16) and with (17) occlusion information.

7.3.2 Evaluation

While the different recognition tasks (matching, clustering, classification) are usually evalu-
ated in different ways, their relative performance is usually comparable. The same applies
to the different classification scenarios such as verification, identification, and watchlist.

Within these experiments face recognition has been treated as an identification task and
evaluated as a recognition problem (see section B.4). Based on the ground truth and the pre-
dicted labels for the given dataset a n-ary confusion matrix is built, from which the recogni-
tion rate (RR) can be computed.

7.3.3 Results

The goal of this set of experiments is to assess the performance of the different representa-
tions (holistic, components, lophoscopic) and the different fusion strategies (max, min, sum,
product) in the presence of partial occlusions. Furthermore, it is analyzed how the perfor-
mance improves if additional occlusion information is considered within the fusion step.

Based on this 17 versions of the appearance based face recognition approach have been
compared to each other as shown in table 7.3. It summarizes the experiments by providing
the overall performance of the versions for the different datasets. The best recognition rates
for HPCA, CPCA, LPCA without additional information are 38%, 52%, 41% for the AR Face
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Figure 7.12: Face recognition performance of the different versions over the variations of the AR
Face Database. The last row and column provide the average over the variations and approaches,
respectively.

Database and 70%, 69%, 72% for the VISNET II Face Database respectively. With the use
of occlusion information the recognition rates of CPCA, LPCA improve to 72%, 47% for the
AR Face Database and 80%, 74% for the VISNET II Face Database. It is important to note
that these performance measures include occlusions and non occlusions. If only occlusions
are considered the improvement is even higher. In the following a more detailed analysis of
this results for the different occlusion types is presented.

The first experiments is based on the subset of the AR Face Database. Each version is
trained with a single image per person without any occlusion (variation 1) and tested on all
other variations (1,8,11,14,21,24). Figure 7.10 shows the performance of each version over
the different variations as a pseudo color plot. Furthermore, the average performance of
each version over the different variations (last row) and the average performance of each
variation over all the versions (last column) are also provided. By visual inspection several
observations can be made. First of all the performance over the different variations is gen-
erally lower for occlusions (8,11,21,24) than for non occlusions (1,14). This is caused by the
lower amount of discriminative information which makes subjects harder to distinguish.
The performance for session 1 (1,8,11) is generally better than for session 2 (14,21,24) since
samples from session 1 are used for training and the face appearance changes considerably
between the two sessions. Concerning the different versions HPCA is outperformed by
both CPCA (2-11) and LPCA (12-17). It is interesting to see that LPCA performs worse for
the scarf (11,24) than for the sun glasses (8,21) while CPCA achieves similar performance for
both. This is caused by the fact that the scarf covers more than the mouth region of the face.
While the performance of the different fusion methods is quite similar for the LPCA (12-16)
it varies considerably for the CPCA (2-6). Considering the occlusion information within the
fusion step improves the results for both LPCA and CPCA. The individual approaches can
be ranked in the following order: CPCA (10), LPCA (17) and HPCA(1).

The second experiment uses the VISNET II Face Database. Each version is trained with
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Figure 7.13: Face recognition performance of the different versions over the variations of the VISNET
II Face Database. The last row and column provide the average over the variations and approaches,
respectively.

1 image per person without any occlusion (variation 1) and tested on 4 images for each vari-
ation (1, 2, 4, 6, 8, 9, 10, 11). Figure 7.13 shows the performance for each of the versions over
the different variations in a similar way as before. In general the performance is better than
for the AR Face Database, since the number of persons is considerably lower. Furthermore,
it is evident that the performance depends largely on the variation. As expected the best
performance is achieved for faces without any occlusions (1). For occlusions of one compo-
nents (2,4,8,9) the performance is generally higher than for occlusions of two components
(6,10,11). The largest performance drop is caused by the scarf (11), since it covers a large por-
tion of the face. Again the occlusion information improves the results for both LPCA and
CPCA. The overall ranking of the different versions is the same as for the AR Face Database.

7.4 Conclusion

7.4.1 Summary

An occlusion aware face recognition approach has been developed that considers additional
information regarding the presence and location of partial occlusions. It relies on the compo-
nent based occlusion information from the proposed face detection approach (described in
section 6) and selects reliable parts of the face for the recognition. Therefore, an appearance
based face recognition approach has been chosen and different face representations (holistic,
components, lophoscopic) are considered. While the developed method relies on principal
component analysis (PCA) and thus can be seen as an extension to the well known eigen-
face approach it is generic and not limited to this feature reduction technique. The PCA was
chosen to develop a general purpose face recognition approach, that does not require class
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information which may not be available for some tasks such as matching or retrieval. De-
pending on the representation multiple experts are used to describe a face which are fused
together using postmapping fusion. Based on the occlusion information the most reliable
experts are selected from the overall set, which is comparable to the human visual percep-
tion that focuses on visible parts of the face.

Extensive experiments have been carried out to assess the performance of the developed
face recognition system in the presence of partial occlusions. The different representations
have been compared to each other and different post mapping fusion methods have been
explored with and without the use of additional occlusion information. The experiments
show that the best performance can be achieved by the component based followed by the
lophoscopic and the holistic representation. Selecting reliable experts based on the occlusion
information improves the performance considerably for both the component based and the
lophoscopic representation.

7.4.2 Future work

Although a considerable performance improvement can be achieved in the proposed system
by considering occlusion information for face recognition, several directions for future work
are remaining.

As an appearance based approach the proposed method relies on texture templates
which are extracted from the image by applying a 2D transformation to the detected face
region. In order to handle varying illumination contrast stretching is applied globally and
locally. Depending on the conditions other preprocessing methods may be considered [Hes-
eltine et al., 2002] including color normalization, statistical and filtering methods.

Using principal component analysis (PCA) for feature reduction has been largely mo-
tivated by the fact that it is well understood technique for feature reduction and does not
require any class information which may not be available for some tasks, e.g. matching
and clustering. Nevertheless, other techniques, e.g. linear discriminant analysis (LDA) [Bel-
humeur et al., 1997] and independent component analysis (ICA) [Baek et al., 2002], have
been applied to face recognition and shown superior performance with respect to PCA.
Due to the generic nature of the approach, these techniques can be easily incorporated.

Since the conducted experiments use only a single training sample for each person, a
minimum distance to means (MDM) classifier is used which will not be the best method
if multiple training samples are available. In that case, other classification approaches (de-
scribed in section 3.3.5) such as Bayesian classifier (BC) or support vector machine (SVM)
may lead to improved performance.

Currently fusing multiple experts is achieved by unweighted score combination. Since
the reliability of the experts may differ even for non occluded faces weighted score combi-
nation may be considered to improve the results. The corresponding weights can be derived
from the recognition performance of the individual experts. The same applies to the selec-
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tion of experts based on the occlusion information which in the current method can be seen
as an associative switch [Xu et al., 1994]. Depending on the amount of overlap the weight of
each expert may be adapted.



Chapter 8

Multimodal person search

8.1 Introduction

8.1.1 Motivation

With the increasing amount of available multimedia data, efficient systems for searching
and retrieving audiovisual (AV) documents are required. Traditional systems based on key-
words are quite inefficient due to the time consuming annotation as well as linguistic and
semantic ambiguities. Therefore, content based multimedia systems have been proposed
that search and retrieve AV documents based on audio and visual features extracted from
the content itself.

While content based multimedia retrieval has been very active research topic, less work
has been done in the field of person search and retrieval, where the goal is to find audiovisual
(AV) documents or parts of it where a specific person is present in the audio or video stream.
This is especially interesting since persons are one of the most relevant objects within mul-
timedia data. The general idea is the following: given a large set of audiovisual (AV) doc-
uments (e.g. from YouTube1) containing individuals giving talks, the goal is to find and
retrieve the clips of a specific person based on a sample provided to the search engine. Typi-
cal application scenarios of such a system are illustrated in figure 8.1 including official video
podcasts, personal video blogs and broadcast news. For most of these scenarios it can be
assumed that the voice present in the audio stream and the face present in the video stream
belong to the same person.

8.1.2 Related work

As already mentioned little work has been done in the specific field of multimodal person
search and retrieval. Nevertheless, related work can be found in two major areas: content
based multimedia retrieval (see section 2.4) and multimodal biometrics (see section 2.3). The
former deals with the search of multimedia documents without the emphasis on a certain

1http://www.youtube.com/
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(a) (b) (c)

Figure 8.1: Application scenarios for multimodal person search and retrieval: (a) official video pod-
cast (b) personal video blog (c) broadcast news.

object class [Lew et al., 2006]. The latter focuses on the identification of persons based on
different biometric traits such as face, gait, voice and fingerprints [Bowyer et al., 2006]. Some
approaches, e.g. Image Search (Google)2 and Google Portrait (IDIAP)3 find specific persons
within images through a combination of keyword based search and face detection. Another
approach taken by Riya4 combines user tagging and visual analysis of images to support
the search and retrieval of individuals.

8.1.3 Objective

In contrast to these approaches, the goal of this work is to develop a system that combines
audiovisual analysis of humans with content based multimedia retrieval techniques for ef-
ficient search and retrieval of audiovisual content based on the present humans. Another
objective is to explore the performance and limits of such a system with respect to the dif-
ferent modalities and retrieval paradigms.

This work has been developed together with Amjad Samour5 (TUB) who contributed
the audio analysis part, was involved in the development of the overall system and the
conducted experiments. A preliminary version of this work has won the best poster award
at KSPJ 2007 [Samour et al., 2007a] and was published at SAMT 2007 [Goldmann et al.,
2007b].

8.2 System overview

Figure 8.2 provides an overview of the proposed system for multimodal person search and
retrieval. It consists of an online and an offline parts. For a given database the offline part
splits the multimodal data into an audio and a video stream, runs the audio analysis and
the video analysis independently and stores the extracted information in a database. The

2http://images.google.com/
3http://www.idiap.ch/googleportrait
4http://www.riya.com/
5samour@nue.tu-berlin.de

http://images.google.com/
http://www.idiap.ch/googleportrait
http://www.riya.com/
mailto:samour@nue.tu-berlin.de
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Figure 8.2: Overview of the system for multimodal person search and retrieval. Within the offline
phase an audiovisual description of the humans present within the videos is extracted. The on-
line phase starts with an audiovisual example which is compared to the audiovisual models in the
databases. Relevance feedback is used to iteratively refine the search result.

online part itself consists of two steps, a query by example step to start the search process by
providing a sample and a relevance feedback loop to refine the search based on the feedback
provided by the user. Again the audio and video information is treated individually during
the matching and modeling, but finally combined within the multimodal fusion step.

The current system provides a simple web based user interface, shown in figure 8.3, to
select the query sample, display the current result set, and ask the user to provide feedback.
To support the analysis of the different modalities (audio, video, multimodal) the corre-
sponding result sets of the current iteration are provided along the individual columns. For
the evaluation the relevant and irrelevant items for this query are highlighted in green and
red, respectively.

8.2.1 Audio analysis

The goal of the audio analysis part is to retrieve audio segments based on the voice charac-
teristics of a person independent of the spoken content. It consists of an optional speaker
segmentation step which segments the speech stream into individual speaker segments and
a speaker description step that extract suitable audio features to describe each speakers
voice.

Speaker segmentation

The goal of the speaker segmentation step is to divide the audio stream into temporal seg-
ments corresponding to individual speakers. Therefore change points between different
speakers are detected with a metric based segmentation approach similar to the one pro-
posed by Delacourt and Welekens [2000].

The audio stream is divided into frames of 40 ms duration for which well known Mel
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Figure 8.3: Web based user interface (WUI) of the multimodal person search application. The ranking
of the individual modalities are shown along the columns, with the relevant items (green) and the
irrelevant items (red).

frequency cepstrum coefficients (MFCC) [Stevens, 1957] are computed. Given this sequence
of audio features the Bayesian information criterion (BIC) is used to determine speaker
changes. This is achieved by moving a sliding window over the stream and considering
the corresponding features vectors as a single (whole window) or two individual Gaussian
processes (two half windows). Then the decision if the window contains a change point or
not can be interpreted as a model selection problem based on the BIC value. The temporal
segment between two change points is then considered to belong to the same speaker.

Speaker description

The goal of the speaker description step is to extract a robust description of the speak-
ers voice characteristics independent of the spoken content and environmental conditions.
Again, well known MFCCs have been adopted since they provide a compact representation
of the spectral characteristics of an audio signal that resembles the human auditory system.

Given a speaker segment MFCCs are extracted in the same way as in the speaker seg-
mentation by dividing the audio stream into frames of 40 ms length, applying a Hamming
window and computing the power spectrum. The power spectrum is transformed to the
Mel-scale by applying a set of triangular filters. Finally, the discrete cosine transform (DCT)
is applied to compute the cepstral coefficients from the Mel-spectrum leading to a feature
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vector of size 13 for each window. In order to reduce the temporal characteristics of the
spoken content within a segment and to create a robust model of the spectral characteristics
of the speaker’s voice, each speaker segment is described by the arithmetic mean computed
over all the windows.

8.2.2 Video analysis

The goal of the video analysis part is to detect and describe frontal faces in the visual stream
in a large variety of environments. It consists of a face detection step which detects and
localizes visible faces and a face description step that extracts a robust description of the
face which is used for the matching later.

Face detection

The face detection is based on the component based approach described in more detail in
section 6. It has been shown that this approach can not only detect partially occluded faces,
but also detect the location of these occlusions. This additional information may be used to
select non-occluded samples of the persons face to increase the robustness of the retrieval
process.

Face description

The face description is based on the holistic approach described in more detail in section 7
which is an extension of the well known eigenface method proposed by Turk and Pentland
[1991a]. The module developed within chapter 7 has been slightly adapted by considering
a smaller template size (30 × 40 instead of 75 × 100). This was motivated by the lower
face resolution in the VALID Database (see section A) in comparison to the previously used
databases.

8.2.3 Query by example (QBE)

The idea behind the query by example (QBE) paradigm (see section 2.4) for retrieval is that
a user is asked to provide a sample that represents his search intention. This sample is
analyzed in the same way as all the samples in the database and compared to them based
on some criteria.

In the current system each sample is represented by two feature vectors. For each modal-
ity (audio, video) the distances between the corresponding sample and the documents in the
database are computed. Several metrics have been considered for the matching (see section
3.3.1). Initial experiments showed that the euclidean distance provides the best results for the
this task. The individual distance sets are combined in the multimodal fusion step.
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8.2.4 Relevance feedback (RF)

The idea behind relevance feedback (RF) (see section 2.4) is to bridge the semantic gap and
improve the retrieval results by integrating the user into the retrieval process to obtain a bet-
ter estimate of the search intention. RF approaches can be categorized according to several
criteria [Crucianu et al., 2004]. Out of the possible time periods only the current session (cur-
rent and the previous rounds) are considered. From the possible sources only the information
of the current user is considered. The relevance feedback process itself typically consists of a
learning and a selection step. Within the learning step a model of the user’s search intention
is built based on the provided feedback. From the machine learning approaches described in
section 3.3 the single Gaussian model and the support vector machine have been selected,
since they naturally support different types (positive and positive/negative) of feedback.
After the learning step, a selection step determines the items which are returned in the result
set. Selecting the most positive items returns the best matches regarding the user’s search
intention which may not be the best strategy for intermediate iterations. On the other hand,
selecting the most informative items tries to reduce the ambiguities by obtaining feedback
for critical items. In order to allow the user to stop the iterative process at any time when he
is satisfied with the retrieval results, only the former selection criteria is used.

Positive feedback The first relevance feedback strategy considers only positive feedback,
i.e. relevant items to estimate the user’s search intention [Su et al., 2003] (see section 3.3.3
for more details on density estimation). Therefore the relevant items are assumed to follow
a single Gaussian (SG) distribution

p(~x) =
1

(2π)D/2|Σ|1/2 exp
(
−1

2
(~x−~µ)TΣ−1(~x−~µ)

)
(8.1)

with the feature dimensionality D, the mean vector ~µ, and the covariance matrix Σ. These
parameters are estimated from the positive samples provided by the user. The matching
is performed by predicting the likelihood p(~x) for each sample in the database given the
previously estimated model (~µ, Σ).

Positive and negative feedback The second relevance feedback strategy considers both
positive and negative feedback, i.e. relevant and non-relevant items to create a model for
discriminating between them. Therefore support vector machines (SVM) proposed by Vapnik
[2000] (see section 3.3.5 for more details) are adopted which try to find the optimal sepa-
rating hyperplane that maximizes the margin between the two classes. From the different
kernel methods k(x, z) that can be used to map the features into a higher dimensional space
for linear separability, the radial basis function (RBF) is used, since it has been shown to
provide the best performance under various conditions [Guo and Li, 2003]. For matching
the samples of the database to the trained SVM, the distance from the decision boundary
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[Guo and Li, 2003] is used which is defined as

d(~x) =
αk(~x,~z) + β

α~z
(8.2)

with the kernel function k(~x,~z) the support vectors~z, the scaling parameter α, and the bias
β.

8.2.5 Multimodal fusion

Until now audio and video modality have been treated independently. The goal of the mul-
timodal fusion step is to improve the performance by combining this complementary infor-
mation (see section 3.4 for a summary of the information fusion). For increased flexibility
only post mapping fusion is considered here.

As already mentioned in section 3.4, score combination methods require the scores of
the different modalities to have a common range. Therefore, the location and scale of their
distributions is modified to map them into equal ranges. The z-score normalization and its
adaptation the 3-sigma normalization have been proven to be quite reliable and are used here.

The normalized scores (probabilities, distances) of the audio and video modality are
combined by score level fusion methods, since they have been proven to provide a better
flexibility than the other approaches. Several score combination rules are considered within
this work including the product, sum, min, max rule.

8.3 Experiments

Several experiments have been conducted to assess the performance and explore the limits
of the developed multimodal person search system. More specifically the following aspects
have been analysed

• Comparison of unimodal (audio, video) and multimodal system

• Comparison of different query paradigms including query by example (QBE) and rel-
evance feedback (RF)

• Influence of different result set sizes onto the retrieval performance and speed

• Required number of iterations until convergence of the retrieval results

8.3.1 Dataset

While a large number of publicly available datasets exist for general image and video re-
trieval, there is no dataset available for multimodal person search and retrieval. Therefore,
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Figure 8.4: Sample of the VALID Database showing an individual in 5 different environments.

the VALID Database6 (see section A.4.1 for more details) has been adopted for the experi-
ments. Although it is primarily made for developing and evaluating biometric systems, it is
very similar to the chosen application scenario.

The VALID Database consists of 1060 multimedia clips of individuals in head and shoul-
der view saying a short sentence or counting numbers. Each of the 106 persons (27 female,
79 male) is captured in 5 environments (1 studio, 4 office) leading to 10 samples each. Both
the acoustical (noise, reverberation) and visual characteristics (illumination, background)
of the environments are quite diverse, making the data even more realistic for the given
application scenario. Figure 8.4 shows the different environments for a single individual.

8.3.2 Evaluation

The problem of multimodal person search has been evaluated as a retrieval problem (see
section B.3) based on manually annotated ground truth which splits the documents into rel-
evant and non relevant sets. Given a ranked list of the documents in the database provided
by the system, well known retrieval evaluation measures are computed. In order to pro-
vide reliable performance measures each sample (1060 files in total) has been considered as
a query and the results have been averaged.

It is well known, that the policy of the user providing relevance feedback can have a
strong impact on the evaluation results [Crucianu et al., 2004]. It order to provide repro-
ducible results an automatic evaluation process without any real user has been used, that
automatically selects all relevant and all non-relevant items within t given result set. Since
this is less realistic than just marking some samples and even make mistakes, the reported
results can be seen as a upper bound performance, which may not be achieved in reality.
Nevertheless, since the number of relevant item is quite small (only 10 samples) the real
performance will be quite close to this limit.

Generally retrieval measures can be divided into precision/recall and rank measures
(see section B.3 for more details). As the most suitable measures from each category the
average precision (AP) and normalized average rank (NAR) have been used throughout the ex-
periments. The former measures describes the average ratio between relevant and retrieved
items at the position of relevant items. The latter corresponds to the average rank of all the
relevant items normalized over the number of items in the database.

6http://ee.ucd.ie/validdb/

http://ee.ucd.ie/validdb/
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Modality Approach AP NAR

Audio QBE 0.196 0.280
Audio SG 0.425 0.226
Audio SVM 0.803 0.089

Video QBE 0.317 0.126
Video SG 0.633 0.062
Video SVM 0.802 0.036

Multimodal QBE 0.324 0.168
Multimodal SG 0.753 0.087
Multimodal SVM 0.991 0.001

Table 8.1: Performance of the different modalities (audio, video, multimodal) and retrieval ap-
proaches (QBE, SG, SVM) based on two measures after convergence.

8.3.3 Results

Table 8.1 provides a comparison of the different modalities (audio, video, multimodal) and
retrieval approaches (QBE, SG, SVM) by showing the average precision and normalized
average rank after convergence (5 iterations) of the relevance feedback. Comparing the
different relevance feedback approaches with the query by example paradigm a large per-
formance improvement can be achieved across all modalities. For the audio modality the
average precision improves by 0.229 and 0.607 for the SG and the SVM based RF, respec-
tively. For the video modality an improvement of 0.316 for the SG and 0.485 for the SVM are
achieved. The gain is even larger for the multimodal system with 0.429 for the SG and 0.667
for the SVM. Comparing the different modalities to each other shows that the performance
of all retrieval approaches can be improved by combining the audio and video information.
While the improvement is only marginal for the QBE (0.007) it is much larger for the SG
(0.120) and the SVM (0.189). The results are achieved with the optimal score fusion rule for
each of the approaches. While the sum rule is the best fusion method for the QBE and the
SVM, the product rule is the most suitable for the SG.

Figure 8.5 provides a more detailed view of the iterative retrieval process by plotting the
average precision vs. the number of iterations. Iteration 0 actually corresponds to the initial
query by example and iteration 5 to the final retrieval result after convergence reported
in table 8.1. The results are shown for the maximal result set size of 45 items. It can be
seen that the performance for both the SG and the SVM based approach converges after
3–4 iterations. While the video modality achieves a higher performance than the audio
modality for the SG approach, both modalities are comparable for the SVM based approach.
For both approaches the performance increases when audio and video information are fused
to exploit the complementarity.

Figure 8.6 focuses on another aspect of the retrieval process by plotting the average pre-
cision vs. the result set size after 3 iterations. As expected the performance increases for
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Figure 8.5: Performance of the different modalities and retrieval approaches over the number of
iterations for a result set size of 45 items.

15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Result set size

A
ve

ra
ge

 p
re

ci
si

on

Single Gaussian (SG)

 

 

Audio
Video
Multimodal

(a) Single Gaussian

15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Result set size

A
ve

ra
ge

 p
re

ci
si

on

Support vector machine (SVM)

 

 

Audio
Video
Multimodal

(b) Support vector machine

Figure 8.6: Performance of the different modalities and retrieval paradigms over the result set size
for 3 iterations.

larger result set sizes, since more samples are provided as feedback which leads to a better
model of the users search intention. For the SG approach the performance varies about 0.10
over the different result set sizes across modalities. For the SVM approach the variation of
the unimodal systems (0.15) is larger than for the multimodal system (0.05). Nevertheless,
it is interesting to see, that a larger result set size does not improve the performance pretty
much, which allows to reduce the users feedback without large performance drops.

Finally, a short analysis of the users efforts in terms of iterations, result set size and
required browsing time is provided. With the assumption that it takes a user 4 s to play a
single sample and judge it either as relevant or irrelevant, a single iteration for a result set
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size of 25 samples takes about 100 s. Considering 3 iterations as the average, a complete
search and retrieval session takes about 300 s = 5 min. In comparison to manually searching
through all the 1060 items in the database which takes about 4240 s = 70 min the effort is
reduced by factor 14. While the retrieval performance may decrease for larger databases,
the complexity reduction will be even larger.

8.4 Conclusion

8.4.1 Summary

An original system for multimodal person search and retrieval has been developed, that
allows to efficiently search persons within audiovisual clips based on face and voice charac-
teristics. It supports different query paradigms including query by example and relevance
feedback. The relevance feedback can be either positive (one class) based on a single Gaus-
sian or positive/negative (two class) based on a support vector machine. Furthermore, the
audio and video modality are combined to reduce ambiguities and improve the overall per-
formance.

The experiments show that through the combination of relevance feedback and mul-
timodal fusion a very high retrieval performance can be achieved. Regarding the different
relevance feedback approaches the two class RF based on a SVM constantly outperforms the
one class RF based on the SG. Furthermore, by analyzing the performance over the number
of iterations and result set sizes it is shown that for the given database the user effort can be
reduced by factor 14 from the manual to the interactive search.

8.4.2 Future work

Possible future work may go into several directions.
In order to measure the performance on more realistic data, a database of real video

blogs, talks and news may be created. Within this direction it is interesting to explore how
the performance of the system is influenced by different number of samples and individuals.

So far the system considers only a single face sample (image) of the whole video stream
for face recognition, which may be extended too multiple samples to improve the reliability
of the visual part.

In the current system the audio and video modality are fused with equal weights, which
might not be the optimal way. Depending on the performance of each modality under cer-
tain environmental conditions the weights may be adapted based on a priori information.

In order to evaluate the system with a large number of real users, an accessible web
based user interface would be suitable solution. Furthermore, this would allow to assess the
difference between the upper bound and the real performance of such a system.
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Chapter 9

Visual person search

9.1 Introduction

9.1.1 Motivation

With the increasing amount of available multimedia data efficient systems for searching
and retrieving audiovisual (AV) documents are required. Traditional systems based on key-
words are quite inefficient due to the time consuming annotation as well as linguistic and
semantic ambiguities. Therefore, content based multimedia retrieval systems have been pro-
posed that search and retrieve AV documents based on audio and visual features extracted
from the content itself.

Every retrieval process usually starts with query where the user describes his search
intention in a way the search system can interpret. For image and video retrieval a large
variety of query paradigms have been developed including

Query by keyword: This traditional paradigm is directly adopted from text retrieval. There-
fore each image needs to be tagged by a comprehensive set of keywords that can be
automatically extracted from related textual sources such as surrounding text on web
pages or closed captions or manually annotated by users in form of games such as the
ESP Game1 or Peekaboom2. The search itself than matches the query keywords to the
associated keywords of the images and retrieves those that match most of them.

Query by example: Most content based image retrieval systems use this paradigm which
requires a sample that appropriately describes the users search intention. The ma-
jor problem is that for some applications such a sample may not be available which
requires the user to browse the database to find a suitable sample.

Query by drawing: The use of human sketches for specifying a query has been proposed
for for content based image retrieval [Wang et al., 1997; Egenhofer, 1996]. Considering

1http://www.espgame.org/
2http://www.peekaboom.org/
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the difficulty of exact drawing and the need for some artistic skills, this method is only
applicable for a limited set of content such as single objects or shapes. For general
image and video retrieval sketches are too time-consuming and the retrieval results
are usually not exact enough.

Query by concept: Retrieving images or videos based on concepts [Wu et al., 2004] can be
seen as a supervised learning problem, where classifiers (see section 3.3.5) are trained
to detect a predefined set of concepts within the data and label it accordingly. Dur-
ing the search the user may choose a combination of these predefined categories and
images or videos that fulfill this concept will be retrieved.

Query by visual thesaurus: Recently a new query paradigm for content based image re-
trieval has been proposed [Boujemaa et al., 2003] that provides the user with a sum-
mary of the database which is created by grouping items based on their similarity us-
ing unsupervised learning techniques (see section 3.3.4). Given this visual thesaurus, a
user can quickly retrieve images based on a logical combination of these visual words.

The major idea of this work is to explore the query by visual thesaurus paradigm for visual
person search.

9.1.2 Related work

Similar to multimodal person search (described in chapter 8) only little work has been in
the specific field of visual person search. Nevertheless, related work can be found in two
major areas: content based image retrieval and surveillance. The former deals with the search of
images without the emphasis on a certain object class [Lew et al., 2006]. The latter focuses
on the description of persons and their behavior within an environment. In the following
one representative work for each of the categories are summarized.

Boujemaa et al. [2003] proposed the query by visual thesaurus paradigm for general im-
age retrieval to overcome the limitations of the classical query by example approach. There-
fore, an image is segmented into a set of homogeneous regions which are described with
their average color. Given a database all the present images are grouped into several cate-
gories based on their visual similarity using competitive agglomeration clustering. For each
of these categories a prototype is selected that represents the category within the visual the-
saurus. The query is expressed as a set of positive and negative region categories which
can be described as “find images that contains regions like these and not like those”. Given
the images corresponding to the individual region categories the set of retrieved images is
determined by logical rules. This original idea forms the basis for the developed system.

Quite recently, Hansen et al. [2007] developed a system for the automatic annotation
of persons within a surveillance scenario. Beside the height and the gaze direction they
also considered the appearance of a person. Therefore the human body is represented by
3 parts (hair, upper body, and lower body) and each of those parts is described with one
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of 11 predefined color terms [Berlin and Kay, 1969]. The color terms are assigned using a
rule based partitioning of the HSV color space. Given the annotation it is possible to search
for people based on the query by concept paradigm. The major issue of describing the
appearance with a set of predefined terms is that they may not be representative for the
database and the distribution among the classes may be very irregular. In the worst case all
persons may be assigned to a single color only.

9.1.3 Objectives

The objective of this work is to develop an efficient system for appearance based search
of humans in images and videos. In order to support a wide range of applications and
search intentions it considers several channels of information, including the face and the
body of a person described both in a holistic and a component based way. For the search and
retrieval process the query by visual thesaurus paradigm is adopted to provide an intuitive
and efficient way for the user to describe his search intention. The so called human visual
thesaurus is inspired by the way witnesses describe the appearance of involved humans by
splitting it into several parts and choosing among a set of available descriptive terms (see
section 4.2 for more details on this).

Although this work builds on the idea of Boujemaa et al. [2003] it differs in several ways.
Instead of creating a single visual thesaurus for all low level image regions, an individual
visual thesaurus is built for each of the body parts. Considering multiple thesauri requires
also an adaptation of the logical query composition. For the body description we adopt the
average color descriptor but consider 4 different color spaces to find the optimal one for a
perceptual grouping. The face description is based on higher dimensional descriptors which
makes the clustering more difficult. For the visual thesaurus creation 3 clustering methods
with different characteristics are considered. Finally, we provide a comprehensive evalua-
tion of the quality of the human visual thesaurus based on internal and external clustering
evaluation criteria.

An article describing this work will be submitted to ACIVS 2009.

9.2 System overview

Figure 9.1 provides an overview of the proposed system for visual person search based on
a human visual thesaurus. It consists of an offline part and an online part. During the
offline phase the images within a database are analyzed, the bodies and faces of humans are
detected and their appearance is described using several channels. Based on the extracted
descriptions a human visual thesaurus is built by grouping human body parts based on
their visual similarity. Within the online phase the user describes his search intention by
choosing among the categories of the individual body parts. The selected categories are
used to retrieve an individual set of images with humans that correspond to the chosen
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Figure 9.1: Overview of the system for visual person search based on a human visual thesaurus.
During the offline phase a human visual thesaurus is built by grouping the individual body parts
based on their visual similarity. Within the online phase the user combines categories for each body
part into a logical query and the system retrieves the corresponding images.

categories for each of the parts. The logical query composition step combines these image
sets into the final result set based on logical operations.

9.2.1 Body analysis

The goal of the body analysis part is to detect and describe the appearance of the bodies of
humans present within the images or videos.

Body detection

The body detection module detects and segments humans that are present within the image
and delivers a binary segmentation mask for each of them. Since the considered database
was captured in front of a green screen, chroma keying techniques [Jack, 1996] were used for
the segmentation. In more realistic scenarios motion segmentation [Hu et al., 2004] or model
based object detection methods such as the ones proposed by Dalal et al. [2006] and Wu et al.
[2008] could be used.

Body description

The body description module (see section 5 for more details) splits the human body into
several parts and describes them using visual low level features such as color and texture.
All the body parts (whole, head, upper and lower) are considered for the visual search.
Inspired by the original work of Boujemaa et al. [2003] the average color is used for the
description of the individual body regions. Furthemore, this is motivated by the promising
performance of it reported in section 5.3 for body recognition and its low dimensionality
which supports the clustering. Nevertheless, to achieve an optimal visual grouping of the
regions with respect to their perceptual visual similarity, different color spaces [Poynton,
2008] are explored including RGB, YUV, HSV and CIE Lab.

9.2.2 Face analysis

The goal of the body analysis part is to detect and describe the appearance of frontal faces
of humans present within the images or videos.
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Face detection

The face detection module (see chapter 6 for more details) detects frontal faces of humans
that are present within the image and provides their location and extend in form of the
bounding box to the subsequent face description module. For the current scenario the holis-
tic approach described in section 6.2 is considered since there are no facial occlusions present
and the resolution of the used dataset is rather low.

Face description

The face description module (see chapter 7) for more details) normalizes the face region and
describes it in a holistic way with a 30× 40 pixel texture template. To avoid the curse of
dimensionality which may lead to bad clustering results the dimensionality of the feature
vector is reduced by applying principal component analsis (PCA). The number of dimen-
sions is automatically determined based on the cumulative sum of explained variance.

9.2.3 Visual thesaurus creation

The goal of this step is to group the individual body and face parts based on the similarity
of their corresponding visual low level features. In contrast to the approach by Boujemaa
et al. [2003] this is done for each part individually which leads to a set of visual thesauri that
together form the human visual thesaurus.

Preprocessing

Since unsupervised learning (clustering) relies only on the features itself it is very important
to normalize the individual dimensions into a common range and remove present outliers.

The normalization is especially important for some color spaces since individual color
channels may have different ranges. Several methods have been developed for data nor-
malization (see section 3.4.3 for an overview). Since the range of the individual features is
known a priori min-max normalization with predefined limits is applied.

Clustering

The grouping of the body parts according to their visual similarity is achieved through un-
supervised learning or clustering (see section 3.3.4 for an overview). Within the current sys-
tem only non hierarchical thesauri are used, but this may be extended to hierarchical ones to
support several levels of granularity. For the partitioning several clustering methods with
different characteristics have been considered including kmeans (KM), fuzzy c-means (FCM)
and agglomerative clustering (AGG). Since the latter is a hierarchical clustering method, the
final partition is obtained by pruning the dendrogram based on a predefined number of
clusters.
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Figure 9.2: Color distribution and predicted clusters and ground truth classes within the Lab color
space. The rows correspond to the individual body parts (whole, head, upper, lower. The columns
from left to right provide the color distribution, the 10 predicted clusters using agglomerative clus-
tering, and the 52 ground truth classes for the costumes.

Figure 9.2 shows a clustering example for the individual body parts using the average
color feature in the Lab color space when agglomerative clustering is applied. It shows the
color distribution of the individual body parts within the color space, the 10 predicted clus-
ters after clustering and the 52 ground truth classes. Depending on the distribution of the
different classes (costumes) among the feature space there is a considerable overlap between
them, which causes the clustering to group them together and leads usually to a lower num-
ber of predicted classes than ground truth clusters. Nevertheless, this is actually the correct
behavior since the goal is to distinguish only between visually distinct costumes. By com-
paring the color distributions of the individual body parts with each other, it is interesting
to see that both the shape and tendency to form natural clusters varies considerably. Espe-
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cially the later fact may influence the performance of the clustering process. The Hopkins
statistics (HS) [Banerjee and Dave, 2004] can be used to measure the clustering tendency. For
the Lab color space the clustering tendencies are HS = {0.88, 0.83, 0.91, 0.85} for the whole
body, head, upper and lower body, respectively. Given that all of these values are close to
1 applying clustering to this data will lead to well defined groupings. Furthermore, it con-
firms the visual impression that the upper body has the highest and the head has the lowest
clustering tendency among the different body parts.

Determine the optimal number of clusters

One of the biggest issues with clustering is to automatically determine the number of clus-
ters that describes the data in the best way. Since clustering can be seen as an unsupervised
learning problem, there is usually no human guidance on how many clusters are appro-
priate for a certain application. While some algorithms, such as agglomerative clustering
provide ways to automatically determine the optimal number of clusters during the clus-
tering process for other approaches such as k-means it needs to be predefined a priori. A
general way to determine the optimal number of clusters is to run the clustering for a vary-
ing number of clusters within a suitable range and evaluate the results according to some
evaluation criteria. Finding the optimal number of clusters can than be translated into find-
ing the optimal point within an evaluation measure vs. number of cluster curve.

An evaluation measure that is widely used for this purpose is the cohesion which is
defined in section B.6. Plotted against the number of clusters the curve usually exhibits a
monotonic decreasing shape with a distinct knee as it is shown in the example in figure
9.3(a). Several methods have been developed to find the knee of this curve including the
largest ratio difference between two point, the first point with the second derivative above
some threshold, the point with the largest second derivative and the point on the curve that
is furthest from the line fitted to the entire curve. Here the so called L-method proposed
by Salvador and Chan [2004] has been adopted. In contrast to most of the other methods,
it considers all points of the curve at the same time shich makes it less sensitive to outliers
and local trends that may not be statistically significant.

The location of the knee is determined by exploiting a typical property of these evalua-
tion curves which states that the parts on the left and the right from the knee are approxi-
mately linear (see figure 9.3(a) for an example). If two lines are fitted well to the right and
the left side of the curve, the crossing point between these two lines will be near the knee.
Therefore, for each possible number of clusters c ∈ [2; b − 2], with b being the maximum
number of clusters, the points are partitioned into a left set Lc and a right set Rc. One line
is fitted to each of the datasets and the root mean square error (RMSE) between the corre-
sponding line and the original curve is computed. Both are combined into the overall RMSE
defined as:

RMSE(c) =
c− 1
v− 1

RMSE(Lc) +
b− c
b− 1

RMSE(Rc) (9.1)
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(a) (b)

Figure 9.3: Determine the optimal number of clusters by finding the knee in cohesion vs. number of
cluster curves.

Since the RMSE(c) provides a measure on how well the two lines at a certain c fit the original
data, the optimal number of clusters ĉ can be derived by finding the c with the minimum
RMSE(c) given as

ĉ = argmin
c

RMSE(c) (9.2)

This method is illustrated for an example in figure 9.3, with the cohesion vs. number of
cluster curve on the left and the corresponding RMSE vs. number of cluster curve on the
right. The two-line approximation of the curve and the corresponding RMSE values are
shown for c ∈ {2, 8, 50}. In this case the optimal ĉ = 8 which is close the position of the
knee.

Visual thesaurus

Given a set of clusters Cp = {cp
i : i ∈ [1, kp]} for an individual body part p the visual

thesaurus is formed by grouping the humans according to their cluster memberships and
selecting one of them as the prototype for each category. This is achieved by averaging all the
feature vectors that belong to a single cluster and select the human whose feature vector is
the closest to this average feature vector in terms of a suitable distance metric (see section
3.3.1 for more details on matching). For all the considered parts the Euclidean distance was
adopted. The prototypes are used to represent the category within the visual thesaurus as it
can be seen in figure 9.4 which shows the visual thesauri for the individual body parts.

9.2.4 Query by visual thesaurus

The query processing differs a lot between the query by example and the query by visual
thesaurus paradigm. In the query by example paradigm (used for the multimodal person
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search described within chapter 8) the user selects an image which is matched against all
the images present in the database and the images are ranking according to their similarity.
The ranked list is returned as the retrieval result and can be limited to a predefined number
of items to get a fixed size result set. Thus the overall goal of this paradigm is to rank relevant
images as high as possible. The query by visual thesaurus paradigm follows a different idea.
The user describes his search intention by selecting categories from the visual thesaurus
that are close to the his mental image. Through the clustering process each of the selected
categories is directly linked to a set of relevant images, which can be simply retrieved by a
hash lookup. Since there is no matching between the query and the database contents the
retrieved result set is not ranked as for the query by example paradigm. Depending on the
number of category members the result set may contain different number of items.

In relation to the traditional query by example paradigm it offers the following advan-
tages

• Instead of a real sample only a mental image is required, which is translated into a
query by choosing appropriate categories from the thesaurus.

• The complexity is shifted from the online phase to the offline phase since the query
processing requires only a hash lookup and logical operations.

• If the precision of the retrieval is not satisfactory the user can make the query more
specific by adding more categories through AND fusion.

• If the recall of the retrieval is too low the user can make the query more generic by
adding more categories through OR fusion.

• It natively supports multimodal queries (search for several visually distinct humans)
within a single query.

It also has some disadvantages which are mainly caused by the unsupervised learning ap-
proach

• There is no guarantee that the clustering leads to an optimal set of categories for the
retrieval task.

• Image are assigned hard to a single category, which may lead to a loss in recall if only
a single region is selected.

• Depending on the number of clusters there is generally a tradeoff between recall and
precision.

The basic idea of the query by human visual thesaurus is illustrated by the example in
figure 9.4 which shows the web based query interface of the search engine with the different
body thesauri (whole, head, upper, lower) with 10 categories each. Since the face thesaurus
can only be used for the retrieval of humans in frontal view it is excluded from this specific
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Figure 9.4: Query interface with individual thesauri for the different body parts and some selected
categories (red).

example. The individual result sets for each of the parts and the overall result set after the
combination are shown in figure 9.6.

Range queries

As already mentioned above, there is a tradeoff between recall and precision which is largely
determined by the number of categories the data is grouped into during the clustering pro-
cess. A large number of categories usually results in small sets of very similar items per
category which gives a high precision. On the other hand, a small number of categories
usually leads to bigger sets of items with lower similarity which gives a high recall. The
third issue that has to be considered with respect to the number of categories is that too
many categories will decrease the efficiency of the query process, since the user needs to
select a large number of categories. Suitable values for the number of categories for each
part are between 10 and 20 depending on the dataset.

Boujemaa et al. [2003] have proposed a simple way to improve the overall retrieval per-
formance of the system through so called range queries. The basic idea is to define similarity
on two levels. On feature level categories contain only very similar objects and provide a
fine granularity to achieve a high precision. On cluster level for each of the selected cate-
gories a set of neighbor categories is included in the query to improve the recall without
sacrificing the precision.

The neighbor categories of a selected category are determined by computing the dis-
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Figure 9.5: Illustration of the neighbor selection for the range queries [Boujemaa et al., 2003]. De-
pending on the range radius a certain number of neighbor categories are considered as positive
categories beside the selected categories.

tances between the prototypes of the selected category and all other categories of this the-
saurus and choosing the ones within a range radius which can be adjusted during the online
phase. In order to use a single radius for different features the distances are normalized by
dividing through the maximum distance between the cluster prototypes in the thesaurus.
This maps the distances into the range [0; 1]. Thanks to this range queries the search is less
dependent on the initial database partition, since close categories are considered together.

Figure 9.5 illustrates the range query scheme for two examples with different range radii.
Given the prototypes of the selected category A and B all the categories whose prototypes
are within the range radius around the selected prototype are considered as neighbors. For
the larger range radius this yields 2+ 3 = 5 neighbor categories, while for the smaller range
radius it gives only 0 + 1 = 1 neighbor categories.

Logical query composition

The concept of logical query composition for the human visual thesaurus differs from the
one proposed by Boujemaa et al. [2003]. While in the original work only one thesaurus is
constructed and the user is allowed to select positive and negative query categories, within
the proposed system multiple thesauri are used from which the user selects only positive
categories. All non-selected categories are considered as negative categories and excluded
from further processing. Given a set of selected categories and a predefined range radius,
the neighbor categories are determined as described above. Both together form the set of
positive categories which is considered for extracting the result set of relevant images.

For performing the logical query composition an inverse index is used to retrieve the set
of relevant images Ip

k for each of the positive categories cp
k of a single thesaurus p. These

images are combined into the overall set of relevant images for thesaurus p using OR fusion
which can be written as

Ip =
⋃
k

Ip
k (9.3)

The relevant image sets Ip of the individual thesauri p can be combined into an overall
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set of relevant images I using AND or OR fusion which can be written as

I =
⋃
p

Ip (9.4)

I =
⋂
p

Ip (9.5)

The user can freely choose between these two operations depending on his interest. For
example, if a user wants to find persons wearing a red shirt and blue trousers he may select
the appropriate categories from the upper body and lower body thesauri and choose AND
fusion to search for this specific combination. If he is interested in finding humans that wear
either a red shirt or blue trousers or both he may choose OR fusion which gives more generic
results. In the case that the user does not select any category for a thesaurus p the image set
Ip will be empty and in combination via AND fusion with the other thesauri will cause an
empty set I. In this case Ip is not considered for the fusion with the other image sets.

The logical query composition for the selected categories of the query from figure 9.4
is illustrated in figure 9.6. It starts by showing the result sets Ipof the individual thesauri p
which are combined into the final image set I. Since AND fusion is considered for this exam-
ple only the images that are present in all the individual result sets are included into the final
result set. This figure also provides some visual impression of the clustering results since
only a single category has been selected for each of the body parts. The selected category for
the whole body contains all 4 samples of this very unique costume. The selected category
for the head contains mainly middle brown heads with either homogeneous middle brown
skin or a combination of bright skin and dark hair. This already illustrates the major issue of
the head description. While the selected category for the upper body contains only a small
number of brown shirts, the selected category for the lower body contains a large number of
dark grey or black trousers, which illustrates the fact that there is less variety for the lower
than for the upper body.

9.3 Experiments

Several experiments have been conducted to assess the performance and explore the limits
of the developed system for visual person search based on the query by visual thesaurus
paradigm. Since most of the processing is done during the offline phase the evaluation fo-
cuses on the quality of the built visual thesauri. With respect to the clustering the following
aspects have been considered

• 3 cluster methods (KM, FCM, AGG)

• Different number of clusters (both manually set and automatically determined)

Furthermore, for each of the different channels (body, face) other facets were analyzed.
While for the body thesaurus this included
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Figure 9.6: Result sets for the individual thesauri and after the logical query combination. Since the
AND rule was chosen for the inter thesaurus combination only the images (humans) present within
all the individual result sets are included into the final result set.

• 4 representations (whole, head, upper, lower)

• Only 1 feature (average color)

• 4 color spaces (RGB, YUV, HSV, Lab)

for the face thesaurus the following parameters where used

• Only holistic representation
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• Texture template of 30x40 pixels size

• Only grayscale color

9.3.1 Dataset

All the experiments are based on the Free Character Database (see section A.2.2 for more
details), which is the only available database that provides images with a sufficient resolu-
tion to explore body and face analysis together. It contains 216 images of 22 persons with 54
costumes in 4 different views(front, back, left, right). While only the 54 frontal images will
be used for the face analysis, all 216 images will be used for the body analysis.

9.3.2 Evaluation

Since the creation of a visual thesaurus is based on unsupervised learning, it has been evalu-
ated as a clustering problem (see section B.6 for the details). Both internal measures (silhou-
ette coefficient) based on the features and predicted clusters as well as external measures
(purity, coverage, quality) based on ground truth classes and predicted clusters are consid-
ered here. The external measures are computed using the manually annotated costume and
identity labels for the body and face, respectively.

9.3.3 Results

Face thesaurus

Figure 9.7 provides a summary of the face thesaurus experiments that considered only the
holistic face representation, different clustering methods and number of clusters. The per-
formance is evaluated in terms of silhouette coefficient and quality vs. the number of clus-
ters. Considering the internal quality using the silhouette coefficient the different clustering
methods can be ranked in the following order: agglomerative clustering, k-means and fuzzy
c-means. What is especially interesting, is that while both partitioning approaches (KM and
FCM) exhibit a significant drop at k = 6 the silhouette coefficient of the agglomerative clus-
tering is monotonically increasing as expected. Using the external quality measure the rank-
ing is slightly different: k-means, agglomerative clustering, fuzzy c-means. With respect to
the highest quality the approaches not only differ in the value but also in the number of
clusters for which this is achieved. While the KM achieves its highest quality of 0.85 for 22
clusters which is equal to the number of classes, both FCM and AGG reach their highest
quality of 0.79 and 0.83 for 30 clusters.

Body thesaurus

The goal of the first body thesaurus experiment was to compare the different color spaces
with each other and determine the optimal one for the clustering. Therefore all the color
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(a) Internal measure (b) External measure

Figure 9.7: Internal and external quality assessment of the visual face thesaurus for different clus-
tering methods. The best performance with respect to the internal criterion is achieved by the ag-
glomerative clustering. On the other hand, the best performance regarding the external criterion is
achieved by k-means clustering.

(a) Internal measure (b) External measure

Figure 9.8: Internal and external quality assessment of the visual body thesaurus for different color
spaces. It can be seen, that HSV and Lab color spaces achieve a better grouping quality than the RGB
and YUV color spaces.

spaces were clustered using the different clustering methods for a predefined k = 10. Since
the results were consistent over the different clustering methods figure 9.8 provides only
the performance of the agglomerative clustering. It compares the quality of the color spaces
across the different body parts using internal and external quality criteria. It can be seen that
the HSV and Lab color space consistently outperfom the RGB and YUV color space due to
the more perceptual color description. Considering all the parts and both criteria the HSV
color space is slightly better than the Lab color space which makes it the optimal choice for
the following experiment.

The goal of the second experiment was to explore the performance of the different clus-



176 9 Visual person search

(a) Internal measure (b) External measure

Figure 9.9: Internal and external quality assessment of the visual body thesaurus for different clus-
tering methods. According to the results the clustering methods can be ranked: agglomerative clus-
tering, k-means, fuzzy c-means. The ranking of the individual body part is the following: upper
body, whole body, lower body, and head.

tering methods across different number of clusters and determine the optimal method which
achieves the best quality for the individual body thesauri. Based on the results from the pre-
vious experiment only the HSV color space is considered here. Figure 9.9 provides a compar-
ison of the clustering methods across the different body parts in the same way as figure 9.7
provides it for the face thesaurus. The clustering methods (AGG, KM, FCM) are grouped
by color (blue, green, red) and the body parts (whole, head, upper, lower) are grouped by
line style (solid, dashed, dotted, dash-dotted). Considering both the internal and the ex-
ternal criteria the clustering methods can be ranked in the following way: agglomerative
(blue), k-means (green) and fuzzy c-means (red). In the same way the following ranking of
the body parts can be derived: upper body (dotted), whole body (solid), lower body (dash-
dotted) and head (dashed). With respect to the different criteria the observations from the
face thesaurus are confirmed. The internal quality is increasing with an increasing number
of clusters, while the external quality is increasing until a prominent peak and decreases
after that. The only exception is the head for which the inverse happens. This is caused by
the confusion between skin and hair colors, which leads to a large variation across different
views. The optimal quality of the upper body (0.78), the whole body (0.76) and the lower
body (0.76) is achieved with a k = 60− 70. The optimal quality for the head (0.60) is much
lower and only achieved for the maximum k = 216.

Search and retrieval process

The experiments on the visual thesaurus creation were complemented by a set of retrieval
runs which were evaluated subjectively. The general conclusion is that the human visual
thesaurus provides an efficient way to search for persons based on a mental image only.
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With respect to the individual body parts, the upper and the lower body provide the most
intuitive results since the average color provides a quite reliable description of the mostly
homogeneous regions. For the whole body the results are a little less intuitive since the
average color is not a very reliable description if the appearance of the individual body parts
differs too much. The major problem with the head is that there is currently no distinction
between the skin and the hair which causes ambiguities between different views. The use
of the face thesaurus is not as intuitive as the one for the body thesaurus which may be
caused by the holistic representation and the larger feature dimensionality. Nevertheless,
it still provides a suitable way to search for faces based on prominent differences such as
complexion, beards, glasses etc.

9.4 Conclusion

9.4.1 Summary

Within this work an efficient system for visual person search has been developed. It is based
on the recently proposed query by visual thesaurus paradigm [Boujemaa et al., 2003] that
goes beyond the simple query by example approach. The original work has been extended
towards a human visual thesaurus that consists of an individual thesaurus for each of the
parts a human description is composed of. In this way it provides an efficient summary
of the persons present within the database that is comparable to the way humans describe
each other. Given such a human visual thesaurus the search does not require a real image for
the query but only a mental image (memory) of how the person of interest looks like. The
search intention is then described by selecting appropriate categories from the individual
part thesauri and composing them into a logical query. Especially the latter step allows
for a large range of queries reaching from very specific ones such as “find people with red
shirts and blue trousers” to more generic ones such as “find people with dark shirts or dark
trousers”.

The system is based on the hierarchical human analysis framework described in chapter
4 and the individual modules described in the chapters 5, 6, and 7. For the body description
both the holistic (whole) and the component based representations (head, upper, lower)
are used and the individual parts are described using the average color descriptor within
different color space (RGB, YUV, HSV, Lab). For the face description only the holistic repre-
sentation is used and described using a PCA reduced texture template. Different clustering
methods (kmeans, fuzzy cmeans, agglomerative) have been explored to find the optimal
one for the visual thesaurus creation.

Extensive experiments have been carried out to assess the quality of the visual thesaurus
which is crucial for an efficient retrieval using this query paradigm. Both internal and ex-
ternal clustering measures have been considered. Regarding the body thesaurus it has been
shown that the HSV and Lab color spaces achieve a better grouping than the RGB and YUV
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color spaces. The most suitable clustering method is the agglomerative clustering with aver-
age linkage for all the body parts. The quality ranking of the individual body parts (upper,
whole, lower, head) confirms the results from the body recognition experiments described
in chapter 5. With respect to the face thesaurus agglomerative clustering provides again the
best clustering results closely followed by the k-means clustering. Besides evaluating the
clustering quality the actual search and retrieval process was evaluated subjectively. The re-
sults show that a human visual thesaurus provides an efficient and intuitive way to search
for people based on a mental image only.

9.4.2 Future work

Although the developed human visual thesaurus provides already an efficient way for search-
ing persons within images and videos without the need for an initial sample, it may be
extended into several directions.

One way to improve the quality of the visual thesaurus is to postprocess the clusters
produced by the clustering algorithm [Tan et al., 2005]. Loose clusters with a large num-
ber of elements may be split into several clusters to improve the precision of the retrieval.
Close clusters with a small number of elements may be merged to improve the recall of the
retrieval.

In order to make the approach more suitable for large datasets and provide a coarse-to-
fine categorization of the database content, a hierarchical visual thesaurus may be created.
Therefore, the agglomerative clustering method, which has been used for partitioning here,
could be applied. Furthermore, other hierarchical clustering methods, such as divisive clus-
tering and hierarchical kmeans, can also be considered.

The query interface can be further improved by a distance based arrangement of the
individual categories in order to make the selection of multiple categories more intuitive.
Therefore, distance-preserving projection methods can be used to map the high-dimensional
features to a low-dimensional representation.

Finally, the system should be evaluated on larger databases and other application scenar-
ios where the appearance of the clothes provides an important cue for the search of people
such as sports and surveillance.



Chapter 10

Personalized human computer
interaction

10.1 Introduction

10.1.1 Motivation

With the rapid development in hardware and software for audiovisual capture and analy-
sis, electronic equipment gains more and more intelligence and is transformed into “smart”
devices that interact with humans in a more active way (see chapter 1 for more details on
this). An interesting application is the replacement of the classical Automated Teller Ma-
chine (ATM) by a more intelligent cash machine [Ignasiak et al., 2007] that provides addi-
tional functionality: advanced costumer authentication, voice and gesture based interaction,
environment monitoring and unusual behavior detection.

10.1.2 Related work

Ignasiak et al. [2007] proposed an architecture for such an intelligent cash machine that
consists of the following modules:

Environment analysis module: This module provides the sensoric capabilities for the cash
machine through the audiovisual analysis of humans near the cash machine. It detects
and tracks people within the audiovisual data, identifies them and recognizes their
intentions by interpreting gestures, expressions and speech commands.

Conversational agent module: This module is responsible for the interaction between the
cash machine and the user, based on the information regarding the user and the envi-
ronment provided by the environment analysis module. It controls the behavior of an
audiovisual avatar that represents the agent itself in the human computer interaction.

Speech synthesis module: Controlled by the conversational agent module it provides the
voice for the avatar.
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Visualization module: Controlled by the conversational agent module it provides the visu-
alization of the avatar.

Cash machine module: This module resembles the mechanical part of the intelligent cash
machine and is comparable to the classical ATM. In contrast to the classical approach
it is controlled by the more intelligent conversational agent.

Storage and retrieval module: It is a very important module from the surveillance point
of view. It not only stores the audiovisual content and extracted meta-data from the
environment analysis module but also adds security measures to restrict the access to
this data.

10.1.3 Objective

The objective of this work is to develop the visual part of the environment analysis mod-
ule, that provides some of the required functionality by detecting and tracking people, their
faces and hands in order to identify them and recognize their gestures. Furthermore, the
focus is laid on a tight integration of the different channels (body, face and hands) and an
exchange of information between the modules to increase the performance of the overall
system. More specifically we will explore how the identity of a person can be used to im-
prove the reliability of the hand detection and gesture recognition.

This work has been developed together with Daniel Rodriguez1 (UniS), Surachai Ongkit-
tikul2 (UniS) and Mustafa Karaman3 (TUB) within the scope of the European Network of
Excellence (NoE) VISNET II4. The contributions to the overall system are the face detection
and tracking module, the face recognition module, and the skin detection step used within
the hand detection and tracking module. The work has been published in ELMAR 2008
[Rodriguez et al., 2008].

10.2 System overview

Figure 10.1 provides an overview of the developed system, its individual modules and the
interaction between them. A static camera mounted at the cash machine captures a video
of the user in medium to wide angle view as it can be seen on the left. The body tracking
module detects and tracks the bodies of people and provides their position and extent to
the hand tracking and the gesture recognition. The face tracking module detects and tracks
the faces of the people and provides their locations to the gesture and face recognition. The
face recognition stage takes the detected faces and recognizes people based on their facial
appearance. The hand tracking detects and tracks the hands of a person and provides their

1daniel.rodriguez@surrey.ac.uk
2surachai.ongkittikul@surrey.ac.uk
3karaman@surrey.ac.uk
4http://www.visnet-noe.org/

mailto:daniel.rodriguez@surrey.ac.uk
mailto:surachai.ongkittikul@surrey.ac.uk
mailto:karaman@surrey.ac.uk
http://www.visnet-noe.org/
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Figure 10.1: Overview of the system for personalized human computer interaction.

(a) Body tracking (b) Face tracking (c) Hand tracking

Figure 10.2: Intermediate results of the individual tracking modules.

position to the gesture recognition. The gesture recognition uses the location and extent of the
person and its body parts to recognize the signs of the user. The results of the whole visual
analysis are shown on the right including the location of the body, face and hands as well
as the identity and gesture currently performed by the person. Figure 10.2 illustrates the
output of the individual tracking modules by showing some intermediate samples.

The following sections describe the individual modules in more detail. For modules
that utilize an approach described previously within this thesis only a short summary with
a link to the related section is provided. On the other hand, modules that have not been
described before will be discussed in more detail such as the skin modeling and the gesture
recognition.

10.2.1 Body detection and tracking

In the given scenario the users are observed by a static camera and the number of users
within the field of view is quite small (between 1 and 3).

Body detection Since the video data is captured by a static camera, person detection is
based on background subtraction and object classification [Hu et al., 2004]. For background
subtraction the approach proposed by Karaman et al. [2006] was adopted. The method
models the background using a Gaussian Color Model (GCM) and classifies pixels as fore-
ground/background based on the distance to this model. A post-processing stage restricts
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foreground regions to regions of interest which are obtained by temporal differencing. Fi-
nally objects are detected by grouping adjacent pixels using connected component labeling.
In order to distinguish people from other objects shape and size heuristics are applied.

Body tracking A region based tracking approach [Gupte et al., 2000] is used to track the
detected people between frames. People in adjacent frames are matched based on their posi-
tion. This leads to a distance matrix that compares all currently detected with all previously
tracked bodies. Hungarian matching [Munkres, 1957] is used to extract one-to-one assign-
ments between the detected and tracked bodies. Certain heuristics are considered to handle
appearing and disappearing objects.

10.2.2 Face detection and tracking

In the given scenario, the user usually faces the cash machine during the interaction, so the
goal of this step is to detect and track frontal faces.

Face detection Since the cash machine is a cooperative scenario where the person wants
to interact with the machine, occlusions are not very likely. Therefore, the holistic face de-
tection approach by Viola and Jones [2004] is adopted (see section 6.2 for more details). It is
based on the combination of Haar features and a classifier cascade trained using Adaboost.
The Haar features are binary texture features, that can be efficiently computed using an in-
tegral image. The classifier cascade consists of multiple strong classifiers, which are applied
sequentially to the remaining face candidates after each stage. Each of the strong classi-
fiers combines multiple weak classifiers, that consist of a single Haar feature and a weight,
by summation and thresholding. Both the strong classifiers and the classifier cascade are
trained using Adaboost.

Face tracking In order to track faces between frames, the region based tracking approach
from the body tracking is adopted. In combination with the body tracking certain heuristics
are used to handle disappearing and reappearing faces.

10.2.3 Face recognition

In order to support user specific interactions, people in front of the camera need to be iden-
tified. Considering the application scenario, face recognition is the most suitable approach.
In the present system the holistic approach (described in section 7.2) was adopted. A face re-
gion provided by the face tracking module is normalized to a predefined size and orientation.
Uneven illumination is compensated using local contrast adjustment. Since the number of
features for the extracted templates is quite large, principal component analysis (PCA) is
applied to reduce the dimensionality. The features are projected into the reduced face space
and a minimum distance classifier is used for the classification. To increase the robustness of
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Figure 10.3: Distribution of skin color within the YCbCr space for all users (red) and three individual
users (green). The individual skin color distributions have quite different locations and a smaller
variation than the overall skin color distribution.

the face recognition, the information of multiple samples from the tracked face are combined
using majority voting (described in section 3.4.2).

10.2.4 Hand detection and tracking

Besides body and face, the gesture recognition module largely relies on the motion of the
hands, in relation to each other and the other body parts.

Skin modelling and detection Since hands are highly articulated objects it is quite difficult
to detect them based on shape or appearance. Thus, hand detection is based on an initial
skin detection step similar to the one used by Habili et al. [2004].

Although skin color naturally forms a tight cluster within the different color spaces,
robust skin detection is quite difficult due to the following challenge: While skin color varies
considerably between different ethnicities and illuminations, clothes and the background
may have skin-like colors which makes them difficult to distinguish from real skin. This
situation is illustrated in figure 10.4 which shows samples from the VISNET II Cash Machine
Database (described in section A.3.1) with persons of different skin colors and skin/non-skin
colored clothes.

The confusion between skin and non-skin may be reduced by using specific skin color
models for each user, as it is shown in figure 10.3 where the individual skin distribution
(green) of the users (3,6,8) of the VISNET II Face Database is overlayed onto the overall skin
distribution (red) of all users. This example shows that the individual skin color distribu-
tions have a different locations and smaller variation than the overall skin color distribution.

Based on this observation it seems reasonable to assume that the skin detection can be
made more insensitive to skin colored clothes by using user specific skin models instead of
a generic model since the overlap between skin and non skin pixels can be decreased. The
major question is how to built and consider user specific models for skin detection. Gener-
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ally all the developed methods model the skin color as a multivariate Gaussian distribution
(described in section 3.3.3) an the CbCr color space. Therefore the pixels are transformed
from RGB color space to the YCbCr color space and the Y component is discarded to make
the skin model insensitive to illumination changes. A pixel ~x is classified as skin/non-skin
based on the probability pM(~x) given the skin model M = (~µ, Σ) and a thresholding opera-
tion. The threshold p̂ is determined from the training data in the way that 5% of the pixels
are considered as outliers to cope with non-skin pixels inside the detected face region.

Given that, 3 different methods with different specialization have been developed. The
generic approach uses a common skin model M and threshold p̂ for all users, while the spe-
cific approach uses an individual skin model Mu and threshold p̂u for each user u. The
hybrid approach is a combination of both, by using a common skin model M and individual
thresholds p̂u. The hybrid and the specific approach can be either based on offline trained
skin models for each user and their online recognized identity provided by the face recog-
nition or on online trained skin color models based on the face region provided by the face
detection.

Given the binary skin mask, the individual hands are detected by discarding skin pixels
outside the person mask, provided by the person detection module, grouping the remaining
pixels into regions using connected component labeling and classifying the skin blobs in
relation to the face position provided by the face detection module.

Hand tracking For the simultaneous tracking of two hands particle filtering [Arulampalam
et al., 2002] is employed. This method also known as conditional density estimation (con-
densation) [Isard and Blake, 1998] is a popular approach that recursively constructs the pos-
terior probability distribution function of certain features. Based on the initial position of
both hands provided by the hand detection module each hand is tracked using a individual
particle filter. To resolve the ambiguity between both hands and the face when they are close
or occluding each other kmeans clustering (described in section 3.3.4 is employed. More de-
tails regarding the hand tracking can be found in a recently published article by Ongkittikul
et al. [2008].

10.2.5 Gesture recognition

For the gesture recognition the approach of Bowden et al. [2004] was adopted, which recog-
nizes hand gestures and brakes them into a limited set of building blocks (visemes), as used
in automated sign recognition approaches [Vogler and Metaxas, 2001]. In contrast to other
approaches, it considers not only the shape of the hands but also their movement, location
with respect to each other and to other body parts (face, torso).

The approach is based on a two-stage classification process. The first stage is concerned
with data reduction where each frame is reduced to a single binary feature vector that fully
describes all defined gesticulation units present in the frame. The second stage classifies a
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Id HA TAB SIG SIG-B DEZ

0 No hands No hand Still Single hand –
1 Right high Face Up Move apart B
2 Left high Chest Down Move together ¯̄B
3 Side by side Neutral space Left Move united B̂
4 In contact Stomach Right A
5 Crossed Other Ȧ
6 5
7 O
8 G
9 V
10 W

Table 10.1: Possible labels of the different stage 1 classifiers. The hand-shape names in DEZ are
defined as in the British Sign Language [Brien, 1992].

sequence of observed feature vectors into one of the trained gestures.

Stage 1 classifier The stage 1 classifiers used to generate the feature vectors describing all
the defined gesticulating units appearing within a frame is the same as in [Kadir et al., 2004]:
HA (classifies hand location with respect to each other), TAB (hand location with respect to
key body locations), SIG (hand movement) and DEZ (hand-shape). However, in this work
the classifiers are applied to both right (R) and left (L) hand instead of the dominant hand
only, and the movement of both hands with relation to each other is described by a new SIG-
B classifier. This gives a binary feature vector of 6 + 2× (6 + 5 + 11) + 4 = 54 dimensions
with the following format: HA/TAB-R/TAB-L/SIG-R/SIG-L/SIG-B/DEZ-R/DEZ-L. The
possible labels for each of these classifiers can be seen in Table 10.1.

Stage 2 classifier Having reduced each frame in an observed video sequence into a binary
feature vector, the stage 2 classifier selects a label from a set of pre-trained gesture models
that best describes the sequence of binary feature vectors. Therefore, each of the possible
binary feature vectors is mapped to a unique symbol that corresponds to a state in a first
order Markov chain.

Since the dimensionality of the binary feature vector is very high, building a full ergodic
Markov chain is too costly. However, many of the possible features are mutually exclusive
and even fewer transitions between the states are possible due to the physical limitations of
the body. Thus, only a partial ergodic Markov is built based on the states and transitions
that occur in the training data. For each gesture g the training leads to an individual sparse
state transition matrix Pg(st|st−1).

For the recognition, an observation sequence s of length T is matched against the models
of the different gestures w by computing the probability P(w|s) = ∏T

t=1 Pw(st|st−1). The
gesture w with the maximum probability P(w|s) is assigned to the observation sequence
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Figure 10.4: Samples for each of the users considered within the database.

according to the maximum a posteriori MAP rule. In contrast to the work of Kadir et al.
[2004] nominal probabilities are used if an exact match for each vector transition can not be
found.

The identity of a user determined by the face recognition module enables the use of indi-
vidual gesture classifiers Pu

w trained for each user u. In this manner, inter signer variations
caused by different gesticulation patterns and hand shapes can be eliminated. This offers
the advantage that classification performance is increased since only intra signer variations
need to be modeled which is particularly important for hand shapes. A single generic Pw

and multiple user specific classifiers Pu
w have been considered within the experiments.

10.3 Experiments

This section describes a set of experiments that have been conducted to assess the perfor-
mance of selected individual steps and the overall system.

10.3.1 Database

All experiments are based on the newly created VISNET II Cash Machine Database (see
section A.3.1 for more details) that contains typical movements and gestures expected for
an intelligent multimedia user interface such as the cash machine application. A sample for
each of the 10 users in the database can be seen in figure 10.4.

10.3.2 Skin detection

Skin detection can be evaluated as a binary segmentation problem (see section B.5). Since
manual segmentation of an image is a very time consuming process, the different skin de-
tection approaches were compared only subjectively.

Figure 10.5 shows representative samples for the users 1,3,10 from the database. The
first column shows the original frame and remaining columns show the results of the dif-
ferent skin detection approaches (general, hybrid, specific). While the approaches perform



10.3 Experiments 187

Figure 10.5: Comparison of different skin detection approaches (general, hybrid, specific) based on
visual examples.

equally well for the easy example in the first row, and equally bad for the very difficult ex-
ample in the second row, the specific approach achieves a much better performance for the
moderately difficult example in the third row. In the first example the specific approach is
slightly more sensitive than the generic and the hybrid approach, which leads to a slight
under-segmentation of the skin regions. In the third example the over-segmentation of the
skin region can be greatly reduced since the skin color of the user differs from its skin col-
ored clothes. Nevertheless, the specific approach does not provide a solution for the second
example, where the skin color of the user is too similar to its skin colored clothes.

10.3.3 Face recognition

The face recognition has been evaluated on a subset of the whole database, by considering
only 10 videos (one for each person) from the scenario subset. Initially identification was
chosen as the operation mode, but it can be easily extended to verification, which is the more
typical for the cash machine application scenario. Using a holdout validation procedure
recognition rates (see section B.4) of 95% and 100% have been obtained for frame level and
track level identification, respectively.
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Approach 1 2 3 4 5 6 7 8 9 10 Average

General 0.79 0.64 – – 0.71 – – 1.00 0.91 – 0.41
Specific 0.82 0.72 0.36 0.85 0.57 – 0.82 1.00 0.93 0.79 0.69

Table 10.2: Comparison of different gesture recognition approaches (general, user specific) based on
the recognition rate.

10.3.4 Gesture Recognition

The gesture recognition has been evaluated on the individual gesture subset of the database
and has been treated as a recognition problem (see section B.4). From the 3 samples per user
and command, 2 samples where used for training and 1 sample was used for testing of the
gesture recognition module.

Table 10.2 compares the results for the generic approach that uses both generic skin de-
tection and gesture recognition models and a system that is based on specific skin detection
and gesture recognition models. The recognition rates are provided for each of the users in-
dividually and averaged across them. Due to the unreliable performance of the skin detec-
tion which lead to failure of the hand tracking, the gesture recognition could not be applied
for some of the users (marked with –). While the hand tracking based on the generic skin
model worked reliably for only 5 users (1,2,5,8,9), with the specific skin color model the hand
tracking worked for all users apart from user 6, because of the shirt with the short sleeves.
Furthermore, the performance of the gesture recognition could be improved through spe-
cific gesture models for all users apart from user 5. Considering all the users the average
recognition rate is improved by 28% from the generic to the specific approach.

10.4 Conclusion

10.4.1 Summary

This chapter presents a system for personalized human computer interaction (HCI) that can
be used as the visual part of the environmental analysis module within an intelligent cash
machine. The system detects and tracks persons, their hands and faces within an environ-
ment and recognizes their identities and gestures. The focus of this work was on the tight
integration of the individual modules to improve the overall performance of the system.
This is achieved considering the identity of the user to create user specific skin and gesture
models. The user specific skin model leads to a more robust hand tracking in the presence of
skin colored clothes. Together with the user specific gesture model which decreases the inter
signer variations, a promising performance gain can be achieved for the gesture recognition
step.
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10.4.2 Future work

Although the current system delivers already a promising performance, there are several
directions for further improvements.

The hand detection is still not reliable enough in the presence of sleeveless shirts and if
the skin color of a person is too similar too its clothes. In these cases skin detection may be
used to define regions of interest to which shape based hand detectors are applied.

Currently, a very simple person detection and tracking approach is used since within
the current application scenario there is usually only on person present. For more compli-
cated scenarios, more sophisticated approaches that can handle occlusions between users
are required.
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Chapter 11

Conclusion

11.1 Summary

The major goal of this work was to develop a hierarchical framework for the visual detec-
tion, description and recognition of humans. Thereby the focus was solely laid on appear-
ance instead of motion cues, since they can be easily extracted from images and videos.
The framework is largely inspired by the human visual perception and considers different
channels of information (body, face) which are analyzed at various granularities (holistic,
components). It is based on up-to-date techniques from several research fields such as im-
age processing, machine learning, information fusion and graph theory which are combined
in an original way to solve the individual tasks that constitute the complete framework. Fi-
nally, the framework was applied to several application scenarios to show its versatility.

The thesis started with a review of the most important application scenarios in the look-
ing at people domain to illustrate the diversity of interests and approaches. For each of
the applications it provided a comprehensive overview of the individual goals, challenges
and conditions. Furthermore, it discussed the specific channels and characteristics that are
considered.

Since the looking at people domain relies on techniques from several research fields in-
cluding image processing, machine learning, information fusion and graph theory, funda-
mental techniques have been reviewed in concise way and links to the most important ref-
erences are provided. Furthermore, the individual techniques are linked to the considered
tasks where they are used.

In order to combine the application dependent approaches into a more generic approach
a hierarchical framework for human analysis is proposed that has analogies to the scale
space theory and focus of attention modeling. The basic idea is to detect and describe the
appearance of humans at multiple levels including different channels (e.g. body and face),
representations (e.g. holistic, components) and features (e.g. color, texture). In that way,
both the detection and the description can be easily adapted according to internal (e.g. ap-
plication specific interests) and external (e.g. environmental conditions) criteria. Further-
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more, a hierarchical human model has been derived from anthropometrical models and the
human visual perception.

For body recognition, an appearance based method has been developed that integrates
a holistic and a component based representation as well as a large variety of color and tex-
ture features. Furthermore, complementary features and parts are fused by applying post
mapping fusion in combination with feature selection. The experiments have shown that
the proposed method works reliably in the presence of out of plane rotations. Furthermore,
they have provided interesting insights regarding the suitability of the different represen-
tations and features as well as the tradeoff between a simple representation and complex
visual features and vice versa.

For face detection, a novel component based method has been developed that can detect
faces robustly even in the presence of partial occlusions. Due to the original approach it
can provide additional occlusion information that can be used to improve the reliability
of subsequent face analysis steps. Experiments have shown the superior performance in
comparison to a holistic state-of-the-art method. Furthermore, the limits of both approaches
with respect to the different challenges have been explored.

For face recognition, appearance based methods have been analyzed and extended to
improve their performance in the presence of partial occlusions. Different representations
(holistic, components and lophoscopic) have been considered and the fusion of multiple
experts has been explored. The additional occlusion information from the face detection
method has been used to improve the performance by selecting a subset of reliable experts
for the fusion. Extensive experiments have shown considerable performance improvement
using the adaptive fusion across a large variety of realistic occlusions.

An original system for multimodal person search and retrieval has been developed that
combines face and voice analysis with content based search and retrieval techniques. It
provides an efficient way to search for people within audiovisual documents such as video
blogs, monologues and talks. Within the experiments various aspects of the system have
been analyzed including the multimodal fusion between audio and video and the trade off
between retrieval performance and required user interaction for the relevance feedback.

Based on the extracted human description an efficient system for visual person search
and retrieval based on the query by visual thesaurus paradigm has been developed. There-
fore, the original visual region thesaurus has been extended into a human visual thesaurus
that distinguishes between different body and face representations. An adapted logical
query composition scheme allows to combine these parts and the corresponding categories
in a flexible way in order to support a large variety of search interests. For the creation of the
thesaurus different visual features and clustering methods have been considered to achieve
an optimal grouping of the humans within the database.

The appearance based description of the face and the body has been combined with a
motion and shape based description of the hands to built a system for personalized human
computer interaction. This system simultaneously recognizes the identities and gestures
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of persons for advanced human computer interaction within an intelligent cash machine
scenario. Information provided by the face analysis such as position and identity of faces
improves the performance of the gesture recognition considerably.

In the following the general findings are summarized:

• So far human visual analysis including detection, description and recognition has been
largely influenced by certain application scenarios.

• A universal human analysis framework needs to consider different channels (body,
face, hands) and features (color, texture, shape, motion) to provide the appropriate
scale based on external and internal criteria.

• Both holistic and component based approaches have distinct advantages and disad-
vantages and should be used in a complementary way.

• Holistic approaches are more suitable for lower resolutions and qualities and have a
lower complexity

• Component based approaches are more complex but offer more flexibility with respect
to internal and external criteria

• Combination of bottom-up visual processing and top-down modeling provides a good
tradeoff between generality and reliability

• Search and retrieval performance can be improved by automatic grouping of similar
objects, integration of the user through relevance feedback and multimodal fusion.

11.2 Major contributions

The major contributions and results of this work are shortly summarized below:

• Comprehensive overview of the looking at people domain with its major application
scenarios

• Concise review of fundamental techniques from related research fields

• Proposed a generic framework for visual analysis of humans inspired by human visual
perception and focus of attention

• Explored different representations, visual features and their fusion for appearance
based body recognition

• Developed a component based face detection method for improved performance in
the presence of occlusions
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• Extended appearance based face recognition approaches with smart expert selection
for improved occlusion handling

• Proposed an efficient system for multimodal person search that combines audiovisual
analysis and content based retrieval techniques

• Developed an efficient system for visual person search by extending the query by vi-
sual thesaurus paradigm towards a human visual thesaurus

• Explored the benefits of personalized human computer interaction for an intelligent
cash machine scenario

11.3 Outlook

Within this thesis a hierarchical framework for the visual analysis of humans within images
and videos has been proposed and several aspects of such a framework have been explored.
Nevertheless, there are still several directions to explore, which will be discussed below:

Taking a look at the human analysis framework a lot of aspects have been neglected.
With respect to channels only face and body have been considered. For a really universal
framework this needs to be extended towards limbs and hands. The focus of this work was
laid on appearance based approaches that consider the color and the texture for the analysis.
For the description of human behavior or activity motion and shape are required. Finally,
since this work has worked mostly on images only the detection and recognition tasks where
considered. For videos it is also important to include a reliable tracking that establishes the
correspondence between humans and their body parts over time.

Ones humans have been detected, tracked and described the question is how this meta-
data can be stored in a universal and flexible way. The MPEG-7 content description stan-
dard [Manjunath et al., 2002] offers appropriate tools (description schemes and descriptors)
to store the extracted data. It supports the hierarchical decomposition of spatial and spatio-
temporal objects (humans) into parts and their description with a set of low level descriptors
including color, texture, shape and motion characteristics. At the same time it also supports
the description of mid and high level concepts such as the identity, gender, ethnicity, role
and behavior of a person. The use of MPEG-7 for storing human analysis results has al-
ready been proposed for visual surveillance applications [Annesley et al., 2007] but may be
extended to a universal description.

With respect to the individual parts of this work future work has already been discussed
in detail within the corresponding chapters. Nevertheless, a short summary for each of the
parts is provided below.

Although body detection has not been within the scope of thesis, a background segmen-
tation method was used for some of the applications. While these motion based approaches
are suitable for videos with static or controlled moving cameras they are not applicable for
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images or videos with uncontrolled camera movements. In these cases, model based ap-
proaches similar to the developed face detection method are required. Several methods
have been proposed for this purpose including the ones proposed by Leibe et al. [2008],
Dalal [2006] and Wu and Nevatia [2007b]. The latter one not only detects, but also segments
the humans within an image or video frame, which makes it a suitable replacement for the
motion based approach which is used so far.

For the appearance based body recognition a rather simple model consisting of head,
upper and lower body has been used, in order to provide a description more close to the
human visual perception. For analyzing the motion of a human body a more elaborate
articulated body model is required such as the one used in [Park et al., 2003]. Nevertheless,
these articulated models can be easily mapped to the simplified model for the appearance
analysis. One issue with the current model is the ambiguity between the skin and the hair
within the head region. Therefore skin detection techniques may be applied to split the head
region into these parts and treat them independently. By doing this the skin color may even
be used as a soft biometric. Another thing which is interesting with respect to clothes is the
detection and description of special features such as logos or appliqué which may help to
improve the robustness. For their detection and description feature based approaches that
detect and describe salient regions may be used.

Although the face detection approach has been developed with the goal of handling
partial occlusions, it works quite well also for other challenges. This shows the higher ro-
bustness of a component based approach in comparison to holistic approaches. The same
finding has been reported for body detection [Wu et al., 2008]. The major issue for a compo-
nent based approach is actually to develop a suitable way to describe and consider the spa-
tial arrangement of these components for the detection. This work has shown that structural
pattern recognition techniques such as graph matching provide a suitable way to describe
the relationship between these components. So the combination of statistical and structural
pattern recognition techniques for object detection may be an interesting topic for further
research.

The developed face recognition approach is basically an extension of the classical eigen-
face approach [Turk and Pentland, 1991a] towards different representations and an adapt-
able fusion step that improves the performance in the presence of occlusions by selecting
reliable parts based on available occlusion information. In the mean time several adap-
tations of this approach have been proposed that extract the feature vector in a different
way, exchange the used feature reduction technique or apply other classification methods
to improve the performance. These techniques can easily integrated within the developed
approach, while preserving its occlusion awareness.

Apart from the personalized human computer interface all other applications were re-
lated to the search and retrieval of humans. For these applications it is very important
to have an intuitive and reliable query interface. While query by example provides a good
starting point if a representative sample is available, query by visual thesaurus provides and
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interesting alternative through the combination of summarization and logical query compo-
sition. Both can be used as the starting point for the interactive search based on relevance
feedback which may help to improve the performance considerably. Another interesting
way that can be further explored is the combination of complementary information through
multimodal fusion in order to improve the performance of the analysis task, as it has been
show for the multimodal person search. Finally, integration of the different analysis tasks
within the personalized human computer interface has shown that the performance of usu-
ally independent modules can be greatly improved by exchanging relevant information.

Given such universal person analysis framework machines will be able detect, track and
recognize people and their behavior within an environment at different scales and react
appropriately depending on application-specific or environment-dependent criteria.



Appendix A

Database overview

A.1 Introduction

Like in any other research field comprehensive databases are the key for the development
and evaluation of looking at people technologies. In order to develop robust methods they
have to be as realistic as possible and include all possible challenges one may face in relevant
application scenarios. Furthermore, for the comparative evaluation of different algorithms
usually some sort of human annotated ground truth is required to compare it to the machine
generated predictions. Although the acquisition and annotation of a high quality database
is a very resource intensive task, the availability of publicly available databases is crucial for
the advancement of the field.

Modalities: Databases may provide different modalities such image, video, or multimodal
data. Image databases are usually used for appearance based analysis. In addition to
that, video databases also support motion based analysis. Multimodal databases usually
in the form of video and audio data may be used for joint audiovisual analysis.

Channels: Traditionally looking at people research has concentrated on individual channels
due to specific application scenarios and sensor capabilities. The majority of avail-
able databases considers faces of humans. In order to provide faces in high resolu-
tions short-distance or head-and-shoulder views are common among these databases.
These databases are only suitable for face analysis such as face and expression recog-
nition. Another group of databases focuses on the body of a human and provides a
mid-distance views of the whole body. These databases are usually used for human
motion analysis such as behavior and gait recognition. If the resolution is high enough
they are also suitable for face analysis. The last group treats humans similar to general
objects and usually provides a long-distance or wide angle view of an environment and
the humans within. Since the resolution of the individual humans is usually quite low,
these databases are only useful for object analysis such as object tracking and activity
analysis.
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Scenario: As already mentioned before, research within the looking at people research do-
main has concentrated on several application scenarios. For each of them databases for
the development and evaluation have been created. In the following review we con-
sider biometrics (BIO), retrieval (RET), surveillance (SUR), smart room technologies (SRT)
and human computer interaction (HCI).

While it is quite difficult to get a complete overview of all publicly available databases
for looking at people research, comprehensive surveys for some areas have been published.
For face analysis the most comprehensive survey is given by Gross [2005], which reviews 27
face databases for face detection, face recognition and facial expression analysis.

The scope of this chapter is to provide a comprehensive survey of available databases
for looking at people research and describe the databases that have been used throughout
this work in more detail. The databases have been grouped according to the their modality
and each of the following sections will focus on one of them.

A.2 Image databases

Most of the available image databases that are suitable for looking at people research, focus
on the biometric scenario. Table A.1 provides an overview of available databases with the
considered scenario and channel. The databases that have been used within this work are
highlighted and will be described in more detail below.

A.2.1 Neckermann Database

The Neckermann Database has been created in 2005 within the scope of this work. It consists
of two sets of images that have been collected from the Neckermann online fashion store1.

It consists of two sets of color images with 42 and 100 images, respectively. All image
have a common height of 480 pixels and contain a single human in mid-distance view. The
database contains a large variety of costumes with different colors, textures and shapes.
Some samples of the first set are shown in figure A.1

Originally, this database lacked any additional data. Binary foreground masks for the
whole body have been created that serve as ground truth for body detection. Additional
region maps for the individual body parts (head, upper body, lower body) have been created
that can be used to evaluate body segmentation methods.

The first set of the Neckermann Database has been used for development and evaluation
of the representation step within the body recognition module (see chapter 5).

1http://www.neckermann.de/

http://www.neckermann.de/
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Title Scenario Channel URL

Free Character Database RET Humans
Neckermann Database RET Humans

AR Face Database BIO Faces http://cobweb.ecn.purdue.edu/˜aleix/
aleix_face_DB.html

BioId Database BIO Faces http://www.Bodycan.de/support/
downloads/facedb.php

Caltech Face Database BIO Faces http://www.vision.caltech.edu/
html-files/archive.html

CAS-PEAL Database BIO Faces http://www.jdl.ac.cn/peal/index.html
CMU Hyperspectral BIO Faces http://www.ri.cmu.edu/pubs/pub_4110.

html
CMU PIE Database BIO Faces http://www.ri.cmu.edu/projects/

project418.html
Cohn-Kanade Facial Expression Database BIO Faces http://vasc.ri.cmu.edu/idb/html/face/

facialexpression/index.html
CVL Face Database BIO Faces http://lrv.fri.uni-lj.si/facedb.html
Equinox Infrared Face Database BIO Faces http://www.equinoxsensors.com/

products/HID.html
FERET Color Database BIO Faces http://www.nist.gov/humanid/

colorferet/
FERET Database BIO Faces http://www.nist.gov/humanid/feret/
HRL Face Database BIO Faces ftp://cvc.yale.edu/CVC/pub/images/

hrlfaces
HumanID Database BIO Faces http://www.nd.edu/˜cvrl/HID-data.html
JAFFE Database BIO Faces http://www.mis.atr.co.jp/˜mlyons/

jaffe.html
Korean Face Database BIO Faces
MIT CBCL Face Database #1 BIO Faces
MIT Face Database BIO Faces ftp://whitechapel.media.mit.edu/pub/

images/
MPIBC Face Database BIO Faces http://faces.kyb.tuebingen.mpg.de/
NIST MID Database BIO Faces http://www.nist.gov/RETd/nistsd18.htm
ORL Face Database BIO Faces http://www.uk.reRET.att.com/

facedatabase.html
Shimon Edelman Face Database BIO Faces ftp://ftp.wisdom.weizmann.ac.il/pub/

FaceBase/
UMIST Face Database BIO Faces http://images.ee.umist.ac.uk/danny/

database.html
University of Maryland Database BIO Faces http://www.umiacs.umd.edu/users/yaser/

DATA/index.html
University of Oulu Face Database BIO Faces http://www.ee.oulu.fi/reRET/imag/

color/pbfd.html
UPC Face Database BIO Faces http://gps-tsc.upc.es/GTAV/ReRETAreas/

UPCFaceDatabase/GTAVFaceDatabase.htm
VISNET Face Database BIO Faces http://www.visnet-noe.org/
Yale Face Database BIO Faces ftp://plucky.cs.yale.edu/CVC/pub/

images/yalefaces/
Yale Face Database B BIO Faces http://www-prima.inrialpes.fr/FGnet/

data/01-TalkingFace/talking_face.html

Table A.1: Overview of available image databases for looking at people research with considered
scenario and channel.

A.2.2 Free Character Database

The Free Character Database was created in 2007 within the scope of this work. It consists of
images collected from Got3d2, a online store for 3D models and real textures. More specifi-
cally, it is one of the sets that is available for free.

It consists of 216 color images captured in two sessions with resolutions of 1920x2560

2http://www.got3d.com/
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Figure A.1: Visual samples of the Neckermann Database.

Figure A.2: Visual samples of the Free Character Database.

and 2848x4288 pixels, respectively. The images contain single humans in mid distance view
in front of a uniform background. The database contains 22 identities with 54 costumes
(from sportive over casual to business) in 4 different views (front, left, right, rear). Figure
A.2 provides some visual samples of the database.

Originally the database did not contain any additional data. Manually annotated labels
include the identities, costumes, views and sessions. Furthermore, pixel-wise segmentation
maps were created for the whole, the upper and the lower body as well as for the head. For
the frontal views facial points (left eye, right eye, nose and mouth) were annotated.

The Free Character Database has been used for the development and evaluation of the
body recognition module (see chapter 5) and the visual person search application (see chap-
ter 9).

A.2.3 AR Face Database

The AR Face Database3 was created Martinez and Benavente [1998].
It consists of 4896 color images with a resolution of 786x576 pixels. The images con-

tain single faces in frontal view in front of a uniform background. In contrast to what is
mentioned on the website, the database comprises 136 subjects (76 male, 69 female) with 26
images per subject. Variations include 4 illuminations (neutral, left, right, frontal), 3 occlu-

3http://cobweb.ecn.purdue.edu/˜aleix/aleix_face_DB.html

http://cobweb.ecn.purdue.edu/~aleix/aleix_face_DB.html
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Figure A.3: Visual samples of the AR Face Database.

Figure A.4: Visual samples of the UMIST Face Database.

sions (none, glasses, scarf), 2 sessions (14 days difference) and 4 expressions (neutral, happy,
angry, tired). Some visual samples are provided in figure A.3.

Originally the database did not contain any additional information apart from labels
that can be extracted from the file names including gender, identity, variation. The FGNET
project further provided a markup4 of 22 facial features for the variations (1,2,3,5). For this
work the annotation was extended with labels for the different types of variation and a
markup of 4 facial features (right eye, left eye, nose, mouth) for the variations (1,8,11,14,21,24).

The AR Face Database has been used for the development and evaluation of the face
detection and face recognition modules, described in chapter 6 and 7, respectively.

A.2.4 UMIST Face Database

The UMIST Face Database (now Sheffield Face Database)5 was developed by Graham and
Allinson [1998] in 1998.

It consists of 564 grayscale images of approximately 220x220 pixels resolution. The im-
ages contain single faces of 20 subjects in a range of poses between frontal and profile view.
It is important to note that the number of images per subject varies quite considerably be-
tween 24 and 84.

Apart from the identities which can be derived from the folder structure no additional
information is available. Thus this database has only been used for subjective assessment.

Within this work the UMIST Database has been used to assess the robustness of the

4http://www-prima.inrialpes.fr/FGnet/data/05-ARFace/tarfd_markup.html
5http://www.shef.ac.uk/eee/research/vie/research/face.html

http://www-prima.inrialpes.fr/FGnet/data/05-ARFace/tarfd_markup.html
http://www.shef.ac.uk/eee/research/vie/research/face.html
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Figure A.5: Visual samples of the VISNET II Face Database.

face detection module (see chapter 6) with respect to out-of-plane rotations and different
resolutions.

A.2.5 VISNET II Face Database

Due to the lack of suitable face databases with realistic occlusions the VISNET II Face Database
has been created in 2007 within the scope of the European Network of Excellence VISNET
II6.

It consists of 4070 color images of 720x576 pixels resolution that were captured in an
office environment with standard illumination and frontal pose. The database comprises 37
subjects (34 male, 3 female). Variations are restricted to 3 expressions, 7 occlusions and 1
non occlusion. For each of the variations 10 images have been captured to support the use
of different training and testing sets. Figure A.5 provides some visual samples.

Several annotations were added to the database, including labels for the different iden-
tities, variations, and samples. Furthermore, a markup of 4 facial features (left eye, right
eye, nose and mouth) is provided together with an occlusion flag that marks this part as
occluded or not.

The VISNET II Face Database has been used for the development and evaluation of the
face detection and face recognition modules, described in chapter 6 and 7.

A.3 Video databases

Most of the available video databases that are suitable for looking at people research focus
on the surveillance scenario. Table A.2 provides an overview of available databases with the
considered scenario and channel. The databases that have been used within this work are
highlighted and will be described in more detail below.

6http://www.visnet-noe.org/

http://www.visnet-noe.org/
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Title Scenario Channel URL

NLPR Gait Database BIO Humans http://nlpr-web.ia.ac.cn/english/irds/
gaitdatabase.htm

NUE SRT Database SRT Humans http://www.nue.tu-berlin.de/
VISNET Cash Machine Database HCI Humans http://www.visnet-noe.org/

ASTAR Video Dataset SUR Objects http://perception.i2r.a-star.edu.sg/bk_
model/bk_index.html

ATON Video Dataset SUR Objects http://cvrr.ucsd.edu/aton/shadow/
AVSS 2005 Dataset SUR Objects http://www-dsp.elet.polimi.it/avss2005
AVSS 2007 Dataset SUR Objects http://www.elec.qmul.ac.uk/staffinfo/andrea/

avss2007_d.html
CAVIAR Test Case Scenarios SUR Objects http://homepages.inf.ed.ac.uk/rbf/

CAVIARDATA1/
ITEA CANDELA Dataset SUR Objects http://www.hitech-projects.com/euprojects/

candela/
PETS 2000 Dataset SUR Objects http://ftp.pets.rdg.ac.uk/cs/PETS2000/
PETS 2001 Dataset SUR Objects http://www.cvg.cs.rdg.ac.uk/PETS2001/
PETS 2002 Dataset SUR Objects http://www.cvg.cs.rdg.ac.uk/PETS2002/
PETS 2005 Dataset SUR Objects http://www.cvg.cs.rdg.ac.uk/PETS2005/
PETS 2006 Dataset SUR Objects http://www.cvg.rdg.ac.uk/PETS2006/data.html
PETS-ECCV 2004 Dataset SUR Objects http://www-prima.inrialpes.fr/PETS04/caviar_

data.html
PETS-ICVS 2003 Dataset SUR Objects http://www-prima.inrialpes.fr/FGnet/data/

08-Pets2003/data/
PETS-RISA Dataset SUR Objects http://ftp.pets.rdg.ac.uk/cs/PETS-RISA/
VS-PETS 2003 Dataset SUR Objects
VSSN 2006 Dataset SUR Objects http://mmc36.informatik.uni-augsburg.de/

VSSN06_OSAC/

Table A.2: Overview of available video databases for looking at people research with considered
scenario and channel.

A.3.1 VISNET II Cash Machine Database

The VISNET II Cash Machine Database was developed in 2007 within the European Net-
work of Excellence VISNET II7 for the development of an intelligent cash machine.

The databases consists of two sets of videos with a common resolution of 360x288 pixels
and a framerate of 25 fps. The first set comprises 420 videos of 14 individual gestures, 10
subjects and 3 samples each and may be used to train and evaluate gesture recognition for
individual gestures. The second set contains 150 videos of 5 scenarios consisting of multiple
gestures, 10 subjects and 3 samples each. It presents a more realistic scenario and may be
used to evaluate gesture recognition for continuous gestures. A sample for each of the users
in the database can be seen in figure A.6.

The database has been annotated with labels regarding the identity of each person, and
the present gestures. Furthermore, the body and other interesting body parts (face, hands)
have been annotated in form of bounding boxes for every 25th frame. This allows not only
to assess the performance of face and gesture recognition but also of detection and tracking
of the whole body and individual body parts.

The VISNET II Cash Machine Database has been used for the development and the eval-
uation of the personalized human computer interaction framework described in chapter 10.

7http://www.visnet-noe.org/
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http://www.hitech-projects.com/euprojects/candela/
http://ftp.pets.rdg.ac.uk/cs/PETS2000/
http://www.cvg.cs.rdg.ac.uk/PETS2001/
http://www.cvg.cs.rdg.ac.uk/PETS2002/
http://www.cvg.cs.rdg.ac.uk/PETS2005/
http://www.cvg.rdg.ac.uk/PETS2006/data.html
http://www-prima.inrialpes.fr/PETS04/caviar_data.html
http://www-prima.inrialpes.fr/PETS04/caviar_data.html
http://www-prima.inrialpes.fr/FGnet/data/08-Pets2003/data/
http://www-prima.inrialpes.fr/FGnet/data/08-Pets2003/data/
http://ftp.pets.rdg.ac.uk/cs/PETS-RISA/
http://mmc36.informatik.uni-augsburg.de/VSSN06_OSAC/
http://mmc36.informatik.uni-augsburg.de/VSSN06_OSAC/
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Figure A.6: Visual samples of the VISNET II Cash Machine Database.

Title Scenario Channel URL

AMI Corpus RET Humans http://corpus.amiproject.org/
M4 Meeting Corpus RET Humans http://www.idiap.ch/mmm/corpora/m4-corpus

BANCA Database BIO Faces http://www.ee.surrey.ac.uk/ReRET/VSSP/banca/
CUAVE Database BIO Faces http://www.ece.clemson.edu/speech/cuave.htm
VALID Database BIO Faces http://ee.ucd.ie/validdb/
XM2VTS Database BIO Faces http://www.ee.surrey.ac.uk/ReRET/VSSP/xm2vtsdb/

Table A.3: Overview of available multimodal (audiovisual) databases for looking at people research
with considered scenario and channel.

A.4 Multimodal databases

Most of the available multimodal databases suitable for looking at people research focus
on the biometric scenario. Table A.3 provides an overview of available databases with the
considered scenario and channel. The databases that have been used within this work are
highlighted and will be described in more detail below.

A.4.1 VALID Database

The VALID Database8 was primarily created for the development and evaluation of multi-
modal biometric systems.

It consists of 1060 audiovisual sequences containing individual persons in head and
shoulder view either saying a short sentence or counting numbers. Each of the 106 indi-
viduals (27 female, 79 male) is captured in 5 environments (1 studio, 4 office), leading to 10
files for each of them. Both the acoustical (noise, reverbation) and visual characteristics (il-
lumination, background) of the environments are quite diverse, making the data even more
realistic for the given application scenario. Figure A.7 shows some visual samples of the
same individual within the different environments.

Originally the database did not contain any annotation apart from the identity, the envi-
ronment and the activity that can be derived from the file name. The same markup as before

8http://ee.ucd.ie/validdb/

http://corpus.amiproject.org/
http://www.idiap.ch/mmm/corpora/m4-corpus
http://www.ee.surrey.ac.uk/ReRET/VSSP/banca/
http://www.ece.clemson.edu/speech/cuave.htm
http://ee.ucd.ie/validdb/
http://www.ee.surrey.ac.uk/ReRET/VSSP/xm2vtsdb/
http://ee.ucd.ie/validdb/
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Figure A.7: Visual samples of the VALID Database.

of 4 facial features (right eye, left eye, nose, mouth) has been added to the images to support
the evaluation of face detection methods.

Within this work the VALID Database has been used for the development and evaluation
of the multimodal person search application described in chapter 8.
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Appendix B

Evaluation methodologies

The goal of evaluation is to assess the performance of a method that achieves a certain task
and make it comparable to other methods. With respect to machine learning the evaluation
may consider the following criteria

• Accuracy with respect to human perception

• Efficiency in creating and applying the model

• Robustness regarding noise and missing observations

• Scalability for a large variety of conditions

• Interpretability provided by the model

• Compactness of the model or rules

Although other criteria have been also considered in this work, the major focus is laid on
the accuracy of the developed methods with respect to a human-defined ground truth.

Several tasks have been addressed within this work including segmentation, detection,
recognition, retrieval and clustering. Since the evaluation methods for these tasks share
some common ideas and tools, these will be discussed first and the specifics of the evalua-
tion for each tasks are discussed later.

B.1 Confusion matrix

A confusion matrix [Provost et al., 1998] is a common tool for the evaluation of unsupervised
and supervised learning tasks. It provides a comparison of ground truth and predicted
classes (labels) against each other.

Depending on the task one can distinguish between unary or binary and n-ary confusion
matrices which are shown figure B.1 along with the different numbers that can be derived
from it:
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Figure B.1: Confusion matrix as a common tool for unsupervised and supervised learning: (a)
Unary/binary case, and (b) n-ary case.

True positives (TP): The number of correct predictions that an observation is positive.

True negatives (TN): The number of correct predictions that an observation is negative.

False positives (FP): The number of false predictions that an observation is positive. Also
referred to as type I error in statistics.

False negatives (FN): The number of false predictions that an observation is negative. Also
referred to as type II error in statistics.

Furthermore, one can distinguish between the number of true (correct) predictions T that
correspond to the sum of the elements along the diagonal and the number of false (incorrect)
predictions F that correspond to the sum of the elements in the upper and lower triangular
part of the confusion matrix.

The major difference between unary and binary classification problems is that for the
former TN is usually not very well defined and usually discarded from the evaluation.

B.2 Detection evaluation

The evaluation of any detection problem is usually based on a set of ground truth G = {gi :
i = 1, . . . , n} and a set of predicted objects P = {pj : j = 1, . . . , m}, which may contain
different number of objects.

In the first step a (n×m)-distance matrix D is derived, that compares the ground truth
and the predicted objects according to some object-specific criterion. It is usually based on
the position and the size of the objects, but also the orientation can be considered. Within
this work a generic criteria based on the objects bounding boxes is used [Everingham et al.,



B.2 Detection evaluation 209

2005]. The dissimilarity dij between two bounding boxes gi and pj is defined as

dij =
area(gi ∩ pj)

area(gi ∪ pj)
(B.1)

and they are considered as a match if dij > 0.5.

Based on the distance matrix D a match matrix M is derived by solving the one-to-one
assignment problem between the ground truth and the predicted objects using the Hungar-
ian algorithm [Munkres, 1957].

From the match matrix M a confusion matrix is derived by considering the sum of as-
signments as true positives, the ground truth objects without an assignment as false nega-
tives and the predicted objects without an assignment as false positives.

Given the confusion matrix several detection measures are derived, including the true
positive rate (TPR), the false positive rate (FPR), and the false negative rate (FNR) defined
as

TPR =
TP

TP + FN
(B.2)

FPR =
FP

TN + FP
(B.3)

FNR =
FN

TP + FN
(B.4)

Detection approaches usually contain some thresholding operation, that either accepts
or rejects an image region as the object of interest. By varying the corresponding threshold
t is is possible to achieve a tradeoff between the number of false positives and false nega-
tives. A low threshold usually decreases the number of false negatives while increasing the
number of false positives and vice versa. For a better comparison across a large spectrum
of operating points detection approaches are usually evaluated for a set of thresholds. Each
considered threshold leads then to an individual confusion matrix along with the measures
defined above. By plotting the the individual measures pair wise two types of curves can be
derived.

B.2.1 Receiver operating characteristic (ROC) curve

ROC curves plot the TPR versus the FPR parametrically as a function of the detection thresh-
old as shown in figure B.2(a). ROC curves are threshold independent, allowing for a perfor-
mance comparison of different methods under similar conditions or of a single system under
different conditions. The closer a curve is to the upper left corner (FPR, TPR) = (0, 1) the
better the performance of the corresponding method.

Within this work ROC curves have been used for face and facial component detection
evaluation in chapter 6.
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Figure B.2: Common evaluation curves for unary/binary classification evaluation such as detection
and retrieval tasks.

B.2.2 Detection error tradeoff (DET) curve

In contrast to ROC curves, DET curves plot error rates on both axes namely FNR versus
FPR parametrically as a function of the detection threshold as shown in figure B.2(b). This
allows for uniform treatment of both types of errors. The closer the curve is to the lower
right corner (FPR, FNR) = (0, 0) the better the performance of the corresponding method.

B.3 Retrieval evaluation

Many different measures for information retrieval have been proposed. In any case the
goal is usually to find a set of of documents that are relevant for the user. This can be
either achieved by ranking all available documents according to some criteria or returning
a unranked set of documents. Within this work both cases are considered.

Based on a ranked list of available documents and a list of relevant items the evaluation
is either based on precision/recall or rank measures.

B.3.1 Precision recall (PR) curves

PR curves are comparable to receiver operating characteristic (ROC) and detection error
tradeoff (DET) curves, since they consider retrieval as a binary classification problem and
plot measures derived from the confusion matrix parametrically as a function of the result
set size. In contrast to the two other curves, precision (P) and precision (P) are considered
here, defined as

R =
TP

TP + FN
(B.5)

P =
TP

TP + FP
(B.6)

Similar to the threshold for the detection evaluation (see section B.2) varying the result
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set size leads to a tradeoff between recall (R) and P. While a smaller result set size usually
leads to a higher precision, a higher recall is usually achieved with a larger result set size as
shown in figure B.2(c). The closer the curve is to the upper right corner (R, P) = (1, 1) the
better the performance of the corresponding method.

By assuming equal cost for both types of error the precision and the recall can be com-
bined into the f-measure (F) which is defined as

F =
2PR

P + R
(B.7)

As another measure, the average precision (AP) P combines the precision and the rank-
ing of relevant items into a single measure by averaging the precision for the relevant items
which can be written as

P =
1

NR

NR

∑
i=1

Pi =
1

NR

NR

∑
i=1

TPi

TPi + FPi
(B.8)

To get an average precision of 1, the system must retrieve all relevant documents at the top
without any non relevant document in between.

Within this work precision, recall and the f-measure have have been used for the evalu-
ation of the multimodal person search system (chapter 8) and the face detection and classi-
fication (chapter 6)

B.3.2 Ranks

Rank measures follow a slightly different approach by directly considering the position of
the relevant documents within the ranked list.

A very simple and robust measure is the best rank Rk1 which is simply defined as the
rank of the first relevant image. It is a common measure for text and content based image
retrieval.

The normalized average rank (NAR) R̃k is an extension of the average rank (AR) Rk
[Gargi and Kasturi, 1999] proposed by Mueller et al. [1999] to remove its dependency on the
collection size N and the number of relevant items NR. It is defined as

R̃k =
1

NNR

(
NR

∑
i=1

Ri −
NR(NR − 1)

2

)
(B.9)

Within this work rank measures have been used for the evaluation of the multimodal
person search system described in chapter 8.

B.4 Recognition evaluation

Recognition can be evaluated as a supervised learning problem with the goal to predict the
class for a given test sample based on a classifier that has been created from several training
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samples. One can distinguish between different recognition tasks, including verification,
identification and watchlist. While the first is a typical binary classification problem and the
second is a n-ary classification problem, the third is a combination of both. Within this work
only identification tasks are considered.

Identification tasks can be evaluated in two different ways which are related to each
other. While recognition and error rates are based on a certain classifier, cumulative match
characteristic (CMC) curves consider the task as a simple matching problem.

B.4.1 Recognition and error rate

Given a set of training samples with associated ground truth labels, a classifier is built. It is
applied to a set of test samples which leads to a set of predicted labels. These are compared
to the ground truth labels of the corresponding samples which leads to a n-ary confusion
matrix (see section B.1). From this matrix the number of true T and false predictions F can
be derived and used to compute the recognition and the error rate defined as

RR =
T

T + F
(B.10)

ER =
F

T + F
= 1− RR (B.11)

Within this work the recognition rate has been considered for the face recognition eval-
uation in chapter 7 and the occlusion classification evaluation in chapter 6.

B.4.2 Cumulative match characteristic (CMC) curve

The cumulative match characteristic (CMC) curve [Johnson et al., 2003] matches the testing
samples directly against the training samples. For each testing sample the training samples
are ranked with increasing distance. Based on the ground truth label of the probe the rank
of the corresponding gallery sample is determined. By iterating over the probe samples the
probability of identification can be computed across the different ranks and plotted as CMC
curve as shown in figure B.3.

Within this work the CMC curve has been used for the evaluation of the body recognition
approach in chapter 5.

B.5 Segmentation evaluation

The goal of most image segmentation tasks is to partition an image or image region into a set
of non-overlapping regions. Several methodologies have been proposed for the evaluation
including pixel based, object based and perceptual metrics [Renno et al., 2006]. Depending
on the number of regions one can distinguish between binary and n-ary segmentation.

Within this work a pixel based approach was adopted which can be seen as a pixel-wise
classification problem. Given ground truth and predicted segmentation map either a binary
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Figure B.3: Cumulative match characteristic curve for the evaluation of recognition tasks.

(a) Original (b) Ground truth (c) Prediction (d) Confusion image

Figure B.4: Illustration of the segmentation evaluation process. (a) Original image (b) Binary ground
truth mask (c) binary prediction mask (d) confusion image with the true positives (green), false pos-
itives (blue), false negatives (red) and true negatives (white).

of n-ary confusion matrix (described in section B.1) is built. An example of that process for
a binary foreground segmentation problem is illustrated in figure B.4 where the colors of
confusion image in figure B.4(d) correspond to the colors of the binary confusion matrix in
figure B.1(b).

Based on that confusion matrix one can compute several quality measures. For a binary
segmentation problem the precision (P), recall (R) and f-measure (F) from the retrieval eval-
uation (defined in section B.3.1) are adopted. For n-ary segmentation problems the recog-
nition rate (RR) and the error rate (ER) from the recognition evaluation (defined in section
B.4.1) are used.

B.6 Clustering evaluation

Clustering evaluation deals with measuring the goodness of the partitions produced by a
clustering method [Jain et al., 1999] (see section 3.3.4). Measures of cluster validity can be
grouped into three different classes [Tan et al., 2005]

Internal: Measure the goodness of a clustering by only using the data and clusters with-
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(a) CORR = 0.9235 (b) CORR = 0.5810

Figure B.5: Clustering evaluation via correlation [Tan et al., 2005].

out any external information. Well known measure are sum of squared error (SSE),
correlation, similarity matrix, cohesion and separation, and the silhouette coefficient.

External: Measure the goodness of a clustering by comparing the clusters with externally
supplied class labels. Well known measures include entropy and purity.

Relative: Measure to compare two different clusterings with each other. Often internal or
external measures are used for the comparison.

Within this work internal and external clustering evaluation methods have been used in
chapter 9. The used methods are explained in more detail below.

B.6.1 Internal measures

As mentioned before internal measures do not require any external information in form of
ground truth class labels for the evaluation. They do only consider the data samples and
their predicted cluster labels provided by the clustering method.

Correlation

Measuring cluster validity via correlation (CORR) [Tan et al., 2005] is based on two matrices.
While the proximity matrix contains the pair wise distances between the data points, the
incidence matrix is a binary matrix with its entries equal to 1 if two data points belong to the
same cluster. The correlation between these two matrices indicates how close data points
are that belong to the same cluster. This is illustrated for an example in figure B.5.

While correlation is a good measure for distance based clusterings, it provides a rather
poor evaluation for some density or contiguity based clusterings.
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(a) Data (b) SSE

Figure B.6: Estimating the optimal number of clusters via the sum of squared errors (SSE) [Tan et al.,
2005].

Cohesion and separation

Another way to measure cluster validity is to consider cohesion (COH) and separation (SEP)
[Tan et al., 2005]. While the former measures how closely related are objects within clusters,
the second measures how distinct clusters are from each other. Both have been defined in
several ways but the following ones are the most commonly used

COH =
C

∑
c=1

∑
x∈Xc

(x− µc)
2 (B.12)

SEP =
C

∑
c=1

Nc(µ− µc)
2 (B.13)

The cohesion which is equal to the sum of squared error (SSE) can also be used to estimate
the optimal number of clusters as it is shown in figure B.6.

Silhouette coefficient

The silhouette coefficient (SIL) [Tan et al., 2005] combines the ideas of cohesion and separa-
tion but not only for clusterings, but also individual clusters and data points.

For an individual point x it computes the average distance of x to the points in its cluster
a(x) and the minimum average distance of x to points in the other clusters b(x). This idea is
illustrated in figure B.7. Based on that, the silhouette coefficient which lies in the interval
[0, 1] is defined as

s(x) = 1− a(x)/b(x) (B.14)

It is also possible to compute silhouette coefficient for individual clusters or the whole clus-
tering by averaging.
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Figure B.7: Illustration of the silhouette coefficient for a single data point and two clusters [Tan et al.,
2005].

B.6.2 External measures

In contrast to internal measures, external measures rely on ground truth class labels which
are compared to the predicted cluster labels of the corresponding data points. This is compa-
rable to the n-ary classification evaluation, where a (n× n) confusion matrix is built. Since
the number of classes n and the number of clusters m may not be the same a m× n confusion
matrix is used here.

Class and cluster entropies

Given this confusion matrix C = (ci j) between predicted cluster labels i and ground truth
class labels j, cluster and class entropies are computed. The former is defined as

em
i = −

n

∑
j=1

pij log2 pij with pm
ij =

cij

∑n
i=1 cij

(B.15)

while the latter is computed by exchanging the rows and columns of the confusion matrix
as

en
j = −

n

∑
i=1

pij log2 pij with pn
ij =

cij

∑m
j=1 cij

(B.16)

Both can be averaged across the clusters or classes and combined into an overall entropy
e = r · em + (1− r) · en based on the ratio r which is commonly set to 0.5.

Purity and coverage

Similar to the cluster and class entropies, the cluster purity (PUR) and the class coverage
(COV) are defined as

PURj = max
i

pm
ij (B.17)

COVi = max
j

pn
ij (B.18)

with pm
ij and pn

ij defined above. Again both can be averaged across the clusters or classes
and combined into the overall quality QUAL = r · PUR + (1− r) · COV based on the ratio
r which is commonly set to 0.5.
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