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Abstract

A highly desired feature of next-generation wireless networks is their contextual awareness,
in which location information of mobile and nomadic devices arguably plays the most critical
role. On one side, location information is used as underpinning to user-facing location-based
services and, on the other, it shows significant potential as a driver for optimization of core as-
pects of the underlying infrastructure like performance enhancement of next-generation wireless
networks. To fully achieve its potential, location information has to be accurate, robust, and
seamlessly available. Unfortunately, these goals still face significant unresolved challenges, es-
pecially in indoor environments, where a seamless source of location information is of immense
importance, but currently lacking. RF-based localization solutions show high promise for local-
ization indoors. This work, therefore, aims at addressing some of the aforementioned challenges
for primarily RF-based indoor localization.

For addressing these challenges, one first needs solid understanding of the performance of
RF-based solutions for indoor localization. This is, unfortunately, hindered by the lack of a uni-
fied methodology and efficient evaluation process. As a contribution toward better objectiveness,
efficiency, and productivity in performance evaluation, we first provide an infrastructure for ex-
perimental evaluation of RF-based indoor localization solutions. The infrastructure is publicly
available, remotely accessible, and supports flexible experimentation. The objectiveness of eval-
uation is supported through unified evaluation methodology, controlling and monitoring external
conditions, and automated positioning of a mobile device to be localized at different evaluation
locations without involvement of a test person. We demonstrate the usability and capabilities of
the infrastructure by evaluating a large number of indoor localization solutions in the form of
a remote competition. To facilitate more efficient remote evaluation of RF-based indoor local-
ization solutions in different environments under various conditions, we also contribute to the
public domain a large set of raw measurements that can be used as an input to an RF-based in-
door localization solution. We further provide an online platform for enabling streamlined remote
evaluation of RF-based indoor localization solutions using these pre-collected raw datasets.

WiFi-based fingerprinting is a promising candidate for an indoor localization service because
of its well-known advantages like the ubiquitous availability of WiFi infrastructures and possibil-
ity of using off-the-shelf devices. We therefore apply the developed methodology and infrastruc-
ture toward better understanding and formalization of WiFi-based fingerprinting. We additionally
aim at increasing the robustness of fingerprinting to harsh environments and conditions, reducing
its deployment overheads, and trying to predict its performance in new environments.

Despite the ongoing improvement of WiFi fingerprinting, fingerprinting is still only a single
source of location information. In contrast to outdoors where GNSS covers most use-case re-
quirements, in indoors there is no generic solution that provides full satisfaction. This is mainly
because different solutions are deployed in diverse indoor environments and seemingly also main-
tained by various entities. Additionally, the requirements for accuracy, latency, and power con-
sumption of provisioning of location information are very diverse across applications. To achieve
seamless provisioning of location information to the applications, there is a need for a middle-
ware platform that will integrate these individual sources of location information. While the
platform should isolate the applications and the individual sources, it also needs to remain aware
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of their requirements to be able to optimally guide the orchestration of these individual sources.
To achieve this vision, we propose a localization service whose core entity is a middleware plat-
form for integration, handover, and fusion of individual sources of location information. We
further contribute with a set of interfaces for standardized interaction between the components
of the proposed service. The invocation of different sources of location information administered
by the middleware platform is in a given space at a certain time based on the requirements from
the applications and the availability and provisioning features of different provisioning sources.
This raises the question of which sources to invoke for provisioning of location information at a
given time and space. We contribute with two algorithms for such an invocation, and perform
an in-depth evaluation of the contributions of these algorithms to the overall performance of the
proposed middleware platform. Under the control of the middleware platform, we instantiate a
set of sources of location information based on previously developed WiFi fingerprinting-based
solutions. We follow by evaluating the developed middleware platform using the proposed per-
formance evaluation infrastructure, and show its benefits in terms of accuracy, latency, and avail-
ability enhancements of such a unified approach compared to individual localization solutions.
Finally, on two examples, we demonstrate how this refined location-awareness can be a valu-
able source of information for improving the performance of wireless networks. First, we propose
a location-based mechanism for deciding if a device-to-device communication link between two
mobile devices should be established. Second, we contribute a location-based mechanism for
positioning of a mobile relay in a way that optimizes the link quality between the end-devices
that want to establish a communication link. By leveraging the previously developed flexible
experimentation infrastructure we show that, for practically achievable location information that
is burdened with a certain level of inaccuracies, the proposed mechanisms indeed lead to very
reliable device-to-device link establishment and close-to-optimal positioning of a mobile relay.
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Zusammenfassung

Ein hochst erwiinschtes Merkmal drahtloser Netzwerke der néichsten Generation ist ein kon-
textuelles Bewusstsein, bei dem die Standortinformationen von mobilen und nomadischen Geri-
ten die wichtigste Rolle spielt. Einerseits werden Standortinformationen als Untermauerung fiir
Nutzer-orientierte ortsbezogene Dienste verwendet und zum anderen zeigen sie ein erhebliches
Potenzial fiir die Optimierung von Kernaspekten der zugrunde liegenden Infrastruktur, wie die
Leistungssteigerung der drahtlosen Netzwerke der nichsten Generation. Um dieses Potenzial voll
auszuschopfen, muss die Standortinformation genau, robust und nahtlos verfiigbar sein. Leider
stehen diesen Zielen noch immer erhebliche ungeldste Herausforderungen gegeniiber, vor allem
in Innenbereichen, wo eine nahtlose Quelle von Standortinformationen von immenser Bedeutung
ist, aber derzeit fehlt. RF-basierte Losungen sind sehr vielversprechend fiir die Lokalisierung im
Innenbereich. Diese Arbeit zielt daher darauf ab, einige der genannten Herausforderungen ins-
besondere fiir die RF-basierte Innenbereichslokalisierung zu bewiltigen.

Um den Herausforderungen gerecht zu werden, braucht man zunéchst ein solides Verstand-
nis fiir die Leistungsfahigkeit der verfiigbaren RF-basierten Losungen fiir die Innenbereichs-
lokalisierung. Dies wird leider durch das Fehlen einer einheitlichen Methodik und eines ef-
fizienten Evaluierungsprozesses behindert. Als Beitrag zur besseren Objektivitit, Effizienz und
Produktivitét bei der Leistungsbewertung stellen wir zunichst eine Infrastruktur fiir die exper-
imentelle Auswertung von RF-basierten Innenbereichslokalisierungslosungen bereit. Die In-
frastruktur ist 6ffentlich verfiigbar, fern zuginglich und unterstiitzt flexibles Experimentieren.
Die Objektivitit der Evaluierung wird durch eine einheitliche Bewertungsmethodologie unter-
stiitzt, die externe Bedingungen steuert und iiberwacht sowie die automatisierte Positionierung
eines mobilen Gerits, das an verschiedenen Auswertungsorten ohne Beteiligung einer Testper-
son lokalisiert werden soll, ermoglicht. Wir zeigen die Benutzbarkeit und die Leistungsfdhigkeit
der Infrastruktur durch die Auswertung einer Vielzahl von Lokalisierungslosungen fiir den In-
nenbereich im Rahmen eines Fernwettkampfs. Um eine effizientere Fernbewertung von RF-
basierten Innenbereichslokalisierungslosungen unter verschiedenen Bedingungen und Umgebun-
gen zu ermdglichen, tragen wir ebenfalls mit einer grolen Anzahl von Rohdatensitzen zur 6f-
fentlichen Nutzung bei, die als Eingabe fiir eine RF-basierte Innenbereichslokalisierungslosung
genutzt werden kann. Wir bieten dariiber hinaus eine Online-Plattform fiir die effiziente Remote-
Evaluierung zahlreicher RF-basierter Innenbereichslokalisierungslosungen mit diesen vorab ge-
sammelten Rohdatensétzen.

Der WiFi-basierte Fingerabdruck ist aufgrund seiner bekannte Vorteile, wie die allgegenwir-
tige Verfiigbarkeit von WiFi-Infrastrukturen und der Moglichkeit handelsiibliche Gerite zu be-
nutzen, ein vielversprechender Kandidat fiir Innenbereichslokalisierungsdienste. Wir verwenden
daher die entwickelte Methodologie und Infrastruktur fiir ein besseres Verstindnis und eine For-
malisierung des WiFi-Fingerabdrucks. Zusitzliche Ziele waren eine Steigerung der Robustheit
in rauen Umgebungen und Bedingungen, eine Verringerung des Bereitstellungsaufwands und die
Vorhersage der Leistung in neuen Umgebungen.

Trotz der laufenden Verbesserung des WiFi-Fingerabdrucks ist dieser dennoch nur eine einzelne
Quelle von Standortinformationen. Im Gegensatz zu Anwendungsfillen im Freien, wo GNSS
die meisten Use-Case-Anforderungen abdeckt, gibt es im Innenbereich keine zufriedenstellende

ix



generische Losung. Das liegt daran, daf in diversen Innenbereichen unterschiedliche Losungen
eingesetzt und anscheinend auch von verschiedenen Entitdten gepflegt werden. Dariiber hinaus
sind die Anforderungen an Genauigkeit, Latenz und Energieverbrauch zur Bereitstellung von
Standortinformationen sehr vielfiltig in den jeweiligen Anwendungsgebieten. Um eine naht-
lose Bereitstellung von Standortinformationen fiir die Anwendungen zu erreichen, besteht ein
Bedarf an Middleware-Plattformen, die diese einzelnen Quellen von Standortinformationen in-
tegrieren. Wihrend eine solche Middleware-Plattform Applikationen und die einzelnen Stan-
dortquellen isolieren soll, miissen die jeweiligen speziellen Anforderungen bekannt sein, um eine
Orchestrierung der einzelnen Quellen optimal begleiten zu knnen. Um diese Vision zu erre-
ichen, schlagen wir einen Lokalisierungsdienst vor, dessen Kern eine Middleware-Plattform fiir
die Integration, Ubergabe und Verschmelzung von einheitlichen Quellen von Standortinforma-
tionen ist. Wir vereinheitlichen einen Satz von Schnittstellen fiir die standardisierte Interaktion
zwischen den Komponenten des vorgeschlagenen Dienstes. Die Aufrufe verschiedener Quellen
von Standortinformationen, die von der Middleware-Plattform verwaltet werden, beziehen sich
auf einen bestimmten Ort zu einem bestimmten Zeitpunkt, basierend auf den Anforderungen der
Anwendungen und der Verfiigbarkeit und Merkmalen verschiedener Bereitstellungsquellen. Dies
wirft die Frage auf, welche Quellen fiir die Bereitstellung von Standortinformationen zu einem
bestimmten Zeitpunkt und Ort herangezogen werden sollen. Wir tragen mit zwei Algorithmen
dazu bei, eine Entscheidung iiber einen solchen Aufruf zu treffen und eine eingehende Bewertung
ihrer Beitrige zur Gesamtleistung des vorgeschlagenen Middleware-Plattform durchzufiihren.
Unter der Kontrolle der Middleware-Plattform instanziieren wir eine Reihe von Quellen von
Standortinformationen basierend auf zuvor entwickelten WiFi Fingerabdrucks-basierten Losun-
gen. AnschlieBend bewerten wir die entwickelte Middleware-Plattform mit der vorgeschlage-
nen Performance-Evaluierungs-Infrastruktur und zeigen ihre Vorteile in Bezug auf Genauigkeit,
Latenz und Verfiigbarkeitserweiterung eines solchen einheitlichen Ansatzes im Vergleich zu
einzelnen Lokalisierungslosungen.

AbschlieBend zeigen wir in zwei Beispielen, wie dieses verfeinerte Standortbewusstsein eine
wertvolle Informationsquelle fiir die Verbesserung der Leistungsfiahigkeit von drahtlosen Netzw-
erken sein kann. Zuerst schlagen wir einen ortsbasierten Mechanismus vor, um zu entscheiden,
ob eine Gerit-zu-Gerit-Kommunikationsverbindung zwischen zwei mobilen Geriten aufgebaut
werden soll. Dann setzen wir einen ortsbasierten Mechanismus zur Positionierung eines mobilen
Relais derart ein, dass die Verbindungsqualitdt zwischen den Endgeriten, die eine Kommunika-
tionsverbindung aufbauen wollen, optimiert wird. Durch die Nutzung der zuvor entwickelten
flexiblen Experimentierinfrastruktur zeigen wir, dass die vorgeschlagenen Mechanismen fiir tat-
sdchlich gesammelte Standortinformationen, die mit einem gewissen Mafl an Ungenauigkeiten
belastet sind, in der Tat zu einer sehr zuverlidssigen Gerit-zu-Gerit-Link-Einrichtung und einer
nahezu optimalen Positionierung eines mobilen Relais fiihren.
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1 Introduction

1.1 Motivation

The knowledge of location information of mobile and nomadic devices in wireless communica-
tional networks is an important information for a large variety of use-cases. First and foremost,
location information is an enabler of location-based services [1, 2, 3]. Location-based services
range from navigation services, location-grounded targeted advertising [4], public emergency
operations [5], personalized weather services, etc. Location-based services are also an integral
part of social networks [6], used among others by Facebook, LinkedIn, Google, and Amazon.
Such services can further be found in specialized domains, for example in health-care, where
they are used for tracking of the patients and assets [7], and in smart households, where they
allow intelligent control of household appliances, e.g. heating and light systems [8, 9]. Location
information is a decisive aspect of the Internet of Things (IoT') vision of smart environments, in
which locations of devices and services usually play a role in their selection and usage [10].

Location information also plays an important, even critical role as a source of context infor-
mation in wireless networks. Location information as a part of context-awareness has a poten-
tial of improving and enhancing different aspects of wireless networks across the whole proto-
col stack [11]. At the physical layer, a Radio Environmental Map (REM) could be exploited
for finding white spaces for enabling secondary radio transmissions in the cognitive radio do-
main [12]. The REM could also be leveraged for interference coordination and avoidance [13],
reducing signaling overhead [14], handover [15], data-offloading [16], etc. Building the REM
of a given environment is time consuming and has to be performed periodically [17]. The usual
approach for building it is through crowd-sourcing, i.e. basing its buildup on the opportunistic
measurements taken by mobile users’ devices [18, 19]. Obviously, this approach requires loca-
tion information of the mobile devices for building the REM. Location information could also
be harnessed at the link layer, for example for avoiding hidden terminal problems [20], for as-
signment of channels to specific geographical areas [21], and for reducing the signaling overhead
of link establishment [22]. On the network and transport layers, location information could be
used for geographical routing [23], improving video streaming [24, 25], balancing of traffic in a
network [26], etc. In general terms, knowing location information of mobile devices in wireless
networks provides a plethora of opportunities for novel users focused use-cases and businesses,
as well as for improving the performance of wireless networks.
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1.2 Challenges

The Global Navigation Satellite System (GNSS) is a service that can reliably, accurately, and
timely provide location information. However, the GNSS usually fails to provide such loca-
tion information in indoor and urban environments, i.e. where people essentially spend most of
their time. Hence, alternative approaches for providing location information indoors are needed.
This has been recognized in the research community, which resulted in a plethora of approaches
for indoor localization. These approaches leverage a large variety of technologies, signal fea-
tures, and algorithms for location estimation. Multiple categorizations of indoor localization
approaches are given in the literature, e.g. [27, 28, 29]. One of the most promising indoor lo-
calization approaches is Radio Frequency (RF)-based localization, using some characteristics of
wireless signals for localizing a mobile device. RF-based indoor localization approaches show
promise because of the ubiquitous availability of RF infrastructures and the possibility of using
Commercial Off-The-Shelf (COTS) devices [28]. Particularly interesting are the 2.4 GHz and
5 GHz Industrial, Scientific and Medical (ISM) frequency bands because of their public avail-
ability and the possibility of unlicensed usage. For that reason, various technologies operate
in these frequency bands, e.g. Institute of Electrical and Electronics Engineers (IEEE) 802.11
(WiFi), IEEE 802.15.4 (ZigBee) and IEEE 802.15 (Bluetooth), all of them having the potential
of being used for indoor localization purposes. Following this realization, various localization
approaches of such kind have been proposed in the research community, some examples be-
ing [30, 31, 32, 33, 34, 35, 36, 37, 38, 39].

The usability of these prototypical localization solutions was, in their early stages, usually
demonstrated by experimentally evaluating their localization accuracy in a given proprietary
environment. After the initial rollover and demonstration of their feasibility, it became clear
that a comparative experimental evaluation of different RF-based indoor localization solutions is
needed. This is necessary both for finding the best solution and for finding the best instantiation
of a certain localization solution for certain conditions. This realization opens a set of challenges
pertaining to the objectiveness of the evaluation of RF-based indoor localization solutions. The
first clear challenge is that, for an objective comparative evaluation of different solutions or dif-
ferent parameterizations of the same solution, the evaluation environment has to be the same for
all instances of experiments. Additionally, the evaluation methodology and the followed proce-
dures have to be the same for guaranteeing an objective comparative evaluation. This pertains
to the same number and locations of evaluation points, same metrics for characterizing the per-
formance of different solutions, and same conditions in which the evaluation is performed. In
addition, experimental evaluations usually require large efforts and induce substantial time over-
heads, making such experimentations in many cases impractical or even unfeasible. Hence, apart
for guarantying the objectiveness of experimental evaluation of RF-based localization solutions,
reduction in the overhead of performing such experimentations is also an open research challenge.

Among different approaches for RF-based localization, fingerprinting-based localization us-
ing commodity Wireless Fidelity (WiFi) infrastructures offers significant advantages. To name
some, WiFi infrastructures are ubiquitously available, fingerprinting does not depend on a usu-
ally unreliable power-to-distance relation, it can be implemented on COTS mobile devices to
be localized, and it does not require adjustments of an existing infrastructure, hence it can be
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piggybacked on the already ubiquitously available ones. However, WiFi-based fingerprinting is
usually viewed as a black-box localization solution [40, 41, 42, 43], while treating it as a white-
box could provide additional insights about its performance, which could be a base for its further
improvements. Moreover, fingerprinting requires a training set, i.e. a survey of an environment
at predefined locations, and its generation is laborious and time consuming. That is to say, reduc-
ing its deployment overheads is still an unresolved problem. Since it is costly to deploy a WiFi
fingerprinting-based localization solution, it would be beneficial to understand, before deploying
the solution, if its localization accuracy in a targeted environment will be acceptable for the en-
visioned use-cases. However, the prediction of the accuracy of WiFi-based fingerprinting in new
environments is currently missing. Finally, it is well known that RF interference can degrade the
performance of WiFi in terms of its communicational capabilities [44, 45]. It is therefore intu-
itive that the same degradation of localization accuracy can be expected if RF interference exists
in an environment serviced by a WiFi fingerprinting-based indoor localization solution. How-
ever, a definite answer and consequently the characterization of this performance degradation are
currently lacking. Obviously, in the likely case that interference really harms the performance
of WiFi-based fingerprinting, there is a need for mitigating this negative influence for enhancing
the robustness of the performance of fingerprinting.

Despite the ongoing improvements in WiFi fingerprinting-based localization, WiFi finger-
printing is still capable of providing location information only for limited geographical areas.
Similar observations can be made for other sources of location information, e.g. the GNSS can
reliably and accurately provide location information only outdoors. In general, there is no single
prominent solution that can seamlessly provide accurate and timely location information. In the
future, we can expect some sources being capable of providing location information in certain
environments, while some others will provide better performance in other environments. The de-
ployments of such sources of location information are also going to overlap significantly. From
the perspective of entities consuming location information, they require such information to be
seamlessly available, regardless of a source that is providing it. To provide the perception of
seamless provisioning of location information to the end-users and applications, there is a need
for an entity for integration, fusion, and handover of different location estimation methods. Such
an entity would provide a perception of seamless provisioning of location information regard-
less of the provisioning source, where this information has a potential of being more robust and
accurate, in comparison to any single source of location information. This has been recognized
already in localization services available on today’s mobile devices. However, such services are
proprietary and use a limited set of sources of location information. Integration of new location
estimation methods is therefore cumbersome, requiring adaptation to the specific interfaces of
the proprietary localization service. In addition, location-based applications are tightly interwo-
ven with the localization service that is typically provided by the operating system, hence these
applications require significant restructuring to be able to run with another localization service.

Location information of mobile and nomadic devices currently mostly being used as a driver
for location-based services and applications. Nonetheless, location information is can also be
used for enhancing wireless networks and improving their performance. As mentioned previ-
ously, there have been suggestions about using location information for improving various aspects
of wireless networks. However, the vast majority of such suggestions rely on perfect location in-
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formation, which in practice is very unlikely to be the case. The unavoidable inaccuracies of
location information should be taken into account when developing location-based approaches
that advance certain aspects of wireless communicational networks and thus improve their per-
formance, otherwise the feasibility of such approaches for practical scenarios will be limited.

1.3 Contributions

This section summarizes the contributions made in this thesis toward addressing above listed
challenges, pertaining to:

e Enabling an objective, fast, user-friendly, and remotely accessible experimental evaluation
of RF-based localization solutions by providing to the public a testbed and cloud infras-
tructures, as well as a clear evaluation methodology.

e Addressing multiple challenges of WiFi fingerprinting-based localization solutions, i.e.
their decoupling and white-box testing, robustness improvements, reduction of complexity
and deployment overhead, and predictability of their performance in new environments.

e Design, implementation, and evaluation of a modular localization service architecture that
allows seamless and standardized provisioning of location information to applications by
supporting handover, fusion, and integration of underlying sources of location information.

e Two examples of leveraging imperfect location information for improving selected aspects
of wireless networks, more specifically a location-based decision-making mechanism for
Device-to-Device (D2D) link establishment and a location-based mechanism for position-
ing of a mobile relay.

In the following we discuss in more details the contributions made in this thesis.

1.3.1 Infrastructure for Objective Evaluation of RF-based Indoor
Localization Solutions

To address the need for testing systems that enable objective evaluation of their properties, we
develop a testbed infrastructure for supporting automatized evaluation of RF-based indoor lo-
calization solutions under controlled interference. For evaluating the impact of RF interference
on the performance of evaluated solutions, the testbed infrastructure leverages various interfer-
ence generation and monitoring devices. Furthermore, the testbed infrastructure uses a robotic
mobility platform serving as a reference localization system and providing the capability of trans-
porting a device to be localized to different evaluation locations in an autonomous and repeatable
manner. We evaluate the accuracy of the autonomous mobility platform in two setups, showing
that, due to the high accuracy, the location estimation provided by the platform can be considered
as the reference localization system for evaluation of RF-based indoor localization solutions. The
infrastructure requests location estimates from an indoor localization System Under Test (SUT)
using a well defined interface and the estimates are subsequently processed in a dedicated cloud-
based metrics computation engine. The results of the experiments can be stored into dedicated
publicly available repository, therefore creating a portfolio of evaluated solutions.

We further contribute by reporting on the design, execution, and results from a remote lo-
calization competition in which several different RF-based indoor localization algorithms have
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been evaluated are evaluated along a set of standardized metrics under unified and representative
condition with the help of the proposed remotely accessible and automated testbed and cloud
infrastructures, which reduces the overheads of such evaluation. For the performance evalua-
tion of the competing algorithms we propose a combination of precision, latency and sensitivity
metrics, under four evaluation scenarios, overall resulting in 28 different evaluation experiments.
The execution of this competition provided us with the possibility of evaluating the usability and
complexity of usage of the developed testbed infrastructure by the users that did not have any
previous knowledge of its capabilities. Furthermore, we concluded that many of the evaluated
algorithms use the same signal feature for localization, i.e. the Received Signal Strength (RSS).
Hence, providing this signal feature to can be used as an input to a RSS-based localization algo-
rithm could reduce the complexity and costs of performance evaluation. In addition, the obtained
results confirmed that specific types of RF-interference generally and noticeably degrade the lo-
calization performance of different RF-based indoor localization solutions. As a side note, the
obtained results also confirmed the previously well-known fact that WiFi-based fingerprinting is
a promising candidate for an indoor localization service.

Binding the previous conclusion that many algorithms use the same signal feature for local-
ization, we collect and offer to the public an extensive set of raw measurements that can be used
as input data for evaluating primarily RSS-based indoor localization algorithms. We further pro-
vide a publicly accessible cloud platform for streamlined experimental evaluation of RF-based
indoor localization algorithms. By contrasting its fidelity and usability with respect to remote
experiments on the previously proposed physical testbed infrastructure, we show that the cloud
platform produces comparative performance results, while removing the need for physical exper-
imentation, hence offering a significant reduction in the experimentation complexity, and time
and labor overheads.

1.3.2 Advancing WiFi Fingerprinting-based Localization Solutions

We advance WiFi-based fingerprinting with the following contributions: decoupling and white-
box testing of WiFi-based fingerprinting, reduction of complexity and deployment overhead, in-
terference robustness improvements, and predictability of WiFi fingerprinting performance in
new environments.

1. The usual work-flow of fingerprinting algorithms can be decomposed in common phases
(collection of raw measurements, creation of fingerprints, pattern matching, and post-
processing). However, the performance of WiFi fingerprinting is usually focused on black-
box comparison of complete algorithms. Moreover, the current practice of comparative ex-
perimental evaluation of WiFi fingerprinting-based localization algorithms is lacking rigor,
with studies typically following ad-hoc evaluation procedures. To address these issues,
we present a systematic evaluation methodology that is focused on gaining fine-grained
insight about the relative contributions of the individual phases of fingerprinting-based
localization algorithms to their overall performance. We illustrate the application of the
proposed methodology using a comprehensive experimental case-study of 3 fingerprint-
ing algorithms with 4 raw RSSI collection procedures, 3 fingerprint creation and pattern
matching procedures, 4 different post-processing procedures in 3 testbeds and 4 evalua-
tion scenarios. The results demonstrate that in the evaluated scenarios, a lower number
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of WiFi APs and rather simple fingerprint creation and pattern matching procedures can
achieve better performance in terms of localization accuracy than more sophisticated alter-
natives. The results also show that post-processing steps like k-Nearest Neighbors (kKNN)
procedure are indeed effective in reducing the localization error variability and extremes,
thus increasing the stability of location estimates. Finally, the results demonstrate that
WiFi-based fingerprinting provides reasonably accurate location information for office-
like environments, while a substantial degradation of performance is visible in industrial,
open-space like environments.

2. In fingerprinting, there is a trade-off between the accuracy of location estimation and the
density of a laborious and time consuming survey for collecting training fingerprints. A
generally accepted concept of increasing the density of a training dataset, without an in-
crease in the amount of physical labor and time needed for surveying an environment for
additional fingerprints, is to leverage a propagation model for the generation of virtual
training fingerprints. This process, however, incur an overhead in terms of implementing
a propagation model, defining locations of virtual training fingerprints, generating virtual
fingerprints, and storing the generated fingerprints in a training database. To address this
issue, we propose the Enriched Training Service (ETS), a web-service that enables stor-
age and management of training fingerprints, with an additional “enriching” functionality.
The user can leverage the enriching functionality to automatically generate virtual training
fingerprints based on propagation modeling in the virtual training points. We further pro-
pose a method for defining the locations of virtual training fingerprints based on modified
Voronoi diagrams, which removes the burden of defining virtual training points manually
and which automatically “covers” the regions without sufficient density of training fin-
gerprints. The evaluation results show that the usage of automated generation of virtual
training fingerprints in the ETS results in more than 25% increase in point accuracy and
15% in room-level accuracy of fingerprinting.

3. As we have demonstrated by the competition that RF interference can adversely influence
the accuracy of WiFi-based fingerprinting algorithms, we follow by typifying this impact
and proposing a procedure for reducing the influence of RF interference on WiFi-based
fingerprinting. We first study the effect of RF interference on Received Signal Strength
Indicator (RSSI) signal feature used for localization, particularly the effect of interference
on packet-based RSSI reported by IEEE 802.11 and IEEE 802.15.4 technologies. Using an
information theoretic formulation, we distinguish three operational regimes and show that
the RSSI values, in dBm, remain unchanged in the noise-limited regime, increase roughly
linearly with interference power in dBm in the interference-limited regime, and cannot be
obtained due to packet-loss in the collision regime. Second, we propose a procedure for
adjusting the WiFi beacon packets’ RSSI measurements based on estimates of their distor-
tion caused by RF interference. For estimating the distortion of RSSI measurements, the
procedure uses information about the spectrum power levels in the frequency band where
a fingerprinting algorithm performs. The proposed procedure can be inserted in the previ-
ously proposed formalized work-flow of WiFi fingerprinting. Our experimental evaluation
in different interference scenarios shows that the proposed procedure for mitigating the in-
fluence of RF interference significantly improves the accuracy, without notably increasing
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the latency of location information provisioning.

4. As mentioned, WiFi-based fingerprinting solutions are typically evaluated only in a single
or small number of discrete environments. When the end-user’s environment is not part of
the evaluated set, it remains unclear if and to what extent the reported performance results
can be extrapolated to this new environment. We contribute by establishing a relationship
between the similarities among a set of different deployment environments and parameter-
izations of fingerprinting algorithms on one side, and the performance of these algorithms
on the other. We hypothesize about the factors that can be used to capture the degree of
similarity among environments and parameterizations of the algorithms, and proceed to
systematically analyze the performance of two fingerprinting algorithms across four envi-
ronments with different levels of similarity. The results show that the localization error dis-
tributions have small statistical difference across environments and parameterizations that
are considered similar according to our hypothesis. As the level of similarity is decreased,
we demonstrate that the relative performance of the algorithms can still be preserved across
environments. For dissimilar environments, the localization errors demonstrate larger sta-
tistical differences.

1.3.3 Proposal for Standardized Localization Service

To address the aforementioned interoperability and integration problems, a high-level localization
service architecture that consists of location-based applications, a middleware entity for integra-
tion, handover, and fusion of different sources of location information (i.e. location information
provisioning services), and resources for generating location information. We further propose a
set of interfaces for unified interaction among these components.

The middleware entity in envisioned to select and invoke the available provisioning services
and, in the later step, aggregate the received information and provide it to location-based appli-
cations. The selection and aggregation of the provisioning services is envisioned to take into
account the accuracy and latency requirements from the applications and accuracy, latency, and
power consumption characteristics of the provisioning services. We further propose two algo-
rithms for the selection of provisioning services aiming at meeting latency and subsequently
accuracy requirements from the applications, one subject to minimizing per-request power con-
sumption, while the other subject to a per-time bucket power minimization. In the considered
examples, we show that the per-time bucket optimization achieves better performance in terms
of power consumption, while trading-off accuracy satisfaction.

We further contribute with the Standardized Localization Service (SLSR), a prototypical im-
plementation of the proposed localization service architecture for supporting handover, fusion,
and integration of different location information provisioning services. We instantiate the SLSR
in an office environment and performed exhaustive performance benchmarking in the previously
proposed testbed specifically designed for supporting such experimentation. Our results charac-
terize the effects of different functional components envisioned in the SLSR on its final perfor-
mance. In addition, our results quantify the accuracy benefits of fusion of representative sources
of location information.
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1.3.4 Using Location Information for Improving Wireless Networks
Operation

We demonstrate the potential of using realistic location information for improving wireless net-
works in two scenarios, i.e. D2D communication and mobile relaying.

D2D communications commonly refer to the technologies that enable devices to communicate
directly (without base stations or Access Points (APs) [46]. D2D communication has a high po-
tential in reducing the amount of network traffic and improving the latency and energy efficiency
of communication. Currently, D2D link establishment decisions are based on active probing be-
tween devices that wish to establish a D2D link. The main drawback of such approaches is a large
overhead as during active probing no data communication can take place. We leverage physical
locations of the devices that wish to establish a D2D link for estimating the probability of success
in establishing the link before making an attempt to communicate. The probability of success
is derived in a closed form that takes into account the imperfections of location information of
the devices and intrinsic randomness of wireless environments. We experimentally evaluate the
proposed location-based decision-making mechanism for D2D link establishment in a complex
office-like indoor environment. We show that setting the Signal to Noise Ratio (SNR) thresh-
old of the proposed mechanism to a value that is 5 dB higher than the nominal SNR required
for communication results in reliable link establishment with false positive rate of less than 2%.
Furthermore, we show a relatively small loss of link establishment potential due to an increase
in the inaccuracies of location information.

Leveraging a relay for communication is a promising approach for improving throughput, cov-
erage, and energy efficiency in wireless networks. If the destination device is nomadic, transmit-
ting through a relay that is always at the same location is usually suboptimal in terms of maxi-
mizing the benefits of relaying. A mobile relay that is capable of positioning itself at different
locations opens the possibility for dynamic optimization of the path quality between the source
and the nomadic destination. How to optimally position the mobile relay in order to maximize
the path quality, however, remains a challenging task. Under the assumption that the physical lo-
cation information of the devices are either known or can be estimated, we propose a mechanism
for positioning of the mobile relay with the aim of maximizing the SNR between the source and
the destination. The proposed mechanism takes into account the practically unavoidable inaccu-
racies of estimated locations, as well as the propagation characteristics of the served environment.
Using WiFi as an example technology, we experimentally evaluate the proposed mechanism in
a complex indoor environment with the support of a specifically designed testbed infrastructure.
For relatively small localization errors, our results show less than 4 dB average difference between
the measured SNR at optimal locations of the mobile relay vs. the SNR at locations yielded by
our positioning mechanism. Our results also illustrate how the quality of the paths created by the
proposed positioning mechanism degrades in the face of increasing localization errors.
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1.4 Thesis Structure

This thesis is structured as follows. In the next chapter, we provide an overview of basic con-
cepts and definitions relevant for this work, followed by an overview of the related contributions
for the literature. In Chapter 3 we present the infrastructure for evaluation of RF-based indoor
localization solutions under artificially generated RF interference context. The same chapter re-
ports on the execution and results of a remote competition in which multiple RF-based indoor
localization solutions have been evaluated with the help of the proposed infrastructure. Chapter 3
also overviews a cloud platform for streamlined evaluation of RF-based indoor localization solu-
tions. In Chapter 4 we present a set of contributions pertaining to enhancing and improving WiFi
fingerprinting-based indoor localization solutions. More specifically, we contribute by formal-
izing WiFi-based fingerprinting, reducing its deployment overheads, increasing its interference
robustness, and evaluating the possibility of predicting its performance in new environments. In
Chapter 5 we present the Standardized Localization Service, a middleware architecture support-
ing handover, fusion, and integration of different sources of location information. In Chapter 6,
we demonstrate how location information can be leveraged for improving the decision-making
mechanism for D2D link establishment. In the same chapter, we show how a mobile relay can
be positioned in a way that optimizes the expected SNR between a source and a destination by
leveraging location information of the devices participating in the communication. Finally, in
Chapter 7 we conclude the thesis and underline suggestions for future improvements and poten-
tial research directions.
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2 Fundamentals and Related Work

2.1 Basic Concepts and Definitions

This section provides a a set of basic concepts and definitions of terms used throughout the rest
of the thesis.

Localization Solution and Location-based Applications

A localization solution (or a location information provisioning service) is an entity with the capa-
bility of determining physical locations of a mobile device in a certain environment. An indoor
localization solution enables determining location information in indoor environments, in which
the GNSS generally fails to do so accurately [47]. In addition to determining the physical loca-
tion of a mobile device, a localization solution makes the physical location of the mobile device
available for location-based applications for enabling services such as navigating, tracking, mon-
itoring. Alternatively, location-based applications can use location information for optimizing
the performance of wireless networks. In general terms, location-based applications are entities
that make use of the physical location of a mobile device for a certain purpose [48].

Classification of RF-based Indoor Localization Solutions

Based on the signal types used for estimating location, wireless indoor localization solutions can
be roughly classified as infrared, ultrasound, Ultra-Wideband (UWB), and RF-based ones [49].
RF-based indoor localization solutions are predominantly discussed in this thesis. While RF fre-
quencies range from a few kilohertz to a few hundreds of gigahertz, in this work we focus on the
2.4 GHz ISM frequency band. Hence, when stating “RF-based indoor localization solution”, we
assume an indoor localization solution operating in the 2.4 GHz ISM frequency band, if not ex-
plicitly stated otherwise. Technologies that are usually used for RF-based indoor localization in
the 2.4 GHz ISM band are WiFi (IEEE 802.11), ZigBee (IEEE 802.15.4), and Bluetooth IEEE
802.15.1). Different types of features derived from the received signals can be used for localiza-
tion purposes in RF frequencies. Based on the signal features used for generating location, indoor
localization solutions can roughly be classified as Angle of Arrival (AoA), Time of Flight (ToF),
and RSSI-based ones. AoA is a signal feature that determines the direction of propagation of a
signal incident on a receiving device. Contrasting AoA, Angle of Departure (AoD) determines
the direction of propagation of a signal in reference to a transmitting device. ToF is a signal fea-
ture that specifies the time that it takes for a signal to travel between a transmitter and a receiver
through a medium. Signal features processing procedures used for indoor localization can also
vary. Based on the signal features processing method RF-based indoor localization solutions
can be classified as proximity, multilateration / multiangulation, and fingerprinting-based [50].



2 Fundamentals and Related Work

Proximity-based localization solutions use different signal features for reporting the proximity
of user’s device and an AP [51]. Multilateration / multiangulation-based indoor localization so-
lutions use geometrical dependencies between static (anchors) and a mobile device for estimat-
ing mobile device’s location. Finally, fingerprinting-based localization solutions, also known as
scene analysis, compute the similarities between stored fingerprints and the user’s fingerprints
for estimating location.

Multilateration and Multiangulation

Multilateration and multiangulation are localization procedures that use geometrical dependen-
cies between a mobile device and each anchor node for estimating location of the mobile device.
In particular, multilateration-based localization procedures use distances between the mobile de-
vice and all localization anchors. For obtaining the distances between devices different signal
features can be used, with mostly adopted ones being the received signal strength and different
variations of the ToF [52]. On the other side, for estimating location multiangulation-based lo-
calization procedures use the AoD feature of the signal issued by each localization anchor and/or
AoA signal feature received by the mobile device, or vice-versa.

Received Signal Strength Indicator in WiFi

In the IEEE 802.11 standard (i.e. WiFi), RSSI is the relative received signal strength in a wireless
environment, in arbitrary units [53]. The RSSI indicates the power level of the signal received
by the IEEE 802.11 physical layer receive radio after the antenna and possible cable losses. The
RSSI is measured by the receive radio during the reception of the Physical Layer Convergence
Protocol (PLCP) preamble transmitted by the transmit radio. The RSSI decreases with the dis-
tance between the node that is receiving and the WiFi device that is transmitting the signal.
Furthermore, RSSI is represented by 8 bits (256 levels). There is no standardized relationship
of any particular physical parameter to the RSSI reading in the IEEE 802.11 standard. In other
words, the IEEE 802.11 standard does not define any relationship between the RSSI value and the
power level in mW or dBm. The IEEE 802.11 standard specifies that the RSSI can be on a scale
of 0 to up to 255 and that each chipset manufacturer can define their own “RSSI_Max” value.
Cisco, for example, uses a 0-100, while Atheros uses 0-60 scale. In this work, we focus on WiFi
RSSI-based indoor localization solutions and in particular WiFi RSSI-based fingerprinting.

Fingerprinting-based Indoor Localization

Fingerprinting-based localization solutions (or shortly fingerprinting) can be divided into a train-
ing and a runtime steps (often also referred to as phases). The training step is performed off-line
for obtaining a set of fingerprints of a wireless environment. In other words, the localization area
is surveyed at a number of segments by collecting certain signal features at each segment. Further-
more, a training fingerprint of a segment is created following some methodology for processing
the collected signal features. Using the obtained training fingerprints of a surveyed environment,
the training database is created and stored on a fingerprinting server. The runtime step consists of
three individual phases. Two of them are mirroring the phases of the first step: a number of scans
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are first created by the user at an unknown location, and the runtime fingerprint for the location
is created following the same procedure as in the training step. On the server’s side, the runtime
fingerprint is compared with the training dataset following some predefined matching procedure
and the most similar training fingerprint is reported as the estimated location. Alternatively, the
output of the matching phase can also be a set of training fingerprints, which is post-processed
in the post-processing phase for obtaining the estimated location.

Used Fingerprinting Algorithms

Throughout this thesis we use two WiFi RSSI-based fingerprinting algorithms. These algorithms
are in details discussed in Chapter 4.1.1, while here we provide their high-level summaries.

Euclidean distance of averaged RSSI vectors: This fingerprinting algorithm uses the
computed average value of RSSI measurements obtained from each AP used for localization.
The fingerprint is a vector of average values of the RSSI measurements obtained from each AP
used for localization in both the training and the runtime step, where K is the length of the vector.
Let pm = [RSSIy1,..., RSS1 ), ..., RSSI; k| be the vector of averaged RSSIvalues RSS1, ;
from each AP ¢ obtained in training step at point m € 1, ..., My, i.e. training fingerprint. In the
same manner, let p, = [RSSI,1,...,RSSI,,..., RSSI, ] be the vector of averaged RSSI
values RSSI, ; from each AP i obtained in the runtime step. The pattern matching procedure
uses the Euclidean Distance (ED) between a training fingerprint at the cell m and the runtime
fingerprint and it is given as:

DE(Yt,mayr) = |Yt,m - Y7“| (21)

Xtm and X, are the fingerprint vectors in the training and the runtime steps, respectively.
The training fingerprints with the smallest distance (also called smallest weight) are then used
in the post-processing procedure. In the post-processing procedure we used the weighed kNN
method with the parameter & set to 4, since this method achieves the best performance results in
comparison to a large set of other post-processing methods evaluated in Chapter 3 of the thesis.

Pompeiu-Hausdorff distance of RSSI quantiles: This fingerprinting procedure uses ¢
quantiles of the RSSI values from each AP as fingerprints, which are calculated in two steps.
First the Cumulative Distribution Function (CDF) of the RSSI measurements from each AP is
computed. Second, the quantiles, i.e. RSSI values with probabilities k/(q¢ — 1), where k =
0,1,...,q — 1, are calculated. The result of the quantile calculation in both training and runtime
steps is a quantile matrix () 4, Where K is the number of APs visible at the given location and
q is a number of quantiles. The pattern matching procedure of this algorithm uses the Pompeiu-
Hausdorft (PH) metric for capturing similarities between training fingerprints and an runtime
one [54], as follows:

D X X,) = max min d(zig, T 2.2
pi(Xtm, X;) p x| min (@t k> Trok) (2.2)
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Here d(z¢ k, 2, ) is the Euclidean Distance measurement between elements of the runtime
fingerprint X, and training fingerprint X ,,, at point m. Pompeiu-Hausdorff (PH) distance mea-
sures how far two subsets of a metric space are from each other. The training point with the
smallest PH distance with the runtime fingerprint is reported as an estimated location. Same as
for the previous algorithm, 4 training fingerprints with the smallest distance D py are then used
in a weighted kNN procedure.

Radio Frequency Interference

RF interference are the unwanted, interfering RF signals that interfere with desired RF signals
and disrupt normal operations of devices operating in these frequencies. As mentioned, unless
explicitly stated otherwise, in this work IEEE 802.11 is the desired technology and the 2.4 GHz
ISM frequency band is the operating frequency band. Because of the IEEE 802.11 Media Access
Control (MAC) protocols, a sufficiently strong interfering RF signal in the same frequency can ap-
pear as a bogus 802.11 station transmitting a packet. For this reason, IEEE 802.11 stations could
potentially wait for long periods of time before attempting to access the transmission medium.
Furthermore, RF interference is not limited to the IEEE 802.11 protocols, so the interfering
RF signal might start while a legitimate IEEE 802.11 station is in the process of transmitting a
packet. If this occurs, the destination station will receive the packet with errors and will not reply
to the source station with an acknowledgment packet. In return, the source station will attempt
to retransmit the initial packet, which will add overhead on the network. The RF interference
types can be categorized into interference from neighboring WiFi devices, IEEE 802.15.1 (Blue-
tooth), IEEE 802.15.4 (ZigBee), and synthetic interferences such as the ones originating from
microwaves, Digital Enhanced Cordless Telecommunicationss (DECTs), and amateur audio and
video devices.

Fusion of Diverse Sources of Location Information

Fusion of diverse sources of location information results in improved accuracy, seamlessness, and
robustness of location information provisioning. Literature discusses two types of such fusion,
i.e. on the level of raw data (i.e. resources) for generating location information and on the level
of location estimates provided by different sources of such information. In this dissertation, we
focus on the latter.

2.2 Related Work

In this section, we provide an overview of previous works related to the four major contributions
made in this thesis. In particular, the overview of related work pertains to infrastructures for
experimental evaluation of RF-based indoor localization solutions, advancing WiFi RSSI-based
indoor fingerprinting, localization service architectures that integrate diverse sources of location
information, and location-based D2D link establishment and relaying in wireless networks.
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2.2.1 Infrastructure for Evaluation of RF-based Indoor Localization
Solutions

Indoor positioning has been a hot research topic in the research community over the past years.
As discussed previously, an objective performance evaluation of different indoor localization
solutions is needed, which has been recognized in the community. Hence, infrastructures for
supporting such evaluation have been discussed in the literature. The VirTIL testbed is a cus-
tomized testbed infrastructure for evaluation of indoor localization algorithms [55] in an office-
like facility. The testbed features a low-cost TurtleBot robot that serves as a reference localization
system. The robot also carries the SUT while directed remotely through hallways of an office
building. The w-iLab.t II testbed [56] also uses an autonomous mobility platform as a source of
ground-truth and for remote positioning of the SUT at different locations in the testbed. How-
ever, this testbed is deployed in an open-space indoor environment. A very similar localization
testbed deployed in an industrial automation environment is presented in [57]. The Mobile Em-
ulab is a remotely-accessible mobile wireless and sensor testbed that also supports experimen-
tation related to evaluation and benchmarking of indoor localization solutions [58]. Similar to
the other testbeds, the Mobile Emulab makes use of an autonomous mobility platform capable
of transporting a device to be localized to different evaluation locations in the environment. This
autonomous mobility platform also serves as a source of ground-truth locations for the evalua-
tion of the performance of an evaluated localization solution. In that regard, all the discussed
testbeds are similar to the testbed infrastructure discussed in this thesis. The discussed testbeds
are also remotely accessible, same as the proposed testbed infrastructure. Some testbeds are also
office-like environments similar to the environment in which the proposed testbed in deployed. In
addition to the capabilities provided by other testbed infrastructures, the testbed we propose of-
fers the possibilities of generating and monitoring wireless interference context. In contrast to the
other testbeds, the proposed testbed infrastructure supports calculation and storage of metrics for
characterizing the performance of the evaluated SUT. Hence, the proposed testbed infrastructure
supports a remote and fully automated evaluation of RF-based indoor localization solutions.

Public raw datasets represent an important bedrock of scientific research in disciplines ranging
from astronomy to studies of climate change and the humane genome. Dedicated sites, like the
Amazon Public Dataset', act as central repositories of popular and large datasets, streamlining
their use in cloud-based frameworks. These datasets can be leveraged as common benchmarks for
assessing the relative performance of different systems. Popular examples are the use of National
Institute of Standards and Technology (NIST) Language Recognition datasets in the domain of
language recognition [59] or ImageNet datasets in computer vision [60]. In the domain of RF-
based indoor localization, there has been only one previous effort to virtualize some aspects of the
experimental evaluation of localization algorithms [55]. In [55], the authors focus on evaluation
of range-based indoor localization algorithms by providing to the public the range measurements
collected at various locations in their testbed environment. In our work, we promote and offer
unprocessed low-level data such as RSSI and ToF measurements that are used in a wide range of
indoor localization approaches.

Indoor localization competitions provide the possibility for evaluation of a large number of

! Amazon Public Datasets: https://aws.amazon.com/datasets
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indoor localization solutions in the same setting, which increases the comparability of their per-
formance results. However, such competitions are rare due to their cost, labor, and time intensity.
In [61] the authors report on the experiences and lessons learned during the IPSN / Microsoft
indoor localization competition. During the competition a large number of indoor localization
solutions, including magnetic, light and ultrasound-based ones, were evaluated manually by car-
rying devices to be localized to different evaluation points. The set of EVAAL competitions is
another popular line of competitions focused on indoor localization for the assisted living sce-
narios [62, 63, 64]. In these competitions, the evaluation was performed in multiple assisted
living-related scenarios. The evaluation in EVAAL competitions was performed by a test per-
son carrying a device to be localized to different locations in the environment. In both related
competitions the evaluation was performed on-site, which required competitors to be physically
present at the competition site. Our competition offered a possibility of remote participation,
thus the cost for the competitors was significantly reduced. Furthermore, in our competition the
focus was on the effects of interference on the performance of RF-based solutions.

The influence of RF interference on the performance of RF-based indoor localization solutions
has been a vaguely investigated topic in the literature. However, some indication exist about the
performance degradation of RF-based indoor localization solutions due to interference. The au-
thors in [65] experimentally show that background IEEE 802.11 traffic as interference source
can double the 80" percentile localization error of an IEEE 802.15.4-based indoor localiza-
tion solution in the worst case scenario. In [66], the authors give an analytical model and show
by simulations the effect of several types of interference on the performance of an Radio Fre-
quency Identification (RFID)-based indoor localization solution. We extend the current findings
by showing that various RF interference patterns generally degrade the performance of a large
number of RF-based indoor localization solutions in the 2.4 GHz ISM frequency band. This
effect is mostly visible through the increased localization errors in the evaluation scenarios with
RF interference, in comparison to the evaluation scenarios with minimized interference. The
effect of channel interference on WiFi-fingerprint for different channel assignment schemes has
been studied in [67]. The results show that the selection of channel the assignment scheme in-
fluences the accuracy WiFi fingerprinting. In contrast to these contributions, we experimental
demonstrate the effect of various types of interference on multiple RF-based indoor localization
solutions under unified conditions. Similar to the listed contributions, we demonstrate a generally
negative impact of interference on the localization accuracy of different solutions.

2.2.2 WiFi Fingerprinting-based Localization Solutions

A number of research activities aimed at developing WiFi fingerprinting-based indoor localiza-
tion solutions or improving its accuracy. An overview of WiFi-based fingerprinting, together with
its advantages and limitations, is given multiple works, e.g. [68, 69, 70]. Numerous fingerprinting-
based indoor localization algorithms support room level localization. One of the most popular
ones of that type is RedPin [71]. RedPin is a hybrid localization solution that combines different
technologies (WiFi, GSM, Bluetooth) for creating a fingerprint. Another well-known room level
indoor WiFi-based fingerprinting approach is ARIEL [72]. ARIEL uses the room clustering in
order to estimate the room where user stands, together with noise minimization and motion detec-
tions from the users’ mobile phones. Besides the room level fingerprinting, various solutions are
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aiming to the more precise indoor localization. In [73], the authors propose an indoor localiza-
tion algorithm that uses the difference of the signals from different WiFi and Bluetooth APs for
creating a fingerprint. The authors in [40] use the WiFi beacon packets RSSI values for creating
a fingerprint. They describe several algorithms and propose two new ones. As mentioned, the
majority of current contributions focus on improving the accuracy of WiFi RSSI-based indoor
fingerprinting, with some examples being [74, 75, 76, 77, 78, 79]. Contributions made in this
thesis that are related to WiFi-based fingerprinting are not predominantly focused on improving
its accuracy. Instead, we focus on less investigated topics, i.e. formalizing the fingerprinting pro-
cedure, reducing the deployment overheads, increasing its interference robustness, and predicting
the performance of fingerprinting in new environments.

1. The majority of contributions study WiFi-based fingerprinting as a black-box solution, ex-
amples being [40, 41, 42, 43, 80]. We believe that the decoupling of WiFi fingerprinting
into standard phases could provide additional insights into its performance, which could
lead to further advancements of such solutions. We therefore distinguish different formal
phases of WiFi fingerprinting and proceed to evaluate the contributions of methods in dif-
ferent phases to the overall performance of fingerprinting algorithms. Similar decoupling is
proposed in [75], where the authors distinguish data collection, fingerprint definition, and
location estimation algorithms as different phases of fingerprinting. In comparison [75],
we evaluate the contributions of a set of different methods in each of the defined phases
on the overall performance of fingerprinting algorithms. We perform the evaluation in a
set of office environments, which is similar to the evaluation performed in [75]. Contrast-
ing [75], we additionally carry out our evaluation in an open-space environment. In [81],
the authors specify the following phases of WiFi-based indoor positioning systems: data
collection, preprocessing, location calculation, post-processing, and data distribution. This
formalization is similar to the one we propose specifically for WiFi-based fingerprinting.
However, the evaluation in [81] aims at black-box testing of different WiFi-based indoor
positioning systems and hence fails to evaluate the contributions of different methods in
the specified phases on the overall performance of different positioning systems.

2. Collecting training fingerprints that are needed for enabling fingerprinting-based localiza-
tion is a lengthy, costly, and cumbersome process. Training fingerprints have traditionally
been collected by the administrator of a fingerprinting-based localization system before
putting the system to use. More recent approaches enhance the traditional collection of
training fingerprints with crowd-sourcing, i.e. an opportunistic collection of additional
training fingerprints by the users of the system. This procedure reduces the efforts needed
for collection of training fingerprints and improves the performance of a fingerprinting
system [82]. Examples of crowd-sourcing-based collection of training fingerprints in-
clude [83, 84, 85, 86, 87, 88].

Independent of the procedure for collection training fingerprints, the physically collected
fingerprints can be leveraged for generating virtual training fingerprints. The generation of
virtual training fingerprints is beneficial in terms of enhancing the accuracy and improving
the deployment overhead of fingerprinting [89]. Various approaches exist for generating
virtual training fingerprints based on propagation modeling at locations not covered with
the physically collected training fingerprints. The authors in [89] investigate the influence
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of virtual training fingerprints generated using various propagation models on the accuracy
of fingerprinting. The approach in [90] aims on generating virtual training fingerprints by
modeling WiFi signal power levels based on kriging, while the one in [91] bases the cre-
ation of virtual training fingerprints on the support vector regression. The authors in [92]
propose a learning algorithm that reduces the calibration efforts of fingerprinting by creat-
ing virtual training fingerprints based on linear interpolation. The authors in [93] base the
creation of training fingerprints on Gaussian process regression, which in addition to mod-
eling of received power at each fingerprint location allows modeling of the variance of the
received power. The approach in [94] aims on generating virtual training fingerprints, i.e.
increasing the density of a training database, based on discontinuity preserving smooth-
ing. Finally, in [95] the authors aim on generating virtual training fingerprints based on the
higher-order Voronoi tessellation. Contrary to the previously mentioned works, in which
the focus is mainly on proposing novel methods for generating virtual training fingerprints,
in this work we focus on the design of a training database that automates the application of
different methods for generation of virtual fingerprints by providing a common platform.
Similar tools have been proposed for different research domains, for example the ArcGIS
Spatial Analyst [96] for automating the interpolation and modeling in spatial analysis. By
using the proposed training database, without additional implementation burdens, the user
is able to generate and store additional virtual training fingerprints.

. In relation to the mitigation of the interference effect on WiFi fingerprinting, in [97] the

authors propose the usage of a pair of properly positioned APs as a differential node. This
is done in order to eliminate the undesired effects of environmental factors such as inter-
ference and noise. In addition, an approach for mitigating the influence of environmental
factors with a very similar intuition has been presented in [98]. The proposed approaches
result in a more stable differential strength of received signals and hence can be used for
mitigating the effects of environmental dynamic factors. However, if a strong source of in-
terference such as a jammer is present in a served environment, the distortion of received
signals due to interference highly depends on the distance between the signal source and
the measurement location, as well as the distance between the interference source and the
measurement location [99, 100]. Hence, measurements from different signal sources will
usually experience different distortions. The difference of such measurements will for that
reason not be stable, hence the localization accuracy will be negatively affected. In contrast
to the aforementioned contributions, we model the distortion of received signal strengths
by leveraging spectrum information, which accounts for the distance between the signal
source and the measurement location, as well as for the distance between the interference
source and the measurement location.

. Finally, the prediction of performance of WiFi-based fingerprinting is a less investigated

topic in the literature. In [101], the authors propose a method for deriving the expected
uncertainty of location estimation in WiFi-based fingerprinting. The proposed method
uses the measurements collected in a training phase of fingerprinting for predicting the
localization inaccuracy at any location in a served environment. In addition, in [102, 103]
the same issue is addressed by proposing adverse methods for predicting the accuracy
of fingerprinting from measurements collected in a training phase. Obviously, all these
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contributions assume that the collection of training measurements is performed. Collecting
training measurements in a new environment poses a large overhead that should be avoided
if the expected accuracy of fingerprinting in this new environment is not acceptable for
envisioned use-cases. In contrast to the aforementioned contributions, we hypothesize
about the accuracy of WiFi-based fingerprinting in an entirely new environment. In other
words, our approach does not require the collection of training measurements in a new
environment.

2.2.3 Integration of Diverse Sources of Location Information

As discussed in the previous chapter, location information provided to location-based applica-
tions should be seamlessly available, accurate, and robust to harsh environment and external
hindrances [11]. For achieving the desired accuracy in a seamless and robust way, there is a need
for an entity for handover, fusion, and integration of different sources of location information.
As mentioned, two types of such integration are discussed in the literature, i.e. fusion of raw
data used for generating location information and fusion of location estimates provided by dif-
ferent sources of such information. In the following, we overview the contributions made in the
literature pertaining to both types of fusion of diverse sources of location information.

A plethora of different fusion methods using various sensor readings has been proposed. For
example, today’s state-of-the-art localization services on smart-phones, i.e. Android’s Google
Play services location Application Programming Interfaces (APIs) and iOS’s Core Location
framework enhance GNSS readings with opportunistic WiFi and cellular measurements for es-
timating location. Moreover, various approaches combine WiFi with Inertial Measurement Unit
(IMU) measurements for estimating location, for example [104, 105, 106, 18, 107]. Similarly,
some contributions aim at combining WiFi with Bluetooth and opportunistic GNSS measure-
ments, e.g. [71, 108, 109]. In [110], the authors propose an algorithm that combines WiFi, Blue-
tooth, Long Term Evolution (LTE), magnetic, and GNSS sensor measurements. Furthermore,
in [111] the authors use a smart-phone camera for visual localization, which is then enhanced
with a variety of other modalities such as IMU, GNSS, Bluetooth, and WiFi. Finally, various
works demonstrate the feasibility of a localization approach based on readings from UWB en-
hanced with other sensors such as IMU [112], Bluetooth [113], WiFi [114], vision sensors [115],
etc. There are drawbacks of fusion on the level of raw data, pertaining to organizational issues.
For example, many sources of raw data that are envisioned to be used for localization are part
of other systems to which a localization service does not have full access. Furthermore, this ap-
proach raises privacy issues in terms of leakage of resources for generating location information.

Integration on the level of fusion of location estimates provided by different sources of such
information addresses the aforementioned issues, however it is a less investigated topic in the lit-
erature. Nevertheless, some proposals for such integration exists. Example-wise, a calibration-
free localization solution based on triangulation, triangular interpolation, and extrapolation is
proposed in [116]. Furthermore, a hybrid indoor localization solution that uses WiFi, where the
RF propagation loss model and fingerprinting method have been combined, is proposed in [117].
Similar contribution has been made in [118]. The selective fusion location estimation (SELF-
LOC) algorithm that estimates location by fusing location information from multiple sources of
location information that are not necessarily based on the same technology is given in [119].
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While the authors in [119] mostly focus on the algorithmic aspect of such a system, we aim at a
system-level specification of the localization service architecture that integrated various sources
of location information. There have been existing proposals in this direction [120, 121], however
they are generally under-defined. This pertains to the lack of a well-defined system architecture
and interaction primitives. A step in this direction has been made in [122] where the authors
propose the Location Stack, an abstraction that, among others, handles fusion of diverse sources
of location information. Similar approach has been taken in [123], where the authors propose
LocON, a platform capable of delivering location information obtained through fusion of sev-
eral coexisting sources of location information. Although both contributions discuss the need
for standardized interfaces as means of integrating diverse sources of location information, those
interfaces remained unspecified. Moreover, the existing approaches to not focus on provisioning
of location information based on the requirements from the applications leveraging such infor-
mation, but generally aim at provisioning of the most accurate location information that can be
obtained. Hence, to the best of our knowledge, we present a first full proposal for a modular stan-
dardized localization service architecture that aims at a comprehensive solution for integration
on the level of fusion of location estimates provided by different sources of such information,
while taking into account the requirements from location-based applications.

2.2.4 Using Location Information for Improving Wireless Networks
Operation

Location information has a potential for improving the performance of wireless networks, as
discussed e.g. in [11, 124]. In this thesis, we demonstrate how practically obtainable (i.e. er-
roneous) location information can be used for D2D link establishment and for positioning of a
mobile relay.

Currently, mechanisms for establishing D2D links rely of manual pairing between devices
that are in communication range [125]. Such manual pairings are widely available in WiFi and
Bluetooth networks. More recent D2D communication link establishment use RSS for pair-
ing [125, 126], i.e. links between devices are established if RSS values from probe packets
transmitted by one and observed by the other device are above a given threshold [125, 126].
Such approaches require active probing, which induces latencies and reduces the communica-
tion potential. Location information of the potentially communicating devices can be used for
addressing those issues. This has been recognized in the LTE supported D2D link establishment
(e.g. [127, 128, 129]). In this context, LTE infrastructure informs the devices that are in proxim-
ity (e.g. connected to the same base station) and wish to establish a D2D link about their roles
(transmitter and listener) and configuration for establishing a link (e.g. an operating channel).
However, the problem of deciding if the devices that are in proximity and are hence good can-
didates for D2D operation can really establish a D2D link with a desired quality has not been
addressed. Hence, LTE supported D2D link establishment still requires active probing (i.e. a
discovery signal) to evaluate the quality of a D2D link between two devices [130]. Our location-
based decision-making mechanism for D2D link establishment addresses this issue.

Location information can also used as an input to a decision-making mechanism in relaying,
i.e. in the decision if and consequently which opportunistic relay should be utilized for transmit-
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ting information between end-devices, as discussed in [131, 132]. The aforementioned contribu-
tions assume that wireless propagation can be characterized with path-loss only, as well as that a
perfectly accurate and instantaneous estimation of location information of the devices can be per-
formed. Both assumptions are unrealistic in practice, which has already been recognized in the
community. Hence, the authors in [133] consider the influence of information delay on location-
based relaying. The influence of path-loss inaccuracies on location-based relaying is considered
in [134]. In [135], where the authors consider the joint influence of erroneous and delayed lo-
cation information for optimizing location-based relaying. In contrast to these contributions that
are focused on deciding if a relay should be used and consequently on selecting the optimal one,
we focus on finding an optimal location of the mobile relaying device. Furthermore, we assume
that the destination is nomadic and hence we do not consider delayed location information to be
significant. Finally, we assume that location information of both the destination and of the relay
are burdened with errors, while in [135] the authors assumed only one of them is imperfect.
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3 Infrastructure for Objective Evaluation of
RF-based Indoor Localization Solutions

A flow of scientific method generally starts with an observation of a phenomena. Based on the
observation, a hypothesis for its characterization is formed. The hypothesis is then evaluated
to identify its correctness and suitability for realistic conditions. Based on the results of the
evaluation, the hypothesis is accepted or revised. Obviously, the evaluation of the hypothesis has
to be scientifically rigorous and objective, otherwise false statements about its applicability and
usefulness can be deducted.

Location information of users and devices in indoor environments is an asset for various pur-
poses, which can be characterized as an observed phenomena. Researchers therefore formed a
large number of hypotheses, for example leveraging RF, Infra-Red (IR), magnetic, and various
other types of environmental features for deriving locations of users and devices in indoor en-
vironments. These pioneering hypotheses have been initially experimentally evaluated to show
their applicability, i.e. it has been shown that such approaches can indeed be used for indoor
localization. Particularly interesting result for this thesis is the one demonstrating that RF signals
can be used for indoor localization purposes.

After the initial roll-out, it became clear that the results of evaluation of different RF-based
indoor localization solutions have to be objective and reproducible, i.e. the experimental evalua-
tion of RF-based indoor localization approaches needs to be performed with more rigor. This is
needed for finding the best localization solution, as well as for finding the optimal parameteriza-
tion of a given localization solution for certain environments and conditions. In addition, initial
experimental evaluations of RF-based indoor localization were slow and cumbersome processes,
which posed an additional limitation for the researchers trying to advance indoor localization.

To be able to evaluate scientific hypotheses and to be able to do meaningful research toward
advancing RF-based indoor localization, we first had to develop a methodology for objective and
reproducible experimental evaluation of indoor localization solutions. We further had to guaran-
tee that the experimental evaluation of indoor localization solutions is a fast and straightforward
process. This chapter of the thesis overviews our contributions in those directions.

Parts of this chapter have been published previously. The proposed testbed infrastructure for
experimental evaluation of indoor localization solutions has been discussed in [136]. A method-
ology for objective evaluation of indoor localization solutions, as well as the capabilities of the
proposed testbed infrastructure and its usability have been discussed in [35]. The overview of a
cloud platform for streamlined and fast evaluation of RF-based indoor localization solutions is
given in [137].



3 Infrastructure for Objective Evaluation of RF-based Indoor Localization Solutions

3.1 Infrastructure for Evaluation of RF-based Indoor
Localization Solutions

The performance of RF-based indoor localization solutions is usually being evaluated using local
experimental setups in environments of variable sizes and different types. The evaluated local-
ization solution is typically being carried by a test-person to each evaluation point, introducing
inaccuracies due to errors in positioning and orientation of a person and influence of the per-
son’s body on the evaluated solution. The results are usually obtained for different scenarios and
characterized by non-standardized metrics, with different number, density, and locations of eval-
uation points. Furthermore, the influence of RF interference is usually being neglected or only
marginally considered in the current performance benchmarks, while it is intuitively expected
that RF interference can indeed influence the performance of RF-based indoor localization.

Due to above specified reasons, the results of evaluation of RF-based indoor localization so-
lutions are currently hardly repeatable. Furthermore, the comparative experimental evaluation
of different solutions is typically biased. This is because a solution to be evaluated is usually
optimally parameterized for given conditions, while the baseline solution is taken off-the-shelf,
which results in its suboptimal performance.

We aim on addressing these issues by providing a testbed infrastructure for supporting objec-
tive evaluation of RF-based indoor localization solutions without the need of a test-person and
with the capabilities of generating artificial RF interference and monitoring interference context
in the testbed environment. We further present the cloud infrastructure for unified calculation of
the performance metrics of indoor localization evaluation experiments.

3.1.1 Overview of the Flow of Evaluation

An overview of the flow of experimentation aiming at the evaluation of RF-based indoor local-
ization solutions is given in Figure 3.1. In the first phase of evaluation experiments, i.e. the
deployment phase, the user is expected to deploy the infrastructural nodes of the SUT in the
testbed, deploy the mobile node of the SUT on a mobility platform, with the mobility platform
being a means of transport of the mobile node in the later steps of evaluation procedure, and
accommodate the SUT to provide location estimates meaningful for the testbed API. During the
experimentation phase the user should firstly be able to generate different RF interference pat-
terns and monitor the wireless spectrum. Secondly, the user should be able to start an evaluation
experiment,i.e. start the procedure of positioning the mobile node of the SUT to different loca-
tions in the testbed environment. Upon coming to each location, the SUT should be requested
to provide a location estimate, which should be, together with the ground truth location, sent for
further processing. Additionally, other metrics should be captured, e.g. the response time of the
SUT and room accuracy. In the third phase of the experimentation, i.e. the results management
and storage phase, metrics characterizing the performance of the evaluated SUT are envisioned
to be calculated, stored, and reported back to the user.

The above described flow of experimentation is to a certain level different from the usually
followed one. First, we envision a mobility platform for transport of the mobile part of the SUT
to different evaluation locations, while traditionally this operation is usually performed by a test-
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person. In contrast to the usual experimentation flow, we aim at enabling interference generation
and monitoring capabilities. Furthermore, we aim at capturing multiple performance metrics,
while usually the focus is mostly on the accuracy of an evaluated solutions.

For achieving the above described flow of evaluation experiments, we propose the infrastruc-
ture for objective evaluation of RF-based indoor localization in the environment with controlled
and monitored interference context. The proposed infrastructure has two main functional compo-
nents, i.e. a testbed infrastructure for performing evaluation experiments and a cloud service for
the calculation of performance metrics. The testbed and cloud infrastructures can be used jointly,
creating a full chain of experimentation, as specified by the flow of evaluation. Our remotely ac-
cessible and controllable testbed infrastructure leverages an autonomous mobility platform which
enables accurate and repeatable positioning of indoor localization SUT and removes the neces-
sity of manual rearrangement of a device to be localized. Furthermore, the testbed infrastructure
integrates devices for generating controlled RF interference context, which is envisioned to be
used for evaluating the influence of RF interference on the performance of the SUTs. For valida-
tion of the generated RF interference context, the infrastructure features monitoring devices that
monitor the RF spectrum at different locations in the testbed. The same devices can be used for
monitoring of the outside interferences in order to guarantee equal conditions for all evaluated
SUTs. We also propose a cloud service for calculating and storing a set of metrics for charac-
terizing the performance of different indoor localization solutions. This data is envisioned to be
used as a portfolio of evaluated solutions, which could then be used for example for comparing
the performance of a newly evaluated solution with the already evaluated ones or for finding a
suitable solution for a given environment.

\
Interfacing the SUT Deployment of the
Otpioyaant of the with the testbed’s SUT mobile node on
API for extracting the autonomous
testbed } . L
location estimates mobility platform
DEPLOYMENT PHASE J
. . P Monitoring of RF Generation of RF
Rquestmg lacation Pasitining the S.UT interference context interference context
estimate at each at each evaluation in the testbed in the testbed
evaluation location location environment environment
\ EXPERIMENTATION PHASE /
4 v

Calculate and store
the performance
metrics

Storing the results
from an experiment

\ RESULTS MANAGEMENT AND STORAGE PHASE

Figure 3.1: Flow diagram of the envisioned evaluation procedure
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3.1.2 Testbed Environment and Hardware Components

This section gives a short and generic overview of the testbed environment and of different hard-
ware components that are part of the infrastructure and currently available for experimentation.
These are COTS components minimally modified to support the envisioned testbed functionali-
ties. Their overview is given here for completeness purposes only.

Testbed Environment

The Telecommunication Networks Group (TKN) testbed is located on the 2" floor of a campus
office building. The environment can be characterized as office space with brick walls, i.e. more
than 400 m? area with more than 10 rooms. The testbed is comprised of three types of rooms,
namely small offices (14m?), big offices (28m?) and laboratories (42m?), as shown in Figure 3.4.
It offers realistic indoor conditions, with a number of people moving around the premises, result-
ing in small environmental changes like opening of doors or slight movements of infrastructure
(chairs, tables, etc.). A certain level of uncontrolled RF interference from external sources (such
as WiFi APs from neighboring buildings) is expected in this environment.

Hardware Components of the Testbed

TKN Wireless Indoor Sensor Network Testbed: The TKN Wireless Indoor Sensor Net-
work Testbed (TWIST) [138] is a multiplatform, hierarchical testbed architecture developed at
the TKN. The selfconfiguration capability, the use of hardware with standardized interfaces and
open source software make the TWIST architecture scalable, affordable, and easily replicable.
The TWIST instance at the TKN office building is one of the largest remotely accessible indoor
sensor network testbeds with 204 sockets, currently populated with 102 eyesIFX and 102 Tmote
Sky nodes (Figure 3.2). The nodes are deployed in a 3-Dimensional (3D) grid spanning over
3 floors of an office building at the Technische Universitit Berlin (TUB) campus, resulting in
more than 1500 m? of instrumented office space. In small rooms, two nodes of each platform
(i.e. eyesIFX and Tmote Sky) are deployed, while the larger ones have four nodes. This setup
results in a fairly regular grid deployment pattern with intra node distance of 3 m, as shown in
Figure 3.4. Within the rooms the sensor nodes are attached to the ceiling.

Figure 3.2: TWIST components: Tmote Sky, eyes IFXv2, NLSU2 supernode/USB Hub
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TurtleBot Il: The mobile robotic platform is based on an open source hardware and software
development called Turtlebot-II and have been further enhanced to fit the testbed environment
seamlessly. They consist of a mobile base (Kobuki), a laptop and a Microsoft Kinect 3D camera,
as well as optional Light Detection and Ranging (LIDAR) sensor for accurate positioning of the
mobility platform in the testbed environment (Figure 3.3a).

WiFi APs: TKN testbed is equipped with 18 dualband TP-link N750 APs (TL-WDR4300)
(Figure 3.3b). They run OpenWRT as an Operating System (OS). Additionally to that we also
have three ALIX2D2 embedded Personal Computers (PCs) (Figure 3.3c) equipped with Broad-
com WL5011S 802.11b/g cards. They are running Ubuntu as an OS. All of them can be config-
ured as APs as well as WiFi clients, allowing the flexible and easy configuration of experiments.
Positions of the WiFi APs and embedded PCs in the 2"¢ floor of TKN testbed are given in Fig-
ure 3.4.

R&S SMBV100A Signal Generator: Rhode&Schwarz SMBV100A is a very flexible signal
generator (Figure 3.3f). It provides transmissions of baseband signals in the range of 9 kHz to
6 GHz. It is possible send any generated or stored signal with up to 120 MHz bandwidth. By
applying toolboxes, the SMBV100A signal generator allows generating different standards con-
form signals like e.g. WiMAX, WiFi or LTE. Together with the R&S FSV7 Spectrum Analyzer
complete transmission chains can be set.

(a) Turtlebot 2 (b) TL-WDR4300 WiFi AP

Hl el

l‘lfl

(d) WiSpy dongle (e) R&S spectrum analyzer (f) R&S signal generator

Figure 3.3: Hardware components of the testbed
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Low-Cost Spectrum Analyzers: The TKN infrastructure also comprises several WiSpy sens-
ing devices (Figure 3.3d). These are low-cost spectrum scanners that monitor activity in either
868 MHz, 2.4 GHz or 5 GHz spectrum, and output the measured RF energy of the received
signals. They can be attached, via USB port, to any PC in the testbed.

R&S FSV7 Spectrum Analyzer: Rhode&Schwarz FSV7 signal and spectrum analyzer (Fig-
ure 3.3e) is a very flexible and fast signal and spectrum analyzer covering the frequency range
between 9kHz and 7 GHz. It is simple extensible by several measurement applications and tool-
boxes. Furthermore, it is possible, by buying appropriate licenses, to add complete receiver
chains like Bluetooth, LTE, WiMAX or WiFi.
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Figure 3.4: Locations of devices on the 2 floor of the testbed (red:
eyesIFX, blue: Tmote sky, purple: WiFi router, green:
AlixD2D PC)

3.1.3 Functional Components of the Testbed

This section presents the functional components of our testbed infrastructure for supporting in-
door localization benchmarking. A graphical presentation of the testbed components is given in
Figure 3.5.

Central Testbed Control Engine: Central testbed control engine is used for instrumenting
other functional components of the testbed: interference generation and monitoring, autonomous
positioning of the SUT using the autonomous mobility platform and interfacing with the SUT.
In other words, central testbed control engine is nothing more than a set of scripts that can be
used for starting RF interference on the devices for generating interference or start monitoring the
wireless spectrum on the devices envisioned for spectrum monitoring. Further, central control
engine is used for autonomous navigation of the autonomous mobility platform and SUT to the
evaluation points, requesting estimates from the SUT and sending the estimates and the raw data
for further processing and storage in the cloud infrastructure.
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Figure 3.5: Overview of functional components of the testbed

Location Estimation Requests: The indoor localization SUT is considered a black-box so-
lution and the only requirement for the SUT is to be able to report the estimated location on
request. The only necessary interaction with the SUT, performed over a well defined API, is
used to obtain location estimates. Due to their widespread usage, we have selected standard
Hypertext Transfer Protocol (HTTP) requests and JavaScript Object Notation (JSON) notation
for the API specification. Namely, the API is the HTTP Uniform Resource Identifier (URI) on
which the SUT listens for requests for location estimation. Upon request, the SUT has to provide
the location estimate as a JSON response in the format as specified with Listing 3.1.

JSON parameters coordinate_x and coordinate_y are x and y coordinates of the estimated
location. These coordinates are expressed in meters and are relative to the zero-point in the
testbed, with coordinates (z,y, z) = (0,0, 0), as presented in Figure 3.4, where the same zero-
point is used by the autonomous mobility platform. They are required parameters and as such
they must be reported upon request. Parameter coordinate_z, also expressed in meters, is an
optional parameter, due to the 2-Dimensional (2D) evaluation environment. Finally, parameter
room_label defines the room label in which the SUT estimates it is.

Listing 3.1: Format of reporting of location information

{

"coordinate_x ": ’Estimated location: coordinate x’,
"coordinate_y": ’Estimated location: coordinate y’,
"coordinate_z": ’Estimated location: coordinate z’,
"room_label ": >Estimated location: room’

}
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Combined with reference location data from the autonomous mobility platform, the obtained
location estimates are subsequently processed by a dedicated cloud engine that calculates relevant
evaluation metrics.

Interference Generation: RF interference can have an impact on the performance of the RF-
based indoor localization solutions. To evaluate this impact we have developed means to generate
various types of interference, varying in the technology, interference power, and usage patterns.
We distinguish three main types of interference that can be generated: WiFi traffic, low-power
sensor nodes traffic and arbitrary signals.

As shown on Figure 3.6, we are using cabled backbone to control all devices participating
in the interference generation. A common type of wireless activity in the 2.4 GHz ISM band
is WiFi traffic. With the help of the TP-LINK wireless routers and ALIX2D2 embedded PCs,
we can create the interference context of typical home or office environments. In addition to
our interference generation system, we can, depending on the need of an experiment, introduce
additional WiFi enabled devices, such as regular notebooks, to serve as entities for interference
generation. We are also able to instrument a robotic mobility platform to carry such a device in
our testbed environment, in order to introduce mobility in the interference generation. Further-
more, using distributed low-power sensor nodes provided by TWIST we can generate various
types of IEEE 802.15.4 traffic patterns or constant carrier (jamming) as interference sources. Fi-
nally, using the signal generator we are able to generate power envelopes of any periodic signal
with Arbitrary Waveform Generator (ARB) provided by the device. This includes IEEE 802.11
(WiFi), IEEE 802.15 (Bluetooth), but also synthetic interference such as microwave or DECT.

XMPP Server

Ethernet
Backbone

User’s Input

Experiment
Controller

Resource
Controller

TP LINK WiFi Routers

Signal Generator Q
Alix Embedded PCs

Figure 3.6: Architecture of the interference generation system
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Interference Monitoring: The majority of our controlled interference devices is envisioned
for interference generation in the 2.4 GHz ISM spectrum band, which is free for usage. Hence,
the WiFi connectivity is ubiquitous in our office-like testbed environment, thus the uncontrolled
RF interference should be expected. Depending on an experiment, in order to control if the in-
tended interference is generated in a desired way or if the environment is relatively free of RF
interference, it is necessary to monitor the wireless spectrum. We therefore leverage WiSpy de-
vices for spectrum sensing at various locations in the testbed. In addition, one WiSpy device is
attached to the autonomous mobility platform making sure that the measured interference is not
exceeding the planned one at each evaluation point. Finally, for a fine-resolution monitoring of
the spectrum we are able to use the high-end spectrum analyzer device, as shown in Figure 3.7.
With the monitoring system and the interference generation mechanisms it is possible to detect
and quantify the influence of interference on RF-based localization solutions. Both the interfer-
ence generation and the interference monitoring systems are controlled using the cOntrol and
Management Framework (OMF). OMF is a software tool for controlling the flow of experimen-
tation. A specification of the experiment, in this context defined as the behavior of all hardware
components, is stored on an Extensible Messaging and Presence Protocol (XMPP) server. The
OMF control does not include the TWIST sensor network, which has its own publicly available
control and management framework, as discussed in [138]. In the OMF, the user specifies the
desired behavior of all components, which is then through the OMF experiment controller trans-
lated to the XMPP specification in the XMPP server. In the later step, the XMPP server assigns
the desired operation to each of the specified hardware components. This specification is then
sent to a resources controller of each hardware component, where it is translated to a set of na-
tively understandable operations. The experiment can then be initiated, and through OMF the
execution of the experiment can be monitored. This allows for simple specification and execution
of experiments, which in addition can be remotely controlled.

XMPP Server

Ethernet
Backbone

Resource
Controller

Low-cost spectrum sensing
devices (WiSpy)

User’s Input

Experiment
Controller

Resource
Controller

i
—

Spectrum analyzer

Figure 3.7: Architecture of the interference monitoring system
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Mobility Support: The autonomous mobility platform can be used for transportation of the
SUT to different evaluation points without the presence of a human test-person and in a repeat-
able way. The autonomous mobility platform provides a simple interface, named Waypoint Con-
troller, for requesting autonomous movement to a given coordinate, as shown in Figure 3.8. Fur-
thermore, as the specification of an experiment, one can define a set of evaluation locations. The
autonomous mobility platform in that case iterates over each one of them, computing a shortest
path to each goal by using the internal navigation system and by taking dynamic obstacles into ac-
count. Upon reaching an evaluation point, the autonomous mobility platform reports the reached
location to the testbed’s central control engine. The testbed’s control engine then requests the
estimated location from the SUT. After the SUT reports the estimated location, the autonomous
mobility platform is requested to proceed with the next evaluation point.

Kinect

waypoints

System %
“Ddate

Mobile
Base

Map Visual
Server Localization

Figure 3.8: Architecture of the autonomous mobility platform

Autonomous localization and navigation of the autonomous mobility platform is supported by
the Kobuki mobile base with dynamic obstacle avoidance inside buildings. This is done by lever-
aging a provided floor plan and combining it with depth readings from the visual sensor (Kinect),
as shown in Figure 3.8. Obstacle avoidance is being a crucial property when the autonomous
mobility platforms operate in a non-controlled office environment. Our enhancements, besides
multiple minor adaptations to enable a fully autonomous operation within the testbed, include
equipping the autonomous mobility platforms with high-performance WiFi routers that automat-
ically monitor, select and connect to the best available WiFi AP. This is shown in Figure 3.9,
depicting seamless connectivity of the autonomous mobility platform through by leveraging dif-
ferent APs based on the location of the platform in the testbed environment. The APs supporting
connectivity of the autonomous mobility platform operate in 5 GHz ISM frequency band, in order
to be out-of-band to the evaluated indoor localization SUTs to avoid interfering with them.

Accuracy of the Autonomous Mobility Platform

As stated previously, we consider the location estimates provided by the autonomous mobility
platform as reference locations for the evaluation experiments. To be able to use this information
in that manner, we needed to make sure that the accuracy of the autonomous mobility platform
is at least one order of magnitude higher than the usual performance of the RF-based indoor
localization solutions, which as a rule of thumb is currently around 1.5 m in average for the
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Figure 3.9: Automatic switching of APs for seamless connectivity

State-of-the-Art (SoA) solutions [61]. Due to that, we have evaluated the accuracy of our au-
tonomous mobility platform in two different settings. The first evaluation was performed during
the Microsoft Indoor Localization Competition in conjunction with International Conference on
Information Processing in Sensor Networks 2014 (IPSN’14). The competition was performed
in the the area with the size of around 200 m?, consisting of two big conference rooms and a
hallway [61]. Overall 20 evaluation point were defined, labeled on the floor and their coordinates
were manually measured. Following that, we used our autonomous mobility platform to posi-
tion itself on each evaluation point, and measured the errors using the laser distance measuring
device. The average localization error of the autonomous mobility platform in this environment
is less than 25 cm. Moreover, we performed the similar experiment in our testbed. Involving a
sophisticated device Tachymeter Typ TS 06 Plus (Leica), with the accuracy of 2 mm at 100 m, we
defined a set of 28 evaluation points in our testbed environment. We navigated the autonomous
mobility platform to each of them and measured the positioning errors with the laser distance
measuring device. The accuracy of our autonomous mobility platform in this environment is
even better, achieving the overall average accuracy of less than 15 cm. The reason for better
accuracy in this environment is better accuracy of the internal map of the robot, optimization of
the internal parameters of the robot (e.g. improved navigation and dead-reckoning) and a very
challenging set-up of the IPSN’14 environment. The CDF of the localization errors are given in
Figure 3.10, while the summarized performance results are presented in Table 3.1.

Table 3.1: Summarized localization errors of the autonomous mobility platform

Metrics IPSN’14 TKN environment
Mean localization error [m] 0.234 0.142
Localization error variance [m?] 0.018 0.015
Localization error median [m] 0.221 0.136
Min/max localization error [m] 0.000/0.560 0.010/0.310
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Figure 3.10: CDFs of localization errors of the autonomous mobility platform

3.1.4 Cloud Service for Metrics Calculation and Storage

The functions of the cloud infrastructure for evaluation of RF-based indoor localization solutions
are storage of results of evaluation and calculation of metrics characterizing the performance of
evaluated solutions. Given the information about a reference location, the central testbed control
engine can request a location estimate from the SUT, using the previously described API. Upon
receiving the estimate, the central testbed control engine can request the calculation of metrics
and the storage of results from the cloud service. This is done by the central engine defining
a message consisting of the ground truth location where the measurement was taken, estimated
location, the latency needed to provide the estimate, and the name of an experiment. The central
engine can then send the message to the cloud service for calculation and storage of the evaluation
results. The cloud service is implemented as an Remote Procedure Call (RPC) that calculates
metrics and, based on the experiment name, stores the results in a corresponding database. In case
of multiple messages are sequentially received by the cloud service, i.e. for multiple evaluation
locations, the service will automatically update the database with the results for each message, i.e.
each evaluation point. The cloud service will also issue a response to the central testbed control
engine, with the response specifying the calculated metrics for characterizing the performance
of the evaluated SUT.

3.2 Remote Evaluation of Indoor Localization Solutions Under
RF Interference

Having developed the testbed and cloud infrastructures, we are able to support the evaluation
of RF-based indoor localization solutions. This supported evaluation can be performed in an
non-ad-hoc fashion, in the same environment, and using the same evaluation procedure, which
enhances the objectiveness of the comparison of performance of different approaches.
Localization competitions are one model for performing a comparative evaluation of different
RF-based indoor localization solutions. The main benefit of the model is that the competitors can

34



F. Lemi¢: Enhanced Location Information and its Application

deploy custom hardware and are in full control of the localization systems, while the organizers
are responsible only for the evaluation environment and procedure. In such competitions, the
competitors are invited to physically deploy their localization solutions in a shared evaluation
environment and are evaluated along a set of metrics reflecting different application and user
requirements. Unfortunately, large localization competitions, like the one from Microsoft [61]
with 21 teams from all around the world, are infrequent, mainly due to the high deployment
and traveling costs. An important observation from this competition is that a high percentage of
competing solutions utilize common hardware like WiFi APs and smartphones. For this class of
solutions a shared hardware base deployed in a selected location is very attractive option for their
comparative evaluation.

Hence, such a remote competition firstly provides a possibility of evaluating the feasibility of
our testbed and cloud infrastructures for a large set of indoor localization solutions. Furthermore,
the testbed infrastructure enables us to evaluate the impact of RF interference, which is unavoid-
able in real life, on the operation of a specific solution. We therefore in this section report the
execution and results from a remote competition for RF-based indoor localization algorithms,
in which participating teams competed in precise localization under the influence of different
types of RF-interference in our testbed premises. The competing localization algorithms were
remotely deployed on top of hardware resources available in the testbed. They have been sub-
sequently evaluated following a combination of accuracy, latency and sensitivity metrics, under
four different RF-interference scenarios. A short generic overview of the competing algorithms
is given in the Appendix A of the thesis.

3.2.1 Performance Metrics and Evaluation Procedure

This section presents the procedure followed in the evaluation of RF-based indoor localization
algorithms during the presented remote competition. While the focus in this work has been on
typical and widely deployed RF technologies, the leveraged evaluation methodology can also be
applied to any other type of indoor localization solution.

Evaluation Metrics

For characterizing the performance of evaluated indoor localization SUTS three primary and one
secondary metrics have been used. The primary performance metrics are extracted directly from
the evaluation experiments, like point and room level accuracy, and latency (response time).
Subsequently, based on the primary performance metrics under different interference scenarios,
the interference sensitivity of an SUT has been calculated as a secondary metric. The metrics
have been defined during the course of EU Project EVARILOS [139] and are therefore not the
author’s sole contribution. For completeness purposes, in the following we provide the definitions
of these metrics.

Point Level Accuracy: Pointlevel accuracy at one evaluation point is defined as the Euclidean
distance between the ground truth location (zg7, yar) and the location estimated by an indoor
localization algorithm (xgs7, yEst). The point accuracy of location estimation for one point is
defined by the following equation:
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PointAccuracy = \/(xGT —zgst)?+ (yor — yest)? [m| 3.1

Room Level Accuracy: Room level accuracy of location estimation is a binary metric stating
the correctness of the estimated room, defined by the following equation:

1 if the estimated room is correct;
RoomAccuracy = ] ] ] (3.2)
0 if the estimated room is not correct;

Latency of Location Estimation: Latency relates to the time that an SUT needs to report the
location estimate when requested. The time measured in the evaluation is the difference between
the moment when the request for location estimate has been sent to an SUT (%,cquest) and the
moment when the response arrived (Zcsponse), as given by the following equation:

Latency = tresponse - trequest [5] (33)

Interference Sensitivity: Interference sensitivity reflects the influence of different interfer-
ence types on the performance of an indoor localization algorithm. It is the percentage of change
in primary metrics in the scenarios with interference, in comparison to the performance in the
scenario without interference (reference scenario). For the case of a generalized metric (M), the
interference sensitivity is given according to the following equation:

‘ M'r‘eference

z'nte'r‘ference| .100 [%] (34)

Inter ferenceSensitivity = i
reference

where M. ference is the value of a primary metric M in the reference scenario and M;pter ference
is the value of a metric M in a scenario with interference. Note that if the performance of an
algorithm for the performance metric M is better in a scenario with interference in comparison
to the reference scenario, then the interference sensitivity metric is set to 0 %.

Obtaining Evaluation Metrics

The evaluation procedure was organized in four evaluation scenarios. In each scenario, for each of
the 20 evaluation points, the set of metrics (point accuracy, room accuracy, latency) was obtained.
For each set, the 75" percentiles of point level accuracy and latency were calculated, together
with the percentage of correctly estimated rooms, as shown in Figure 3.11.

Interference sensitivity was calculated as the difference in each primary metric in each in-
terference scenario, in comparison to the reference scenario, using Equation 3.4. The overall
interference sensitivity was the averaged interference sensitivity over all interference scenarios
and all performance metrics, given by the following equation:

M= é Z(Ml(z') + Mo (i) + M3(i)) 3.5)
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In the equation the sum goes over all three interference scenarios (i = 1,2,3), and M (i),
M>(i) and Ms3(4) are interference sensitivity of 75" percentile of point accuracy, interference
sensitivity of room level accuracy and interference sensitivity of 75" percentile of latency for
an interference scenario 7, respectively, as depicted in Figure 3.12. The aim of averaging over all
interference scenarios is to obtain one value that characterizes the influence of interference on
the overall performance of a given solution.

Calculation of Final Scores

The score for each metric was calculated according to a linear function that is defined by speci-
fying minimal and maximal acceptable values for each metric, as depicted in Figure 3.13. Fur-
thermore, weighting factors have been utilized for defining the importance of each metric for a
given category. In general, the linear translation function for calculating scores for each particular
metric is given in Equation 3.6, with scores ranging from 0 to 10.

. m — Macce table ))
Score = max | 0, min | 10,10 :d 3.6)
( ( Mdesired - Macceptable

Acceptable and desired values are defined with Mcceptabie and Mgesireq, Tespectively. Note
that Mcceptanle can be bigger than Myegireq, €.2. in defining the acceptable point accuracy values
one can discuss about acceptable localization error margins. Here Mcceptanie is the biggest
acceptable, while Mgesireq is the desired 75th percentile localization error.

Score )

10

P

M M Metric

min max

Figure 3.13: Linear translation function for each metric

The scores for each metric are weighted using predefined weighting factors and are summed
together to produce the final score for a particular category, as shown in Figure 3.14. The winners
of the competition were declared based on the final scores for the three different sets of marginal
values and weights, as presented in Table 3.2. The desired values for different metrics have been
selected with the intuition of satisfying the majority of use-cases for usage of location informa-
tion, as discussed e.g. in [139, 11]. The acceptable values have been selected very generously
with a practical purpose of not discouraging the competitors (i.e. getting a score of zero is some-
thing we wanted to avoid if possible). The weighting factors for different categories have been
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selected to emphasize the performance of the evaluated algorithms along a certain metric, how-
ever hot to disregard entirely other performance metrics. For example, in Category 2 the focus is
on the latency of different algorithms, but some smaller weights are also given to other metrics
to discourage competitors in reporting of random locations very fast.
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Figure 3.14: Calculation of final scores

Table 3.2: Marginal values and weights in different categories

Metric Macceptavle  Maesirea  Category 1 Category 2 Category 3
weight weight weight
Point accuracy 10 m I m 0.40 0.20 0.20
Room level accuracy 50 %o 90 % 0.40 0.20 0.20
Latency 20 sec 1 sec 0.10 0.50 0.10
Interference sensitivity 50 % 10 % 0.10 0.10 0.50

3.2.2 Evaluation Scenarios

This section shortly presents the evaluation scenarios that were generated using the RF interfer-
ence generation capabilities of the testbed. These interference patterns have been designed to
capture the effects of different technologies (i.e. IEEE 802.11 and IEEE 802.15.4) on the perfor-
mance of the evaluated localization algorithms. The interference scenarios have also been de-
signed to reflect different common coexistence scenarios: one scenario in which there is a MAC
protocol level mechanism supporting coexistence and 2 scenarios without coexistence support.
Other interference patterns can be generated as well, as discussed previously in the thesis. Fig-
ure 3.15 gives an example spectrum dump for different evaluation scenarios taken by a WiSpy
device at the location indicated in Figure 3.16.
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Reference Scenario: In this scenario no artificial interference was generated and the presence
of uncontrolled interference was minimized. Thus, the results achieved in this scenario are used
as the reference for evaluating the impact of interference in the other scenarios.

Interference Scenario 1: In the first interference scenario the interference was created using
IEEE 802.15.4 Tmote Sky nodes. The interference type was jamming on one IEEE 802.15.4
channel with a constant transmit power of 0 dBm. Five of these jamming nodes were present
in the testbed, as shown in Figure 3.16. The channel on which the jamming was performed was
selected such as to overlap with the channel used by a particular SUT. The summary of this
interference scenario is given in Table 3.3.

Table 3.3: Summary of the interference scenario 1

Number of sources 5

Power 0 dBm

Waveform Carrier jamming

Start & stop time Beginning & end of experiment
Traffic model IEEE 802.15.4 radio

Interference Scenario 2: The second interference scenario was comprised of several interfer-
ence sources that are typical for office or home environments. Interference was emulated using
4 WiFi embedded PCs (AlixD2D) having the roles of a server, access point, data client, and
video client. The interference transmission streams are schematically depicted in Figure 3.16.
During this scenario, the server acted as a gateway for the emulated services. The data client
was represented by a TCP client continuously sending data over the AP to the server. Similarly,
the video client was emulated as a continuous UDP stream source of 500 kbps over the available
bandwidth of 50 Mbps. The AP was working on a WiFi channel overlapping with the SUT’s
operating channel and with the transmission power set to 20 dBm (100 mW). The summary of
the described interference scenario is given in Table 3.4.

Table 3.4: Summary of the interference scenario 2

Number of sources 3

Power 20 dBm

Waveform WiFi signals

Start & stop time Beginning & end of experiment
Traffic model IEEE 802.11 traffic

Interference Scenario 3: For the third interference scenario, a signal generator, with location
given in Figure 3.16, was used to generate synthetic interference with an envelope that reflects
WiFi modulated signals, but without Carrier Sensing (CS). The transmission power was set to
20 dBm, while the wireless channel on which the interference was performed depended on a
particular evaluated SUT. The summary of the interference scenario 3 is given in Table 3.5.
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Table 3.5: Summary of the interference scenario 3

Number of sources 1

Power 20 dBm

Waveform Power envelope

Start & stop time Beginning & end of experiment
Traffic model

Synthetic IEEE 802.11 traffic
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Figure 3.15: Spectrum information for all evaluation scenarios

3.2.3 Execution of Evaluation Experiments

This section describes how the previously described testbed infrastructure was used in the eval-
uation experiments in the scope of the competition. All evaluation scenarios were instantiated
on the 2" floor of the testbed, and for all of them the same 20 evaluation points were defined,
with their locations depicted in Figure 3.16. At each evaluation point, the indoor localization
SUT was requested to estimate the location. The SUT device was positioned at each evaluation
point using the robotic mobility platform, at the height of 45 cm above the floor. The navigation
stack of the robotic platform gives an order of magnitude more accurate location estimation than
the usual SUTs, i.e. less than 15 cm in average in the evaluation environment, and due to that
the location obtained from the robotic platform was considered as ground truth for the evalua-

tion. The communication with the robotic platform is done in the 5 GHz ISM band, in order
to avoid interfering with the evaluated systems, which all performed in the 2.4 GHz ISM band.
The experiments were performed during the weekends afternoons, minimizing the influence of
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uncontrolled interference. Furthermore, the wireless spectrum was monitored using a WiSpy
device attached to the robotic platform and another one at a control point in the testbed, used
for assessing the level of uncontrolled interference and validating the correctness of generated
controlled interference.

SUT Mobile Nodes: Different devices were used as mobile parts of SUTs, i.e. TelosB sen-
sor node, Apple MacBook Pro laptop, Nexus S Android smartphone and Nexus 7 Android tablet.
Users were able to use Secure Shell (SSH) tunneling to the desired nodes to deploy their algo-
rithms on a desired device.

SUT Infrastructure Nodes: As infrastructural parts of SUTs, nodes from the wireless sensor
network testbed or WiFi APs were used, depending on the requirements of a particular algorithm.
The locations of the available infrastructure nodes were communicated to the competitors in
advance.

Autonomous Mobility Platform: The mobility platform was accessible over a web interface
where competitors were able to click on the location on which they wanted to position the robotic
platform and their SUT. The competitors were able to send the platform to a location by setting
the coordinates of a desired location. Also, it was possible to provide a set of way-points to the
platform for a full automation of even the training phase of different algorithms. The platform
was able to provide its current location or adequate messages if the desired location was not
reachable.

Interference Generation: For training and parametrization purposes of their algorithms,
competitors were also able to generate the interference scenarios using the previously discussed
interference generation devices. The code for generating three previously described interference
scenarios was provided and the users were able to select the nodes on which the code should run.

Interference Monitoring: Competitors were also able to use different devices for monitoring
interference levels. Moreover, they were able to obtain the dumps of wireless spectrum using the
WiSpy device on the robot or at the fixed location given in Figure 3.16.

Interfacing with the SUT: All competitors had to deploy their algorithms on one of the
devices intended for deploying SUTs. Furthermore, competitors had to provide an HTTP URI
on which their algorithm listens for location estimation requests. Upon a request, the algorithms
needed to provide the location estimate as a JSON response in the previously specified format.
JSON parameters coordinate_x and coordinate_y, expressed in meters, are required parameters
and as such they had to be reported. Parameter coordinate_z is an optional parameter, due to the
2D evaluation environment. Finally, parameter room_label is an optional parameter that is either
explicitly provided by the SUT, or automatically mapped from the estimated coordinates x and
y. Coordinates (x,y) or (z,y, z) of the location estimates had to be calculated according to a
predefined zero-point in the environment.
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3.2.4 Evaluation Results

This section presents results of the evaluation performed in the scope of the competition. We
evaluated 7 different indoor localization algorithms in four evaluation scenarios, resulting in 28
experiments in total. The short descriptions of the evaluated algorithms are given in the Ap-
pendix A of the thesis. We firstly present localization errors cumulatively over all competitors at
each evaluation point, to show the spatial variability of localization errors due to a position in the
environment and due to the RF interference generated in each interference scenario. The points
are labeled from 1 to 20, as shown in Figure 3.16.

Secondly, we present the ranking of evaluated algorithms for three categories, each empha-
sizing different indoor localization performance metric, according to Table 3.2. In the table we
present, in our view, only the most interesting results. A more extensive set, containing results
for each competitor and detailed statistics for each metric, is given in [140].

Point Accuracies in Different Evaluation Scenarios

Localization errors per evaluation points for all scenarios are given in the regular box-plot fash-
ion in Figure 3.17. In each group of box-plots, i.e. for each evaluation point, the first box-plot in
a group depicts the localization errors obtained in the reference scenario, followed by the local-
ization errors obtained in the interference scenarios 1, 2, and 3, respectively. Higher localization
errors are generally achieved close to the borders of the environment, i.e. outside walls, for exam-
ple in evaluation points 6, 10, 17 and 20. Consequently, in the center of the environment smaller
localization errors are achieved, e.g. 2, 3, 9 and 14.

In the scenarios where controlled interference was generated in order to evaluate the influence
of different RF interference patterns on the performance of indoor localization algorithms, higher
localization errors are generally obtained. In the interference scenario 1, distributed jamming on
one IEEE 802.15.4 channel, the achieved localization errors averaged over all competitors at each
evaluation point are given in Figure 3.17. As it can be seen in figure, this interference scenario
significantly degrades the averaged point accuracy of evaluated SUTs. Particularly interesting is
to observe the tendency of achieving higher localization errors in the evaluation points close to
the sources of interference, i.e. points 1, 16, 17, 18, 19 and 20.

Significantly smaller influence on the accuracy of localization is achieved in the interference
scenario 2. However, the influence at some evaluation points is still visible, as shown in Figure
3.17. One reason for lower impact in this scenario on the averaged accuracy of localization is
the fact that in this scenario WiFi traffic was generated, i.e. CS was enabled. In other words, the
results achieved in the interference scenario 2 confirm the value of MAC coexistence as important
mechanism for reducing the impact of interference, even for localization applications.

Finally, in the interference scenario 3, i.e. jamming on one IEEE 802.11 channel, the averaged
accuracy of all evaluated SUTs is again significantly degraded compared to the reference sce-
nario, as shown in Figure 3.17. Similarly to the interference scenario 1, the averaged localization
errors are higher in the evaluation points close to the interference source, e.g. 19 and 20.
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The ranking of the competing algorithms with respect to each other for the three categories is
given in Table 3.6. First category focuses on the point and room level accuracy of indoor local-
ization by giving the highest scores to these metrics. The best performance is achieved by the
fingerprinting-based algorithm “Indoor Geolocation for Android Smartphones with Airplace 17,
achieving average localization error of only 1.77 m and room accuracy of 80% in the reference
scenario, and final score of 7.13/10. Note that the point accuracy in the table is the 75 percentile

localization error, which was the metric used for calculating the scores.
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In the second category, emphasizing the response time of evaluated algorithms, the best perfor-
mance is again achieved by the fingerprinting-based algorithm “Indoor Geolocation for Android
Smartphones with Airplace 17, as shown in Table 3.6. Although this algorithm achieves the 75
percentile latency of 3.07 sec in the reference scenario, which is not the best latency result among
the evaluated algorithms, due to the performance in other metrics this algorithm is a winning one
with final score of 7.58/10. The best performance in terms of 75 percentile latency, namely only
0.01 sec, is achieved by the algorithm “Geo-n Localization”, based on low-power sensor nodes.

Finally, the ranking of competitors in the third category, emphasizing the interference sen-
sitivity in different interference scenarios, is given in Table 3.6. The winning algorithm is the
fingerprinting-based algorithm “Indoor Geolocation for Android Tablets with Airplace 3”. Al-
though the other performance metrics achieved by this algorithm in the reference scenario are
average, compared to other evaluated algorithms, the change in the metrics due to different
controlled RF interference patterns is really small, resulting in the best score (6.71/10) in this
category. In summary, the final scores of all competitors indicate that specific types of RF-
interference noticeably degrade the performance of evaluated algorithms.

3.2.5 Lessons Learned

This section shortly summarizes the lessons learned while executing the experiments in the scope
of the competition.

Remote Usage of Testbed Infrastructure: Itis clearly a benefit to use a remotely accessible
testbed infrastructure for experimentation with RF-based indoor localization algorithms, since it
reduces the costs of visiting the testbed environment and simplifies the execution of experiments.
The simplification of the execution of evaluation experiments is due to the developed support for
generating and monitoring RF interference, and controlling the mobility platform, so the experi-
mental overhead on the user is significantly reduced. The presented evaluation experiments were
executed without the presence of a test-person carrying a localized device, thus increasing the
comparability of algorithms and objectiveness of achieved results. In our evaluation experiments
all SUT nodes were positioned with the same orientation and on the same height, with average
error in positioning smaller than 15 cm, which would be hardly achieved by a test-person. Obvi-
ously, by not having a test-person we could not capture the effects that that person could have on
the performance of the evaluated algorithms.

Except for benefits in terms of increased comparability of evaluation results, using the au-
tomated infrastructure for evaluation significantly improves the time needed for performing a
evaluation experiment. Namely, one experiment as presented here, i.e. surveying 20 evaluation
points, took roughly 20 minutes, and during the execution results were automatically stored and
metrics were calculated and reported. Only one testbed operator was necessary during the auto-
mated experimentation, and this only for the support purposes, e.g. robotic platform unable to
avoid an obstacle, closed doors, drained battery of a SUT mobile node, etc.

An interesting observation is that all algorithms evaluated in the scope of the competition used
de-facto the same type of raw input data for location estimation, namely the RSS signal feature.
In more general terms, RSS is a widely adopted signal feature in RF-based indoor localization,
mostly because of the simplicity of obtaining this feature from the received signals. Since a
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Table 3.6: Summarized results for all categories
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Category 1
Airplace 1 2.71 80.00 3.07 61.43 8.10 7.50 8.91 0.00 7.13
Quantile 3.87 70.00 20.11 28.09 6.81 5.00 0.00 5.48 5.27
Geo-n 2.64 60.00 0.48 62.50 8.18 2.50 10.00 0.00 5.27
3CoM 2.85 55.00 0.01 37.30 7.94 1.25 10.00 3.17 4.99

Airplace 3 3.77 50.00 3.85 14.17 6.92 0.00 8.50 8.96 4.51
RSS Range 3.75 45.00 0.02 4275 6.94 0.00 10.00 1.81 3.96
Airplace 2 3.38 50.00 3.51 99.48 7.35 0.00 8.68 0.00 3.81

Category 2
Airplace 1 2.71 80.00 3.07 61.43 8.10 7.50 8.91 0.00 7.58
3CoM 2.85 55.00 0.01 37.30 7.94 1.25 10.00 3.17 7.16
Geo-n 2.64 60.00 0.48 62.50 8.18 2.50 10.00 0.00 7.14
RSS Range 3.75 45.00 0.02 4275 6.94 0.00 10.00 1.81 6.57

Airplace 3 3.77 50.00 3.85 14.17 6.92 0.00 8.50 8.96 6.53
Airplace 2 3.38 50.00 3.51 99.48 7.35 0.00 8.68 0.00 5.81

Quantile 3.87 70.00 20.11 28.09 6.81 5.00 0.00 5.48 291
Category 3

Airplace 3 3.77 50.00 3.85 14.17 6.92 0.00 8.50 8.96 6.71

Quantile 3.87 70.00 20.11 28.09 6.81 5.00 0.00 5.48 5.10

3CoM 2.85 55.00 0.01 37.30 7.94 1.25 10.00 3.17 443

Airplace 1 2.71 80.00 3.07 61.43 8.10 7.50 8.91 0.00 4.01
RSS Range 3.75 45.00 0.02 42.75 6.94 0.00 10.00 1.81 3.29
Geo-n 2.64 60.00 0.48 62.50 8.18 2.50 10.00 0.00 3.14
Airplace 2 3.38 50.00 3.51 99.48 7.35 0.00 8.68 0.00 2.34

large number of RF-based localization algorithms share the same input data, offering the raw
RSS could potentially be used for a very fast, simple, and highly objective evaluation of different
RSS-based localization solutions. Additionally, offering the collected raw RSS would in the same
fashion allow optimization of the parameterization of various RSS-based solutions. This idea is
further investigated in the following section of this work.

Results of Evaluation: The evaluation results show good performance of the evaluated algo-
rithms, with the best performance being 1.77 m in average localization error, 80 % in room level
accuracy and less then 1 sec in response time in the reference scenario. WiFi-based fingerprint-
ing algorithms showed the best results in all three categories, suggesting that such algorithms
are promising and worth further investigation. Interestingly, due to a fairly dense deployment
of low-power sensor nodes, the proximity-based algorithm performed unexpectedly well. This
indicates that, with enough dense deployment, similar technologies such as iBeacon based on
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Bluetooth LE can be adequate and simple to use for indoor localization purposes.

The spatial distributions of localization errors show that generally higher errors seem to be
achieved at the margins of the environment, i.e. closer to the outside walls. This is most pro-
nounced for the algorithms based on low-power sensor nodes, due to the larger number of reach-
able infrastructural nodes in the center of the evaluation environment. Presumably due to the
higher transmission power of WiFi, this trend is not to the same level emphasized in fingerprinting-
based algorithms, i.e. such algorithms generally provide smaller spatial variabilities of localiza-
tion errors, which is generally a desired feature of localization solutions, again suggesting that
WiFi-based fingerprinting is worth further investigation.

Obtained results show that certain interference patterns highly influence the performance of
the evaluated algorithms, which motivates further in-depth analysis on how to mitigate the ob-
served negative impact. Specifically, jamming as type of interference has a strong impact on
all algorithms, while the usual interference mitigation mechanisms help avoiding the effects of
normal WiFi traffic as interference. Spatial distributions of localization errors in the interference
scenarios indicate that higher errors usually occur in locations closer to the sources of interfer-
ence, which is specially emphasized for the algorithms based on the low-power sensor nodes.

3.3 Platform for Evaluation of RF-based Indoor Localization
Solutions

Using RSS feature of RF signals is one of the most popular approaches for indoor localization,
as illustrated by the numerous works done in this area, with [30, 141, 142] being just a few of
many examples. Although rapid progress has been achieved in the baseline performance of these
algorithms, their practical application still requires extensive experimentation efforts for tuning
the performance at the specific conditions of the deployment scenarios and environments, which
are associated with high time and cost overheads.

We aim at reducing these hindrances by providing: (i) detailed public datasets of raw RSS data
that can be used as input to RSS-based indoor localization algorithms, collected in a wide range of
conditions (different types of devices, different types of interference, different environments) and
(ii) a web-based platformfor streamlined usage of these datasets for the purpose of performance
evaluation of indoor localization algorithms.

The provided platform supports evaluation of RF-based indoor localization algorithms with-
out the need for experimentation on dedicated physical experimental infrastructure. As shown in
Figure 3.18, the platform encompasses two core services. The first one is a service for storage and
management of raw measurement data that can be used as an input to the localization algorithms
that the experimenters want to evaluate. The second service offers automated calculation of a
standardized set of indoor localization performance metrics like localization accuracy, response
time, and power consumption. The platform includes a tool for visualization of the raw data that
supports experimenters in the process of reviewing the offered datasets. We also provide a set of
Software Development Kits (SDKs) for Python and MATLAB, providing functions for stream-
lined access to raw data and for calculation of performance metrics, which further simplifies the
evaluation process.

From the experimenter’s perspective, with the help of the raw data visualization tool, the ex-
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perimenter is able to visualize and “browse” the available datasets. After selecting the desired
raw dataset, the experimenter can use it as input to an algorithm to be evaluated. Based on the
results of the performance evaluation, the experimenter is able to parametrize or fine-tune the
algorithm for improving its performance.

The currently offered datasets are collected on three testbeds, giving experimenters the pos-
sibility to evaluate their algorithms in diverse environments. The raw data that can be used as
input to the evaluated algorithms is collected under different scenarios, with different densities
of evaluation points, using different hardware and with different sources of controlled RF inter-
ference, providing a wide range of experimentation possibilities. This data was collected with
the help of the previously discussed automated testbed infrastructure.

3.3.1 Platform Overview

This section presents the design goals, as well as the design and implementation of the platform
for virtual evaluation of RF-based indoor localization algorithms.

Design Goals

Main requirements for the platform for virtual evaluation of RF-based indoor localization algo-
rithms are the simplicity of usage for the experimenters, extensibility, reliability, fast data flow,
remote usage, and programming language and platform independence.

Usability: The platform should allow for easy scoping and filtering of the raw data, so that
experimenters can selectively request a record at a specific location coordinates and for a given
technology, and consequently get the desired dataset in an efficient way. The advantage of that
approach, in comparison to plain “downloading” alternative, lies in the fact that experimental
raw datasets for evaluation of indoor localization algorithms can be very large. Especially for
“universal” datasets that can be used for evaluation of different localization algorithms, the aim
is to collect data at high spatial sampling densities and using diverse hardware equipment. But
any particular algorithm would likely use only a small subset of this data in a given evaluation
campaign. The approach of disseminating the whole raw data sets as simple “downloadable”
archives is thus very inefficient and leaves to the experimenter the burden of local filtering. The
alternative that we aim at offering, an online service for accessing and managing of this data, is
much more convenient for the experimenters and reduces the requirements for local computa-
tional resources.

Extensibility: One of the main concerns for the development of the service for management
of the raw data is extensibility. Although at the moment the platform predominantly offers RSS
features of RF signals (as in more details discussed in the following sections), we envision ex-
perimenters contributing with their raw datasets that potentially contain other types of raw data
useful for indoor localization purposes. We therefore aim at developing a service where experi-
menters are able to add or remove parameters to the data records according to their specific needs.
Furthermore, the overhead of storing these customized data records into the database should be
minimal and should not require complex database or table/schema adaptations.
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Fast and reliable remote access: We aim at a cloud-based deployment of platform which
will support public remote access for a large number of users, without the need of downloading
and running the whole platform on a local machine. This kind of deployment is expected to
provide simple, efficient, and reliable access to the platform for the end users.

Language and platform independence: Finally, the design goal is to make the platform
available for various programming languages and operating systems. In other words, in order to
make the platform usable for a large number of experimenters with expertise in different software
platforms and languages, we aim at developing it so that it is independent of a language and
platform used by the experimenter.

Platform Design

The overview of the platform indicating the relation among individual components is given in
Figure 3.18. The platform consists of a raw data storage service used for storing the raw data
that can be inputed into an indoor localization algorithm to be evaluated. The platform further
provides a raw data visualization tool, that enables experimenters to easily visualize collected
information stored in the provided measurement collections. Furthermore, the experimenter is
able to fetch and use a desired raw dataset though a set of software SDKs. Finally, a set of
standardized metrics for characterizing the performance of an algorithm can be obtained through
one function call to a metrics calculation service.

Metrics calculation
service

Raw data
storage service

calculate_metrics()

get_measurements()

—\(D'U'Oﬁlﬂg

Raw data raw data input Algorithm metrics input
visualization tool
“browsing” of
the raw data fine-tuning and using the
parameterization evaluation

of the algorithm results

Experimente

Figure 3.18: Components of the cloud-based evaluation platform

The raw data storage service stores collected measurements that can be used for indoor lo-
calization evaluation purposes. The measurements are stored together with the locations where
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they are taken, annotated with the locations of transmitting devices, the metadata describing the
environment and the hardware used for collection of the raw data. The service provides a pub-
licly available API for managing the stored data, where the experimenter can “search” the stored
datasets and select a desired one.

The platform further consists of a set of software SDKs or wrappers developed for Python and
MATLAB programming languages, due to their popularity in rapid prototyping of algorithms,
including those for indoor localization. The experimenter can use the wrappers to fetch measure-
ments through a single function call. The experimenter is then able to input the fetched data to
an algorithm to be evaluated. The SDKs provide interaction with the cloud service for the data
storage as shown in Listing 3.2. Using the gef_measurements command, the experimenter is able
to fetch the data from an experiment or a specific measurement. With the filtering command, it is
possible to filter the fetched data based on desired parameters, such as number of measurements,
wireless channel or transmitting device.

The output of an algorithm, i.e. estimated locations, and the matching ground-truth coordi-
nates where the measurements were taken, can be passed to a metrics calculation service using
the calculate_metrics command provided by the wrappers. By doing that the experimenter is
able to obtain a standardized set of performance metrics, allowing him to easily evaluate the per-
formance of an algorithm, using the experimentally collected data as the input and receiving a
set of standardized metrics as the output of the procedure.

Listing 3.2: Important Python SDK functions

def get_measurements(database ,experiment , measurement);
def filtering (measurement,num_meas,channel ,sender);
def calculate_metrics (data);

Platform Implementation

As described previously, the main components of the platform are the raw data storage service,
service for calculation of the performance metrics, a set of SDKs for simple interaction with
the services using Python and MATLAB programming languages, and a visualization tool for
convenient data browsing. While the other components provide straightforward functions and
simplifications for the experimenters, due to its central role, the implementation of the raw data
storage service is worth explaining in more detail. The raw data storage service is implemented
as a web service developed in Python 2.7 using the Flask module. The Flask module provides a
simple way of creating RESTful web services. We leveraged this to develop multiple functions
for supporting raw data storage and management. Raw data is stored in a MongoDB database, an
open-source document database and the leading Not only SQL (NoSQL) database written in C++.
It can store JSON based messages using Binary JSON (BSON) format of data. Our data messages
are defined as Protocol Buffer structures, a way of encoding structured data using an efficient and
extensible binary format. The service we developed, together with the MongoDB database, is
running on a EC2 instance in AWS. Amazon Elastic Compute Cloud (Amazon EC2) is a web
service that provides scalability and platform independence of our services. The experimenter is
able to communicate with the services through properly defined HTTP requests.
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The design goal of extensibility of the platform was achieved by using Protocol Buffer (ver-
sion 2) for defining message types and MongoDB for storing those messages. In Protocol Buffers,
each data structure that needs to be encoded is encapsulated in the form of a message. The spec-
ification of the internal structure of the messages is done in special protocol files that have the
.proto extension. The specification is performed using a simple, but powerful, domain specific
data specification language that allows easy description of the different message fields, their types,
optionality, etc. Using the Protocol Buffer compiler protoc the .proto specification files can be
compiled to generate data access classes in number of languages like C++, Java and Python.
These classes provide simple accessors for each field (like query() and set_query()) as well as
methods to serialize/parse the whole structure to/from raw bytes. NoSQL databases employ
less constrained consistency models than traditional relational databases. By using a NoSQL
or schema-less type of database, i.e. MongoDB, the service enables the storage of any type of
defined message, without the need of changing the code and/or the database itself.

RESTful web services enable remote access to the data using simple HTTP requests. Protocol
Buffers serialize messages into binary streams which support fast communication between the
experimenters and the platform. RESTful web service as a part of service for management of
the raw data provides remote access to the service. High availability is supported by running
the service in the Amazon cloud. Finally, the fast data flow from experimenter to database is
achieved by using Protocol Buffer serialization and MongoDB schema-less database for storing
the binary data.

With the Protocol Buffer compiler, message specification files (.profo) can be compiled to
generate data access classes in various programming languages, e.g. C++, Java, JavaScript, and
Python. Due to the fact that communication with the cloud is done using HTTP requests, it is
possible to manage data from different users’ platforms, and also using different programming
languages (all modern programming languages provide support for HTTP requests). To conclude,
Protocol Buffers and a RESTful web service allow managing raw data from different platforms
and programming languages.

Data Structure

NoSQL databases usually provide the following hierarchy. On the top level is a set of databases.
Each database consists of a number of collections (the equivalent to tables in relational databases).
Finally, each collection consists of a set of messages which contain data. We follow the same
principle in our raw data storage service. The data storage hierarchy of the raw data storage
service is given in Figure 3.19. The database for storing the raw data from the indoor localization
experiments consists of a set of collections (called “Experiments” in our case), where a collection
stores all raw data from one round of measurements, i.e. from one measurement survey. Each
collection consists of messages that are related to physical locations where the measurements are
taken, where each location is defined with coordinates (i, y, z) in relation to a predefined zero-
point. Besides the database for storing raw data, there is also a database for storing the metadata
describing the raw data. The explicit split between the data and metadata is done to reduce the
amount of data that has to be fetched from the platform, i.e. in case where a lot of data shares
the same metadata, the metadata has to be fetched only once and applied to all the data. Also,
the explicit split enables reusage of one metadata message for multiple repetitions of the same
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measurement survey, which decreases the redundancy in the stored information. This database
contains descriptions of different experiments or measurement surveys performed for collecting
the raw data.

A snapshot of the raw data in JSON representation is given in Listing 3.3. This sample data
consists of the RSSI measurements, information about the measurements (timestamp, transmitter
ID, run number, etc.) and of the location of the transmitting and receiving devices. Alternatively,
instead of storing RSSI values, it is also possible to store ToF, AoA or Link Quality Indicator
(LQI) measurements, or any combination of those measurements.

[ Raw data ] [ Metadata ] DATABASES

SN L

[ Experiment 1 ] [Experiment M] [ Experiment 1 ] [ Experiment M ] COLLECTIONS

Measurement | ... Measurement Metadata related MESSAGES
at location 1 at location N to experiment M

Figure 3.19: Hierarchy of the raw data storage service

Listing 3.3: Raw data format

receiver_id: "MacBook Pro",

run_nr: 1,

timestamp_utc: 1373126790,

sender_id: "tplink08",

sender_bssid: "64:70:02:3e:aa:11",

rssi: —42,

channel: "11",

receiver_location: {
room_label: "FT226",
coordinate_z: 9.53,
coordinate_y: 1.67,
coordinate_x: 23.9},

sender_location: {
room_label: "FT226",
coordinate_z: 10.9,
coordinate_y: 0.7,
coordinate_x: 31}

3.3.2 Overview of Available Datasets

The current datasets primarily consist of IEEE 802.11b/g and IEEE 802.15.4 RSSI measurements
collected using different devices at different locations in various environments and scenarios. In
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addition, for some environments the datasets also include IEEE 802.15.4 ToF and IEEE 802.15.4
LQI measurements. A device for collecting the measurements has been carried to each measure-
ment point using an autonomous mobility platform, which is a robotic mobility platform that can
carry a system for collecting the raw data. In the following we overview the publicly available
datasets and discuss how they help to solve open questions in RF-based indoor localization.

Diversity of environments: One open research question in RF-based indoor localization is
related to having a solution that provides reasonably accurate and real-time performance in di-
verse environments [143, 144]. The provided measurements collected in various environments
give experimenters a possibility to evaluate the stability of their solution in diverse conditions,
with an aim on solving the aforementioned research challenge. Current datasets have been col-
lected in three different testbeds (TWIST [138] and w-iLab.t I/II [56]). The footprints of the
testbed environments are given in Figure 3.20, with the locations of measurement points for the
densest measurement surveys indicated with red dots. The first two testbeds represent typical of-
fice environments. The measurements were performed in static environments, i.e. with no people
moving, without introducing additional unaccounted sources of RF interference, etc. The third
testbed represents a big open space environment, such as a warehouse or an underground garage.
This environment is shielded with no people moving and with effectively no RF interference.

Diversity of densities of measurements points: The measurements have also been col-
lected with different densities of measurement points, which has various advantages. Firstly,
some of the indoor localization algorithms, e.g. fingerprinting-based ones, need a training dataset
with typically high density. The most dense dataset can in that case be used as the training dataset
for the algorithm. Furthermore, it is still unclear how to select the measurement points for the
objective evaluation of RF-based indoor localization algorithms [139]. By providing, in terms of
realistic possibilities and time constrains, a highly dense set of measurement points, we provide
the opportunity of evaluating the influence of the number and locations of measurement points
on a large set of algorithms, which could address the mentioned research question. Finally, an
open research question than can be addressed with the offered datasets is the trend in spatial dis-
tribution of localization errors [140, 145]. For the TWIST testbed environment as an example,
the footprints with different densities of measurements points and with measurement points in-
dicated with red dots, are given in Figure 3.21 (measurement points densities of 22.5, 11, and
5 m? per point, respectively).

Diversity of interference scenarios: It is shown that RF interference can highly influence
the performance of RF-based indoor localization algorithms [99, 140]. There is, however, no
work on improving the interference robustness of indoor localization algorithms, and by provid-
ing the measurements collected in the environment with high interference, we hope to provide
users the possibility of improving the interference robustness of their algorithms. The generated
interference scenarios range from a scenario in which no artificial interference is generated and
the uncontrolled interference is minimized, to scenarios with various types of RF interference.
In the interference scenarios, the interference types vary from jamming using IEEE 802.11 or
IEEE 802.15.4 devices to IEEE 802.11 traffic as the interference source.
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Figure 3.21: Different densities of evaluation points used for the collection of raw data
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Diversity of localization devices: While it is known that the device diversity is one of the
biggest obstacles in having widely used indoor localization service [146], this problem has not
been fully addressed yet. By providing measurements from various devices we hope to provide
possibility of improving the performance of RF-based indoor localization in this area. We have
collected measurements from two extensively used technologies for RF-based indoor localiza-
tion, namely IEEE 802.11 and IEEE 802.15.4. The full datasets for different technologies are
available for the TWIST testbed environment. In Figure 3.22 we show the locations of control-
lable IEEE 802.11 (blue squares) and IEEE 802.15.4 (red points) nodes that have been used as
anchors in TWIST testbed [138]. In our data collections the measurements from these devices
are annotated with with the location of the transmitters. In case of the IEEE 802.11 anchor nodes,
we have used six TP LINK 4300 wireless routers, set on WiFi channel 11 and with a transmission
power of 20 dBm (100 mW). Apart from these devices, we also stored the data from all other
visible APs in the environment, but without their locations. For the IEEE 802.15.4 technology
we have been using TelosB nodes deployed in our TWIST testbed as anchor nodes. We used
various devices as receivers for obtaining the provided datasets. Namely, for the IEEE 802.11
technology we used the MacBook Pro and Lenovo ThinkPad laptops, Google Nexus 7 tablet and
Nexus S smartphone. For the IEEE 802.15.4 technology we have been using the TelosB and
stm32w nodes as measuring devices.
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° ° ° e o °
‘ ) IEEE802.11 anchors |
P el e | @ IEEE 802.15.4 anchors |
° ° ° e o ° °
° [ J [ ] [ ] [} ) o -
[l y | ) ' i } |

Figure 3.22: Different transmitting devices used for the collection of raw data

3.3.3 Evaluation Results

In order to evaluate the time efforts of using the virtual platform for evaluation of RF-based indoor
localization algorithms, as well as the applicability of the collected raw datasets for the evaluation
of RF-based indoor localization algorithms, we have executed a set of experiments described in
this section. The aim of the evaluation is to demonstrate that the achieved performance metrics
of an evaluated algorithm, i.e. the accuracy and delay (response time), do not practically differ
in case the proposed platform is leveraged, in comparison to the case when testbed infrastructure
is used for evaluation. Secondly, while it is clear that, in comparison to using the infrastructure
for experimentation, adopting the proposed platform yields lower-complexity of experimentation
for the experimenter, we aim on demonstrating that there is also a significant reduction in time
efforts needed for experimentation.
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We used a WiFi beacon packets RSSI-based fingerprinting algorithm that uses quantiles of
beacon packets RSSI values and PH distance to calculate similarities between training and user-
generated fingerprints. The algorithm is in details discussed in the next chapter of this work.
Further, we evaluated the performance of the algorithm firstly by using the proposed infrastruc-
ture for evaluation of RF-based indoor localization algorithms and secondly by using the raw
dataset collected under similar conditions by using the virtual platform.

Since the impact of the “staleness” of recorded data depends on the specific conditions in the
environment, in the comparison of performance of the evaluated fingerprinting algorithm we have
collected a raw dataset and performed an experimental run using the infrastructure on the same
day and in a static environment. The presented results are not intended to prove that recorded data
can replace many runs with real hardware, due to changes in the conditions that can occur with
time. In other words, the same raw datasets collected in different time snapshots will differ, due to
an intrinsic randomness in wireless environment, and for capturing this difference different runs
with a real hardware are necessary. On the contrary, the presented results capture realistically
the specific conditions in a time snapshot and can serve as basis for fair comparison between the
results obtained by using the raw dataset as an input to the algorithm and the results obtained
by performing an experimental run leveraging the evaluation infrastructure, i.e. requesting the
algorithm to provide an estimate at each evaluation point.

In the experiments using the infrastructure we evaluated the performance of a given algorithm,
which was running on a MacBook Pro laptop, in four evaluation scenarios described in Sec-
tion 3.2.2 with 20 evaluation points for each evaluation scenario, as depicted in Figure 3.21b). Us-
ing the platform for virtual evaluation, we selected appropriate datasets in which a MacBook Pro
was used as the device for collecting raw data, the raw data was collected in the same 20 evalu-
ation locations, in the same testbed, and in the same four evaluation scenarios. The functions of
the Python wrapper were used to fetch the raw data, input it to the algorithm, and to calculate the
performance metrics. The delay metric in this case is the sum of the time needed to collect the
measurements and the time needed for the processing of the raw data and providing the location
estimates.

The summarized results for 20 evaluation points in each evaluation scenario are given in Ta-
ble 3.7. As indicated in the table, the results of the evaluation using the virtual platform are
comparable to the results using the infrastructure specifically designed for evaluation purposes.
Small differences in the localization errors and room accuracies are caused by an unavoidable
randomness in wireless environments.

From the time perspective, the evaluation using the virtual platform takes only a few (tens of)
seconds, once the evaluation chain (fetch the raw data - input the data to an algorithm - request
metrics - get metrics) is set. In comparison, one run of an experiment with 20 evaluation points
using the automated infrastructure for experimentation takes around 1 min per point, or around
20 min in total. From our experience, we can argue that manual experimentation takes even
more time, in comparison to using the automated infrastructure, which again favors using the
virtual platform for evaluation. If we also take into account the time necessary for setting up a
comparable experimental setup (on the order of days or weeks), the benefit of using the proposed
virtual platform is even higher.
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3.4 Conclusions

As the first contribution in this thesis we presented the testbed and cloud infrastructures for eval-
uation of RF-based indoor localization solutions in environments with artificially generated RF
interference context. The usage of the proposed testbed infrastructure enables repeatable and
comparable evaluation, without the need of a test-person carrying a device to be localized to
different evaluation locations. The cloud infrastructure enables calculating, storing, and present-
ing the results of evaluation experiments in a unified way by using a set of standardized perfor-
mance metrics. The results of the experiments are publicly available in a form of a portfolio
of evaluated solutions, hence people are able to compare the performance of their localization
solution with the performance of already evaluated ones. The portfolio currently includes more
than 30 evaluated RF-based indoor localization solutions, ranging from WiFi-based fingerprint-
ing to IEEE.15.4 multilateration and proximity-based ones. The developed testbed and cloud
infrastructures have been used extensively, not just throughout this thesis, but also by numerous
other researchers. This resulted in a large number of published scientific results, some examples
being [147, 148, 149, 150, 151].

As stated previously, the proposed infrastructures were built with the aim of enabling unified,
fast, and reproducible evaluation of RF-based indoor localization solutions. Enabling these fea-
tures of the evaluation has a trade-off in terms of the realism of the obtained results. That is to
say, the performance results obtained by leveraging the proposed infrastructures will certainly be
overly optimistic in comparison to the ones obtained in case a localization solution is deployed
in a realistic environment (e.g. hospital, airport, grocery store). In realistic environments, there
is a variety of external influences that will potentially degrade the performance of RF-based in-
door localization solutions. These influences include the orientation, hight, and type of a device
used for localization, the effects of person’s body and the position of a device on a person (e.g.
being held vs. in a pocket) and other people in an environment, and the effects of changes in an
environment (moving furniture, open/closed doors, etc.). In order to enable objective compara-
ble evaluation of different RF-based indoor localization solutions, we aimed at minimizing these
influences to the level that is practically possible. The performance results obtained by using the
proposed infrastructures can therefore be viewed as practical lower bounds of the performance
of an evaluated solution. Our infrastructures also enable “isolating” a particular effect that can
influence the performance of an RF-based indoor localization solution. We have shown that on
an example of the effects of RF interference and provided means for isolating other effects. Hav-
ing the possibility of isolating one effect, one can then focus on trying to mitigate that particular
effect. We will demonstrate how this can be done in the next chapter of the thesis, where we will
for example focus on the effects of RF interference on the performance of WiFi-based indoor fin-
gerprinting and show how the observed negative effects can be successfully mitigated. Without
the means of objective and repeatable evaluation, it would be questionable if a particular mech-
anism for mitigating a certain effect really serves its purpose, or the observed difference in the
evaluation results is due to a chance in the conditions between different runs of an experiment.
Finally, as a contribution for enabling evaluation in realistic conditions, some of the datasets that
we provide have been collected in realistic environments, in particular in a hospital and in an
underground mine. We also encourage and provide support for other people to contribute with
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their datasets for other types of environments.

Certainly, there are limitations to the capabilities of the proposed infrastructures. Our robotic
mobility platform serves as an accurate source of ground truth information and enables repro-
ducible positioning of a device to be localized. However, our robotic mobility platform is not
able to mimic a person’s body, hence this effect cannot be isolated. Our infrastructure is not
able to recreate the movement of a person, e.g. walking or running, meaning that it is not possi-
ble to evaluate IMU-based indoor localization solutions, which are very promising, in particular
in complementing RF-based indoor localization approaches [152, 153, 18]. Furthermore, our
testbed infrastructure is limited to the evaluation of RF-based indoor localization solutions in the
2.4 GHz ISM frequency band. This is because we can guarantee that there are no other potential
sources of interference only in those frequencies. Our testbed infrastructure is able to support
experimentation in the sub-GHz and 5 GHz ISM frequency bands, however for those frequencies
uncontrolled interference should be expected (e.g. the university’s EDUROAM network), which
can hinder the objectiveness of the obtained results. Our testbed infrastructure currently does not
include any devices for experimentation in higher frequencies. Given the tendency of shifting the
whole wireless communication paradigm to higher frequencies [154, 155, 156], this is a definite
limitation of our testbed infrastructure.

With the initial goal of demonstrating the feasibility and usefulness of the developed infras-
tructures, we have organized and executed a remote localization competition in which several
RF-based indoor localization algorithms have been evaluated in scenarios with artificially gen-
erated RF interference context. In the thesis, we therefore discussed the scenarios in which dif-
ferent algorithms have been evaluated and the interference patterns that have been generated for
evaluating the impact of interference on the evaluated algorithms. We also presented the fol-
lowed performance evaluation methodology, which includes the used performance metrics, the
procedure of their calculation, and the procedure of obtaining the final scores for three different
evaluation categories. These three categories were primarily focused on localization accuracy,
latency, and interference robustness of location information provisioning, respectively. Finally,
we presented the results of the evaluation for the three evaluation categories.

Our results demonstrated the feasibility and usability of the developed infrastructures for per-
forming the evaluation experiments without or with controlled RF interference context. Further-
more, the results confirmed the well-known claims from the literature stating that WiFi-based fin-
gerprinting is a promising solution for indoor localization, e.g. [75, 157]. Our experiments also
showed that RF interference can indeed degrade the performance of the evaluated algorithms,
which provided the ground for improving the interference robustness of WiFi-based fingerprint-
ing. The competition revealed that a large number of solutions use the same type of raw data for
estimating location. This observation lead to our next contribution - a platform for streamlined
evaluation of indoor localization algorithms by leveraging precollected raw datasets.

The proposed a platform for streamlined experimental evaluation of RF-based indoor local-
ization algorithms enables a simple, yet effective experimentation without the need of a testbed
infrastructure. We firstly provided an overview of the design ideas that guided the development
of the platform, followed by the selected implementation tools and frameworks. We further de-
scribed the currently publicly available raw datasets that can be used for the evaluation, together
with the experimentation possibilities that they enable. Finally, we demonstrated the usage of
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the platform and assessed the time overhead of using the proposed platform by performing the
same set of experiments using the platform and the previously proposed testbed infrastructure.
The performance metrics achieved by using the platform show high level of similarity to the
metrics achieved by physically performing the evaluation experiments, which demonstrates the
correct performance of the platform. The advantage of using the platform is visible in its usage
simplicity for the experimenters and in the reduction of experimentation time. In addition, when
using the platform, the experimenter is provided with easy to use, low-complexity access to the
infrastructure, which removes the burden of handling the components of the infrastructure for
evaluation. In comparison to manual evaluation, when using the platform the experimenter does
not have to carry a measuring device and does not have to care about finding the exact coordinates
for the ground-truth locations, which are both labor and time consuming. By using the platform
it is possible to use exactly the same dataset for comparing different algorithms or different pa-
rameterizations of an algorithm, which increases the comparability of the achieved performance
results.

The platform has been leveraged for the different evaluations performed in this thesis, but also
by various other researchers in the scientific community, with examples being [158, 149, 159,
151, 160]. This platform has also been used during the IPSN/Microsoft Indoor Localization
Competition 2014, where it supported the calculation, storage, and presentation of performance
results [61]. The results of this competition differed significantly from the results that we and
other researchers usually generated using our platform. However, the platform successfully sup-
ported the IPSN/Microsoft Indoor Localization Competition 2014, demonstrating that the initial
design goal of extensibility was fulfilled. Finally, the platform is currently being used as the core
engine for data storage and performance results calculation in the ongoing NIST competition. In
this competition, the participants are invited to evaluate their indoor localization algorithms on a
basis on extensive measurements from various sensors collected by four different types of smart-
phones [161, 162]. More specifically, for this competition readings from WiFi, cellular, GNSS,
and environmental, position, and motion sensors were collected using LG G4, Motorola Nexus
6, OnePlus 2, and Samsung Galaxy S6 smart-phones. The evaluation procedure in this com-
petition is envisioned to follow the International Organization for Standardization / International
Electrotechnical Commission (ISO/IEC) 18305 standard “Test and evaluation of localization and
tracking systems” !. Our platform successfully supported storing of the measurements from this
larger number of sensors and from multiple smart-phones. Furthermore, our platform was able,
with small modifications, to support another procedure for metrics calculation. Both of these
facts demonstrate the fulfillment of the “extensibility” as a design goal for the proposed cloud
platform. The participants of the competition are accessing our platform remotely and using
different types of devices, which demonstrates the fulfillment of the “language and platform in-
dependence” and “remote accessibility” design goals. Finally, the researchers are, based on their
needs, able to scope the collected sensor readings, access only certain types of readings, of access
only readings from a particular smart-phone. This demonstrates the fulfillment of the “usability”
design goal for the developed cloud platform.

"https://www.iso.org/obp/ui/#iso:std:iso-iec: 18305:dis:ed- 1:v1:en
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4 Advancing WiFi Fingerprinting-based
Localization Solutions

In the previous chapter, we outlined the infrastructure for objective and fast evaluation of RF-
based indoor localization solutions. With the help of the developed infrastructure, we have a
means of carrying out further research toward advancing RF-based indoor localization.

As suggested repeatedly in the literature and discussed previously in the thesis, fingerprinting-
based localization leveraging the widely deployed WiFi infrastructures is one of the most pop-
ular classes of indoor localization approaches. However, there are still multiple challenges as-
sociated with WiFi fingerprinting-based localization solutions. An in-depth understanding of
WiFi fingerprinting-based localization solutions is currently missing. Furthermore, the results
obtained in the competition show that certain interference patterns highly influence the perfor-
mance of WiFi-based fingerprinting, which motivates further in-depth analysis on how to mitigate
the observed negative impact, thus increase the interference robustness of fingerprinting. More-
over, the deployments of fingerprinting solutions are generally time consuming, which poses a
challenge in their widespread usage. Since the deployment of fingerprinting is time consuming,
the performance of fingerprinting should ideally be predictable for new environments because,
if the expected performance in a new environment is not going to be satisfactory for some en-
visioned use-cases, then why going through the trouble of deploying it? We aim at addressing
these challenges in this chapter of the thesis.

Parts of this chapter have been published previously. A systematic experimental evaluation of
the performance of WiFi-based fingerprinting solutions has been discussed in [144]. The effects
of interference on RSS features of RF signals are discussed in [99]. An approach for mitigating
the effects of interference in WiFi RSS-based fingerprinting is overviewed in [163]. An approach
for reducing the deployment overheads in WiFi-based fingerprinting is given in [164]. Finally,
the possibility of extrapolation of the performance of WiFi fingerprinting-based localization so-
lutions across environments has been discussed in [165].

4.1 Decomposition of WiFi Fingerprinting-based Localization

Despite their popularity and importance of WiFi fingerprinting-based indoor localization so-
lutions, the current praxis of their comparative experimental evaluation is lacking rigor, with
studies typically following an ad-hoc evaluation process and focusing on black-box comparison
of complete algorithms. Usually, the algorithms are presented and evaluated as monolithic so-
lutions, although several well-defined phases can be identified: collection of raw data, creation
of fingerprints, matching of fingerprints and training data and post-processing for which spe-
cific procedures can be separately defined. Thus, the existing evaluation approaches fail to offer
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deeper insight into the relative contribution of these individual phases to the overall performance
of the solutions.

To address the shortcomings, we perform systematic experimental evaluation of the perfor-
mance of WiFi-based fingerprinting solutions that is based on previously developed approach
for objective evaluation of RF-based indoor localization algorithms. We study the relative con-
tribution of various procedures used in the individual algorithm phases on the overall perfor-
mance, confirming and extending the insights of earlier, less systematic attempts in this direc-
tion [166, 68, 75]. In a comprehensive experimental case-study, we evaluate 3 WiFi fingerprinting
algorithms with 4 raw RSSI collection procedures, 3 fingerprint creation and pattern matching
procedures, 4 different post-processing procedures in 3 testbeds and 4 evaluation scenarios, re-
sulting in 36 individual experiments.

4.1.1 Fingerprinting using WiFi Beacon Packets RSSI Measurements

General workflow of WiFi fingerprinting algorithms can typically be divided in three phases,
while the execution of a fingerprinting procedure has two steps, as shown in Figure 4.1. The first
step, called a training step, is executed off-line for obtaining a footprint of a wireless environment.
The localization area is divided in a number of segments or cells and each cell is scanned a certain
number of times for raw data (phase I). Furthermore, a fingerprint of each cell is created (phase II)
following some methodology for processing the collected raw data. Using the obtained training
fingerprints, the training database is created and stored on a fingerprinting server. The second
step, known as a runtime or on-line step, is consists of three individual phases. Two of them are
mirroring the phases of the first step: a number of scans are first created by the user at an unknown
location, and the runtime fingerprint for the location is created following the same procedure as
in the training step. On the server’s side, the runtime fingerprint is compared with the training
dataset following some predefined matching procedure (phase III). The output of the matching
phase is then typically post-processed using a procedure like the KNN method. Actions within
each phase are specified by so called procedures, in the following we will discuss examples of
them.

Raw RSSI
collection

Fingerprint Pattern Post-
creation matching processing

|

\ Training (offline) step }

|

Runtime (online) step

Figure 4.1: General workflow of WiFi fingerprinting algorithms
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Collection of Raw RSSI| Measurements

The first phase of fingerprinting algorithms is constituted by the collection of raw data used gen-
erating location information. While the sources of raw data can be different, we will, due to their
particular interest for this thesis, talk only about RSSI measurements from WiFi beacon packets.
Three basic decisions define this phase: the locations of measurements, the number of measure-
ments that should be collected in each location, and the set of beacon sources (WiFi APs) which
are considered. Let IV be the number of environmental scans taken at one measurement point.
During each scan the vector of RSSI measurements from WiFi APs is collected. By repeating
the measurements at one location NV times a matrix of RSSI measurements from different APs
is created. Similar procedure is followed in both the training and runtime steps, with N being
usually smaller in the runtime step due to time, power, resource utilization constrains. To limit
the size of raw dataset and to improve the robustness, different methods can be used for selecting
the set of contributing APs. Typical examples that we consider are:

All Visible APs: In this case not only APs being under control of the localization service
provider, thus expected to operate continuously with stable parameters, but also all available APs
are included (e.g. APs deployed in the served environment and in neighboring buildings).

All Visible APs with Threshold: In this case only RSSI measurements above certain thresh-
old are used as raw data. The goal of this scoping is to reduce the time variability of RSSI mea-
surements by discarding those below certain threshold. We consider two such threshold values:
-90 dBm and -80 dBm.

Dedicated APs: The third investigated approach for the collection of raw RSSI measurements
is selective collection of RSSI measurements from only a “dedicated” set of APs. Albeit their
primary function is obviously providing wireless connectivity, this set is assumed to be “under
control” of the localization service provider. Therefore the stability of their operation in time, as
well as sufficient coverage of the served environment can usually be expected.

Fingerprint Creation

In the fingerprint creation phase, certain characteristic values are derived from the raw RSSI
measurements according to some procedure. Note that a selection made in this procedure is
independent of the decisions made in Phase I. These procedures might relate to time series of
measurements from a single AP, or involve whole vectors of APs. For simplicity we will further
present examples of the fingerprints relating to each AP separately, listed in the sequence of
increasing computational complexity.

Averaged RSSI Vectors: This procedure [68] aims at computing an average value of the
RSSI measurements obtained from each AP used for localization purposes. The fingerprint is
an average value of the RSSI measurements obtained from each AP in both training and runtime
steps, where K, ; is the length of the vector. Let p1; ,,, = [RSSIt1,..., RSSI;k, ..., RSS1; K, ]
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be the vector of averaged RSSI values RSS1;; from an AP ¢ obtained in the training step at the
location m (m € 1,..., My). Similarly, let po,, = [RSS1;.1,..., RSSI,, ..., RSSI, K, | be the
vector of averaged RSSI values RSS1, ; from each AP i obtained in runtime step, i.e. runtime
fingerprint.

RSSI Quantiles: This procedure [54] uses ¢ quantiles of the RSSI values from each AP as
fingerprints, which are calculated in two steps. First the CDF of the RSSI measurements from
each AP is computed. Second, the quantiles, i.e. RSSI values with probabilities k/(q — 1),
where k = 0,1, ...,q — 1, are calculated. The result of the quantile calculation in both training
and runtime steps is a quantile matrix )k 4, where K is the number of APs visible at the given
location and ¢ is a number of quantiles.

MvG Distributions of RSSIs: This fingerprint creation procedure uses the Multivariate
Gaussian (MvG) distributions of RSSI measurements from each AP used for localization [40].
The procedure assumes that the RSSI measurements from different APs are distributed according
to the MvG distribution. In other words, the distribution of the RSSI measurements from each
AP at one cell can be written as N'(p, 3), where p is the vector of averaged RSSI values from
each AP used for localization and X is the covariance matrix describing the relation between
RSSI measurements from different APs.

Pattern Matching

The pattern matching phase is generally used for capturing similarities between fingerprints in
a training dataset and a runtime fingerprint [167]. The training fingerprint that is most similar
to a runtime fingerprint according to a given pattern matching procedure is then reported as an
estimated location. From the various procedures for pattern matching we select three samples and
from the point of view of computational complexity, we present them sequentially. Our choice
of presented procedures is not completely free, while it has to be constrained dependent on the
fingerprinting creation.

Euclidean distance: This pattern matching procedure [40] uses the Euclidean distance be-
tween training fingerprint at the cell m and the runtime fingerprint and it is given as:

DE(Xt,'HL)YT) = ‘Yt,m - Yr| (41)

where X ,, and X, are fingerprint vectors in training and runtime step, respectively. The
cell with the smallest distance (also called smallest weight) is reported as an estimated location.
In the rest of the thesis, we will use ED as pattern matching procedure for the Averaged RSSI
fingerprints.

Pompeiu-Hausdorff Distance: This pattern matching procedure uses PH metric for captur-
ing similarities between fingerprints in training dataset and runtime fingerprint [54]. The PH
distance between two sets is given as follows:
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Dpy(Xim, X,) = max min  d(xyk, Trk 4.2)
( m T) Tt k€EXt,m Tr Kk E€EXr ( " T’)

where d(x¢ , x, 1) is the Euclidean Distance measurement between elements of the runtime
fingerprint X, and training fingerprint X ,,, at point m. The training point with the smallest PH
distance with the runtime fingerprint is reported as an estimated location. In the rest of the thesis,
we wil use PH as pattern matching procedure for RSSI quantile fingerprints.

Kullback-Leibler Distance: This pattern matching procedure uses the Kullback-Leibler (KL)
distance metric between training fingerprint at the point m and the runtime fingerprint for cap-
turing the similarities between them [40]. In this procedure training and runtime fingerprints are
Probability Density Functions (PDFs) given by p; ,,, and p,, respectively. We apply KL distance
as pattern matching for MvG fingerprints. The Kullback-Leibler (KL) distance metric between
the probability distributions in this case is given as:

1 _
DKL(pt,mapT) = 5((/” - Ht,m)T(Er) 1(:“7" - Ht,m)

+tr((Z) ' B — I) — In|(Z,) " B ) 4.3)

where tr(-) denotes the trace of a matrix (sum of its diagonal elements) and I is the identity
matrix. This pattern matching procedure reports the cell with the smallest KL distance to the
runtime fingerprint as an estimated location.

Post-processing

A post-processing method, like the application of kNN, is usually the last phase of the finger-
printing procedure. The input from previous phase is the location estimate, which can be easily
extended to a set of best estimates. Namely, instead of using the best match between training
dataset and runtime fingerprint, one can use the set of k£ best matches. Based on this set of
training fingerprints considered as best matches, different KNN methods for estimating the final
location can be applied. From the numerous possible kNN methods for the simplicity reasons
we select two well known and widely used ones and use them as representatives for evaluating
the influence of kNN methods.

Non-weighted k-Nearest Neighbors: Non-weighed kNN methods give the same weight to
each of the k fingerprints reported as best matches with the runtime fingerprint. We use 3 or 4
as parameters of non-weighted kNN method for evaluation of influence of kNN method on the
accuracy of indoor fingerprinting.

Weighted k-Nearest Neighbors: Weighted kNN neighbors assign different weights to the
training fingerprints reported as the closest training fingerprints in the previous phase. We use
two sets of weights, namely for & = 3 the weights are [4/7,2/7,1/7], while for k = 4 the weights
are [8/15,4/15,2/15,1/15]. Given that our aim is to evaluate the influence of KNN methods in
general, we select these fixed values as weights for simplicity reasons only, acknowledging that
a more intelligent selection could yield more optimal performance of fingerprinting.
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4.1.2 Testbeds Environments Used in the Evaluation Procedure

In this section we present our approach for addressing the problem of objective comparison of
WiFi fingerprinting-based indoor localization algorithms by following the previously developed
comprehensive methodology and by leveraging the developed streamlined evaluation platform
and the collected raw datasets. We have selected the geometrical and room level accuracy metrics
as the focus of the presented study. We perform our experiments in three testbeds: TWIST, w-
iLab.t I, and w-iLab.t II.

TWIST testbed: The first testbed used in the evaluation is the previously presented TWIST
testbed. All three floors of the testbed were used in the evaluation. The footprints of the 2"¢
floor of the testbed are given in Figure 4.2. Black dots in the figure present the locations of the
dedicated APs, while red dots present the locations of training points used in the fingerprinting
procedure. The dedicated wireless APs used for localization are TL-WDR4300 wireless routers,
with a fixed channel allocation scheme set on channel 11 (2462 MHz) and with the transmission
power of dedicated APs set to 20 dBm (100 mW). All experiments are performed during weekend
afternoons, in an environment with minimized and monitored interference. The wireless environ-
ment was monitored using WiSpy 2.4x spectrum scanners, and all samples taken in the presence
of interference above the threshold of -80 dBm were repeated. As a mobile device to be localized
we used a MacBook Pro laptop with the AirPort Extreme Network Interface Card (NIC).
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Figure 4.2: Footprint of the 2" floor of the TWIST testbed

w-iLab.t | testbed: The w-iLab.tI wireless testbed used for the evaluation purposes is located
at De Zuiderpoort in Ghent, Belgium. The testbed area used for the evaluation is more than
800m? large office area (approx. 40 x 20 m) with plywooden walls. The footprint of the w-
iLab.t I tesbed is given in Figure 3.20 b), together with locations of training points (red dots) and
locations of dedicated APs (black dots) used for fingerprinting. The testbed nodes are Alix 3C3
devices running a Linux distribution and in essence these are mini PC’s equipped with two IEEE
802.11 a/b/g interfaces. They have been configured to a fixed channel allocation scheme set on
channel 11 (2462 MHz), with the transmission power of dedicated APs set to 20 dBm (100 mW).
Similarly as for the TWIST testbed, the wireless environment was monitored using WiSpy 2.4x
spectrum scanners and samples taken in the presence of interference above the threshold of -
80 dBm were repeated.
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w-iLab.t Il testbed: The third testbed use for the evaluation purposes is the w-iLab.t 1T
testbed [56]. The testbed is located in Ghent and it is a part of Future Internet Department of
iMinds. The testbed has the size of more than 1000 m? (50 x 25 m) and can be characterized as an
open-space industrial environment. The footprint of w-iLab.t II testbed is given in Figure 3.20 c).
The black dots in the figure represent locations of the APs used for localization, while the red
dots depict the locations of training points used in the fingerprinting procedure. Other objects in
the figure represent the locations of obstacles in the testbed environment. Obstacles are mostly
made of metal so a lot of shielding and reflection in the environment is expected. The APs used
for localization are Zotac embedded PCs with IEEE 802.11n wireless cards. The same type of
device is used as a mobile device to be localized. Other parameters of the experiment are simi-
lar as the ones from the TWIST testbed. The transmission power of the dedicated APs is set to
20 dBm (100 mW) and the fixed channel allocation scheme is set on channel 11 (2462 MHz).
The environment is shielded so there is no external wireless interference to be expected.

4.1.3 Evaluation Scenarios

In the following we present four evaluation scenarios and their instantiations in the testbeds. The
scenarios have been selected so that different sizes and types of environments are covered, e.g.
office vs. open-space, small vs. large building, plywooden vs. concrete walls, one vs. multiple
floors. For each of those scenarios we made a certain number of fingerprints both in training
and runtime steps. One fingerprint of the environment in the training step consists of 40 scans
of the RF environment, where each one is made by scanning all the available WiFi channels (1
to 11) for 1 s. The same procedure is used for gathering the runtime fingerprints, but here one
fingerprint consists of only 10 scans of the WiFi environments. This reflects the more stringent
constraints on the latency and power consumption in the runtime step.

First scenario: The first scenario can be characterized as “Small size office environment”,
hence this scenario is instantiated on the 2" floor of TWIST testbed. The testbed environment
has been scanned for fingerprints as presented in Figure 4.2 and the training dataset has been
created. The training dataset for this scenario then consists of 41 training points and each point
consists of 40 scans of the RSSI measurements. Some APs are not visible at some training points
or some scans. In this case, these RSSI measurements are given a default RSSI value (-100 dBm).
The measurement points of the second scan of the environment, used as the runtime dataset, are
shown in Figure 4.3.

Second scenario: Second scenario can be characterizes as the “Medium size office scenario”,
therefore it is instantiated in the w-iLab.t I testbed in Ghent. The training dataset consists of
56 training fingerprints, as presented in Figure 3.20 b). The set of 20 measurement points, used
as the evaluation points in the runtime step of fingerprinting, are presented in Figure 4.4. Some
APs are possibly not visible on all measurement points and in this case the RSSI measurements
from these points are given the default values of -100 dBm.
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Figure 4.3: First scenario instantiation

Third scenario: The third scenario is characterized as a ‘“’Big size office environment” and
it is instantiated on 2"?, 37¢, and 4" floor of TWIST testbed. Each floor is supplied with 4
dedicated APs, so altogether 12 APs are set up in the localization area and used as the dedicated
localization APs. The training dataset is filled with the scans of the environment at each training
point, and finally it consist of 123 fingerprints. Same as for the previous scenarios, each training
point is scanned 40 times. The RSSI measurements that are not visible at particular point are
given a default value of -100 dBm. The runtime dataset consists of the measurements at the
same positions as in the scenario 1, but extended on the 37 and 4'" floors. The runtime points
of the 2"? floor are depicted in Figure 4.3, while the points on other two floor have the same
locations in terms of x and y coordinate, while coordinate z differs at each floor.

Fourth scenario: The fourth scenario can be characterized as the “Big open-space scenario”
and it is instantiated in the w-iLab.t II testbed in Ghent. Only 4 dedicated APs were used for local-
ization. The training dataset consists of 100 fingerprints with locations given in Figure 3.20 c).
The runtime dataset consists of 27 fingerprints equally distributed in the testbed environment,
shown with dots in Figure 4.5. The rest remains as in the previous scenarios.
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Figure 4.4: Second scenario instantiation Figure 4.5: Fourth scenario instantiation

4.1.4 Evaluation Results

This section presents the comparison of algorithms’ performance in terms of geometrical and
room level accuracy of localization. Firstly, we present the influence of different procedures for
raw RSSI measurement collection on the performance of different algorithms. To do so, we use
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different procedures for the collection of raw RSSI measurements, while fixing the fingerprint
creation and pattern matching procedures. For combinations of fingerprint creation and pattern
matching procedures we choose the ones in which both fingerprint creation and pattern matching
have the same complexity level. For example, we match the least complex fingerprint creation
procedure with the least complex pattern matching procedure. Finally, we evaluate the influence
of different kNN procedure on the accuracy of different fingerprinting algorithms.

We perform the first part of the evaluation, i.e. the one concerned with the collection of raw
RSSI measurements, in office scenarios in the TWIST testbed, because this environment is not
shielded and number of uncontrollable APs, beside the dedicated APs used for localization, are
expected. Secondly, for all presented scenarios, we evaluate the influence of different procedures
for fingerprint creation and pattern matching on the overall performance of fingerprinting algo-
rithms. This is done for a fixed procedure for raw RSSI collection. Finally, we apply different
kNN procedures on the outputs of a pattern matching procedure to evaluate their influence on the
final performance of different fingerprinting algorithms.

Results using Different Procedures for Raw RSSI Collection

The influence of procedures for collection of raw RSSI measurements on the final performance
of fingerprinting algorithms for scenarios 1 and 3 is given in Figure 4.6. We collected raw RSSI
measurements from all APs visible in the environment and filtered them in order to create dif-
ferent raw RSSI collection procedures. The evaluation scenarios 2 and 4 have been excluded
from this evaluation, since only dedicated APs are the w-iLab.t I and w-iLab.t II testbeds, hence
there was no possibility of generating different raw RSSI collection procedures. By performing
filtering on top of the collected data, we were able to reuse the data from the same experiment
for all raw RSSI collection procedures. On the differently obtained raw RSSI measurements we
applied the same fingerprint creation and pattern matching procedures for estimating location, so
the influence of a procedure of raw RSSI collection is captured in the final location estimation.

Summarized results in terms of average localization errors and room level accuracies achieved
by different algorithms in scenarios 1 and 3 are given in Tables 4.1 and 4.2, respectively. The
results show that the best performance is achieved in case RSSI measurements from only dedi-
cated APs are used. In some cases the difference in performance is only marginal, but generally
at least similar performance is achieved using dedicated APs, compared to using all visible APs,
with or without a threshold. This observation holds for both evaluated scenarios in the testbed
environment and for all used fingerprint creation and pattern matching procedures. This result is
interesting because it demonstrates that, at least for the evaluated scenarios, it is better to leverage
RSSI measurements from a smaller number of stable and controllable APs, in contrast to using
all APs available in a certain environment.
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Table 4.1: Summary results for scenario 1

4 APs All APs RSSI>-90 RSSI>-80
Euclidean Distance of Averaged RSSI Vectors
Mean error [m] 2.21 3.56 3.55 2.98
Error variance [m?] 4.05 6.42 6.35 2.53
Error median [m] 2.48 3.46 3.46 3.665
Min. error [m] 0.00 0.00 0.00 0.00
Max. error [m] 6.35 9.42 9.42 475
Room acc. [%] 80.0 70.0 70.0 75.0
PH Distance of RSSI Quantiles
Mean error [m] 2.02 3.13 3.14 3.14
Error variance [m?] 3.73 5.15 5.15 5.15
Error median [m] 2.52 3.19 3.20 3.20
Min. error [m] 0.00 0.00 0.00 0.00
Max. error [m] 6.35 6.60 6.60 6.60
Room acc. [%] 85.0 65.0 65.0 65.0
KL Distance of MvG Distributions of RSSIs
Mean error [m] 2.77 7.41 6.71 8.88
Error variance [m2] 3.85 32.99 24.57 54.84
Error median [m] 2.98 6.78 6.78 8.26
Min. error [m] 0.00 0.00 0.00 0.00
Max. error [m] 5.71 25.01 15.62 30.97
Room acc. [%] 50.0 35.0 30.0 35.0
Table 4.2: Summary results for scenario 3
12 APs All APs RSSI>-90 RSSI>-80
Euclidean Distance (ED) of Averaged RSSI Vectors
Mean error [m] 2.09 2.33 2.63 14.61
Error variance [m?] 7.74 11.16 12.64 25.64
Error median [m] 2.18 2.63 2.73 17.43
Min. error [m] 0.00 0.00 0.00 0.00
Max. error [m] 17.74 17.74 17.74 25.11
Room acc. [%] 81.6 81.6 78.6 23.3
PH Distance of RSSI Quantiles
Mean error [m] 2.05 2.31 2.31 2.31
Error variance [m?] 7.16 6.35 2.34 6.99
Error median [m] 2.15 2.72 6.49 2.58
Min. error [m] 0.00 0.00 0.00 0.00
Max. error [m] 17.21 9.01 9.01 12.61
Room acc. [%] 84.4 68.3 68.3 71.3
KL Distance of MvG Distributions of RSSIs
Mean error [m] 6.84 9.75 8.30 9.62
Error variance [m?] 22.35 34.99 26.18 34.12
Error median [m] 5.28 9.47 8.33 6.72
Min. error [m] 0.00 0.00 0.00 0.00
Max. error [m] 21.82 23.27 25.57 28.06
Room acc. [%] 26.6 23.3 23.3 26.6
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Results using Different Fingerprint Creation and Pattern Matching Procedures

A comparison of different fingerprint creation and pattern matching procedures for all evaluated
scenarios is presented in Figure 4.7. For the collection of raw RSSI measurements only dedicated
APs were used because of the best performance of this procedure, as demonstrated previously.
The average localization errors of the algorithm named KL Distance of MvG Distributions of
RSSIsis 2.77,17.57, 6.84 and 17.63 m for scenarios 1, 2, 3 and 4, respectively. Furthermore, the
average localization error of the algorithm ED of Averaged RSSI Vectors is significantly smaller
for the office scenarios, namely 2.21, 2.67 and 2.09 m for scenarios 1,2 and 3 respectively. As
for the open-space scenario, the localization error of ED Distance of Averaged RSSI Vectors is
14.9 m. Finally, the PH Distance of RSSI Quantiles performs similarly as the ED Distance of
Averaged RSSI Vectors in terms of the average localization error in office scenarios, achieving
average localization errors of 2.02 and 2.75 and 2.05 m for scenarios 1,2 and 3, respectively. For
the open-space scenario, i.e. the evaluation scenario 4, the achieved average localization error
is 8.01 m, which is an improvement of more than 6 m or 40% in comparison to the other two
algorithms. Table 4.3 presents the summarized results of the performance evaluation.
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Figure 4.7: Localization errors for different fingerprint creation and pattern matching procedures
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The obtained localization errors show that at least for the selected fingerprint creation and
pattern matching procedures, more complex algorithms do not necessarily translate into more
accurate localization. On the contrary, to a certain degree counter intuitive, less and medium
complex procedures achieve better performance in the presented environments and scenarios.
This is an accordance to some results suggested in the literature, e.g. [89], but also contrasting
some others, e.g. [40]. These results also show that the performance of fingerprinting algorithms
highly depends on an environment in which fingerprinting is deployed. Similar observation can
be made by comparing the evaluation results for the office and open-space scenarios. As visible
from the obtained results, promising results have been observed for all algorithms for small and
medium sizes office-like environments. As the environment type changes to an open-space-like
environment, the performance of fingerprinting degrades significantly. Two conclusions can be
made from this observation. First, environment characteristics play a role in the performance
of fingerprinting algorithms, which is also supported by the results reported in the literature,
e.g. [148]. Hence, there is a need for predicting the performance of WiFi fingerprinting in a new
environment, before its deployment in that environment. This issues has been discussed in Sec-
tion 4.4. Second, diverse approaches for localization are needed for environments with different
characteristics, with the possibility of their overlapping deployments in a certain environment.
However, from the end-user’s perspective, a seamless provisioning of location information is
needed. Hence, for supporting seamless provisioning there is a need for a middleware service for
handover, fusion, and integration of different sources of location information and its provisioning
to the end-users and applications.

Table 4.3: Results for different fingerprint creation and pattern matching procedures

ED Distance PH Distance KL Distance
Scenario 1
Mean error [m] 2.21 2.02 2.77
Error variance [m?] 4.05 3.73 3.85
Error median [m] 2.48 2.52 2.98
Room acc. [%] 80.0 85.0 50.0
Scenario 2
Mean error [m] 2.67 2.75 17.67
Error variance [m?] 4.01 6.58 64.31
Error median [m] 2.75 2.75 15.81
Room acc. [%] 80.0 85.0 25.0
Scenario 3
Mean error [m] 2.09 2.05 6.84
Error variance [m?] 7.74 7.16 22.35
Error median [m] 2.18 2.15 5.28
Room acc. [%] 81.1 84.4 26.6
Floor acc. [%] 100.0 100.0 58.2
Scenario 4
Mean error [m] 14.92 8.01 17.63
Error variance [m?] 10.16 4.28 9.73
Error median [m] 12.71 8.48 18.25
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Results using Different k-NN Procedures

This section presents the results of evaluation using different kNN procedures. We applied two
different kNN procedures, weighted and non-weighted, with two sets of parameters, as described
previously. Tables 4.4, 4.5, 4.6 and 4.7 summarize the evaluation results for the scenarios 1, 2, 3
and 4, respectively. Figure 4.8 depicts the influence of different kNN procedures on the average
localization errors for the evaluation scenario 1. For these experiments we used two different
procedures for fingerprint creation and pattern matching and only dedicated APs for the collection
of raw RSSI measurements.
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Figure 4.8: Localization errors for different KNN procedures in the evaluation scenario 1

From the results obtained in all evaluation scenarios it is visible that kNN procedure, when
applied on the KL Distance of MvG Distribution of RSSIs procedures for fingerprint creation and
pattern matching, generally increases localization errors, which is caused by inaccurate set of best
estimates, save the best one. However, for the other two fingerprint creation and pattern matching
procedures, applying the kNN procedure generally reduces the variability of localization errors.
More specifically, the results suggest that the variances and maximum values of localization er-
rors are reduced in case kNN procedure is applied after these two fingerprint creation and pattern
matching procedures. However, the accuracy of WiFi based fingerprinting algorithms, when dif-
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ferent kNN procedures are applied, seems to depend on the type and size of an environment. In
the office scenarios, it seems that applying the KNN procedure in the small environment does not
significantly improve the accuracy of fingerprinting algorithms, while the improvement is more
visible in case kNN procedures are applied in office environments of bigger sizes.

In all scenarios and for all fingerprint creation and pattern matching procedures the weighted
4-NN procedure generally yields the best results, in comparison to the other evaluated kNN pro-
cedures. Depending on an environment, as well as on fingerprint creation and pattern matching
procedures, the results achieved by the 4-NN procedure are either comparable or better than the
results obtained without applying kNN procedure or by applying any other kNN procedure.

In conclusion, the results confirm the relatively large impact of the procedures in the early
phase of collection of raw RSSI measurements, something that is usually only marginally con-
sidered in the design of many fingerprinting algorithms. They show that, somewhat counter-
intuitively, a lower number of WiFi APs and simpler fingerprint creation and pattern matching
procedures can sometimes match and even outperform more sophisticated alternatives, in terms
of localization accuracy. They also highlight the importance of the post-processing and filter-
ing step, like kNN, in reducing the localization error variability and extremes. Our results also
illustrate the importance of customized selection of procedures for the individual phases of fin-
gerprinting algorithms, in accordance to the specific conditions in different deployment environ-
ments and in light of the relevant performance metrics. Although the presented study is just a
snapshot, we believe that when applied to a wider class of procedures and their combinations,
our evaluation methodology supported by the proposed infrastructure can lead to significant im-
provement in the fundamental understanding of the process of composing efficient fingerprinting
algorithms for specific deployment scenarios.

Based on the results of the evaluation, in the following sections of the thesis we will aim at
improving selected aspects of two fingerprinting algorithms. Both algorithms will use dedicated
APs in the raw RSSI collection phase because we demonstrated that this selection maximizes
the room and point level accuracy of WiFi fingerprinting among the evaluated raw RSSI collec-
tion procedures. Furthermore, both algorithms will leverage the weighted 4-NN method in the
post-processing procedure, since this method yield the lowest variability of localization errors
across the evaluated post-processing methods. The algorithms will differ in the fingerprinting
creation and pattern matching methods. Namely, we will use both Euclidean Distance of Av-
eraged RSSIs and Pompeiu-Hausdorff Distance of RSSI Quantiles for fingerprint creation and
pattern matching.
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Table 4.4: Summary results for scenario 1

No kNN 3-NN 4-NN w3-NN w4-NN
ED distance of Averaged RSSIs
Mean error [m] 2.16 2.52 2.26 2.38 2.19
Error variance [m?] 4.05 1.25 1.21 0.97 1.13
Error median [m] 2.48 2.33 2.07 1.98 1.86
Min. error [m] 0.00 1.05 0.64 0.90 0.52
Max. error [m] 6.35 5.17 4.87 4.82 4.64
Room acc. [%] 85.0 70.0 65.0 70.0 65.0
PH Distance of RSSI Quantiles
Mean error [m] 2.02 2.70 2.67 2.61 2.54
Error variance [m?] 3.73 2.20 1.60 1.48 1.29
Error median [m] 2.52 2.49 2.49 2.12 2.14
Min. error [m] 0.00 0.13 0.64 0.88 0.82
Max. error [m] 6.35 6.49 4.87 5.67 4.65
Room acc. [%] 75.0 85.0 75.0 85.0 75.0
KL Distance of MvG Distributions of RSSI
Mean error [m] 2.77 3.86 3.85 3.86 4.00
Error variance [m2] 3.85 7.82 4.71 7.82 11.40
Error median [m] 2.98 3.66 3.34 3.66 3.83
Min. error [m] 0.00 0.15 1.00 0.15 0.45
Max. error [m] 5.71 11.58 8.99 11.58 15.15
Room acc. [%] 55.0 50.0 50.0 50.0 50.0

Table 4.5: Summary results for scenario 2

No kNN 3-NN 4-NN w3-NN w4-NN
ED distance of Averaged RSSIs
Mean error [m] 2.67 2.92 2.79 2.49 2.44
Error variance [m?] 4.01 5.63 4.05 2.31 1.96
Error median [m] 2.75 2.11 1.99 2.35 2.23
Min. error [m] 0.00 0.00 0.73 0.00 0.18
Max. error [m] 5.50 8.25 8.24 5.35 5.53
Room acc. [%] 80.0 85.0 95.0 85.0 95.0
PH Distance of RSSI Quantiles
Mean error [m] 2.75 2.58 2.68 2.53 2.28
Error variance [m?] 6.58 4.46 1.79 4.24 2.74
Error median [m] 2.75 2.10 2.35 1.59 1.74
Min. error [m] 0.00 0.00 1.37 0.00 0.36
Max. error [m] 11.00 8.25 6.87 7.46 7.15
Room acc. [%] 85.0 85.0 85.0 85.0 85.0
KL Distance of MvG Distributions of RSSI
Mean error [m] 17.67 15.62 14.31 15.62 16.25
Error variance [m?] 64.31 61.95 55.80 58.95 62.77
Error median [m] 15.81 12.44 10.58 12.44 11.92
Min. error [m] 2.75 0.96 0.99 0.96 2.19
Max. error [m] 36.21 39.46 39.29 39.46 37.49
Room acc. [%] 25.0 25.0 35.0 25.0 35.0
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Table 4.6: Summary results for scenario 3

No kNN 3-NN 4-NN w3-NN w4-NN
ED distance of Averaged RSSIs
Mean error [m] 2.31 2.77 2.47 2.77 2.41
Error variance [m?] 8.61 2.92 1.61 4.30 2.69
Error median [m] 2.73 2.32 2.15 2.10 2.04
Min. error [m] 0.00 0.00 0.50 0.89 0.72
Max. error [m] 17.74 8.54 6.53 12.14 11.31
Room acc. [%] 86.4 72.9 76.2 72.9 76.2
PH Distance of RSSI Quantiles
Mean error [m] 2.32 2.46 2.38 2.31 2.24
Error variance [m?] 9.51 1.62 1.45 2.41 2.17
Error median [m] 2.18 2.36 2.19 1.87 1.94
Min. error [m] 0.00 0.00 0.30 0.44 0.29
Max. error [m] 17.74 7.62 6.09 11.07 10.28
Room acc. [%] 79.6 71.2 72.9 71.2 72.9
KL Distance of MvG Distributions of RSSI
Mean error [m] 6.84 7.04 6.57 7.12 7.06
Error variance [m?] 22.35 25.05 19.75 26.63 25.13
Error median [m] 5.28 5.99 5.64 5.50 6.01
Min. error [m] 0.00 0.63 0.39 0.13 0.47
Max. error [m] 21.82 18.86 17.66 18.32 18.71
Room acc. [%] 31.2 34.2 36.7 34.2 36.7

Table 4.7: Summary results for scenario 4

No kNN 3-NN 4-NN w3-NN w4-NN
ED distance of Averaged RSSIs
Mean error [m] 14.92 13.37 12.24 13.39 12.88
Error variance [m?] 60.16 58.14 52.40 59.01 53.84
Error median [m] 12.71 11.41 11.32 11.43 11.26
Min. error [m] 3.00 1.00 0.75 1.21 1.07
Max. error [m] 39.00 33.47 31.88 33.76 33.60
PH Distance of RSSI Quantiles
Mean error [m] 8.01 8.07 8.93 9.07 8.63
Error variance [m?] 44.28 44.54 41.22 42.54 41.82
Error median [m] 8.48 8.89 9.15 9.89 8.22
Min. error [m] 0.00 2.12 2.37 2.12 2.23
Max. error [m] 23.68 22.51 22.36 22.52 22.74
KL Distance of MvG Distributions of RSSI
Mean error [m] 17.63 14.73 13.38 14.84 14.32
Error variance [m?] 75.81 74.89 58.32 74.34 68.85
Error median [m] 18.25 12.37 11.47 13.05 12.59
Min. error [m] 3.00 0.00 2.12 2.14 1.41
Max. error [m] 47.43 33.06 31.15 32.85 30.87
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4.2 A Service for Reducing Deployment Efforts of WiFi
Fingerprinting-based Localization

As mentioned previously, for enabling a WiFi fingerprinting-based indoor localization service,
the service provider is required to generate a training dataset, i.e. to survey an environment at
predefined locations. The users’ generated fingerprints are then compared with fingerprints from
the generated training dataset, and based on their similarities location estimates are reported.
The required training survey is time and labor consuming, which is further accentuated by the
fact that the same survey, due to the changes in an environment or due to the collected measure-
ments getting staled, has to be repeated after a certain period of time. The density of collected
fingerprints in a training survey has a direct relation with the accuracy of fingerprinting [89], i.e.
a higher density of training fingerprints yields a better accuracy of location estimation until a
certain density threshold. A well-known concept of increasing the density of a training dataset,
without an increase in the amount of time and labor required for surveying an environment for
additional fingerprints, is to leverage a propagation model to create additional fingerprints at lo-
cations not surveyed, i.e. to generate virtual training fingerprints. This process, however, yields
executional overhead in terms of defining locations of virtual training fingerprints, implement-
ing a propagation model, generating virtual training fingerprints and storing them in a training
database.

To address these shortcomings, we aim on simplifying the process of storage and management
of training fingerprints, as well as the generation and storage of virtual training fingerprints in
a training database. Thus, we propose the Enriched Training Service (ETS), a web-service that
enables storage and management of WiFi RSSI-based training fingerprints. The adjective “en-
riched” indicates that the ETS provides a functionality that enriches its main purpose and which
can be leveraged for generating virtual training fingerprints. Given the original set of training
fingerprints of a certain density is stored in the ETS, the enriching functionality can firstly be
leveraged for defining virtual training points. Secondly, based on a propagation model, the power
levels from different WiFi APs at the defined virtual training points can be modeled and virtual
training fingerprints can be generated and stored in the ETS. Leveraging this functionality results
in the improved accuracy of fingerprinting with the same density of physically collected training
fingerprints, i.e. without increase in the efforts of performing a training survey. The ETS fea-
tures a modular design, where different types of fingerprinting algorithms can be supported. The
modular design enables different methods to be implemented for both defining virtual training
points and modeling of WiFi signal strengths at the defined virtual training points.

In the current implementation, we support our claim of modularity by enabling two finger-
printing algorithms to work with the ETS. Moreover, the definition of virtual training points can
be performed based on Voronoi diagrams or based on the localization service provider’s input.
As for the propagation modeling, the current implementation allows the usage of Inverse Dis-
tance Weighted Interpolation (IDWI) and Multi-Wall (MW) propagation models, although, due
to its modular design, additional models can be easily introduced.
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4.2.1 Overview of Enriched Training Service

The usual procedure of surveying an environment for enabling WiFi RSSI fingerprinting is the
following. The localization service provider firstly defines a set of training points, usually in a
fairly regular grid fashion, although that is not a general requirement for WiFi fingerprinting.
At each of the defined points, the localization service provider samples the WiFi environment
and this sample, with a corresponding location coordinate, is stored in a training database. The
procedure is repeated until WiFi RSSI measurements from all defined points are collected and
stored in the training database. This usual procedure can be performed using the ETS, as depicted
in Figure 4.9. Based on the requirements of an algorithm to be used, the collected raw RSSI
measurements that are stored in the ETS can be processed to generate training fingerprints. In
the following step, the generated training fingerprints can again be stored in the ETS. The training
fingerprints can be stored separately from the raw RSSI measurements, which enables an easy
replacement of the fingerprinting algorithm by generating a new set of training fingerprints from
the originally stored raw RSSI measurements.

(" GENERATION OF ORIGINAL TRAINING FINGERPRINTS

Creation of training

Storage of WiFi RSSI fingerprints based on the Storage of created training
measurements in the ETS requirements of a fingerprints in the ETS
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Figure 4.9: Envisioned usage of the Enriched Training Service

In order to increase the density of training fingerprints without increasing the number of phys-
ical measurements, the enriching ETS functionality allows the generation of virtual training fin-
gerprints. The envisioned procedure of generating virtual training fingerprints is further depicted
in Figure 4.9. Based on the locations of the original training fingerprints stored in the ETS, a
set of virtual training points is defined by leveraging a specific method for virtual training points
definition selected by the localization service provider. In the next step, in the defined virtual
training points the RSSI values from different WiFi APs are modeled based on a propagation
model selected by the localization service provider. Finally, the generated virtual fingerprints are
stored in the ETS together with the original set of training fingerprints.

Design and Implementation of Building Blocks

A modular design of the enriching ETS functionality allows easy replacement of a fingerprinting
algorithm, as well as the usage of different methods for defining virtual training points and gener-
ating virtual training fingerprints, depending on the localization service provider’s preferences.
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Furthermore, additional methods can be implemented for both the definition of virtual training
points and for the generation of virtual training fingerprints. In this section, we overview the
currently supported fingerprinting algorithms and methods implemented in modules for defin-
ing virtual training points and for generating virtual training fingerprints based on propagation
modeling.

Defining Virtual Training Points

The current implementation of the enriching functionality of ETS features two methods for defin-
ing virtual training points.

Localization Service Provider’s Input: This method allows the localization service provider
to define coordinates of intended virtual training points as an input to the following processing
block. The coordinates are envisioned to be provided in <x,y,z> format in a designated text
file. Defining virtual training points based on localization service provider’s input is a traditional
method adopted in most of the literature, which motivated us to implement it as a method in
the current implementation of the enriching functionality of the ETS. However, the drawback
of this method is that it puts the burden of defining virtual training points on the localization
service provider. Also, by leveraging this method, it is possible to (by mistake) define virtual
points that are close to one another or to some of the original training fingerprints, which only
results in increased latency of providing location estimates, without benefiting the accuracy of
fingerprinting.

Modified Voronoi Diagrams: We designed and implemented this method for defining virtual
training points based on the concept of Voronoi diagrams [168]. For a given set of training points,
the Voronoi diagrams create regions in an environment, where each region consists of all points
that have the smallest distance from one of the original training points. An example is given
in Figure 4.10. In Figure 4.10a), the locations of the original training points are depicted with
red dots. Figure 4.10b), in addition to the original set of training points, depicts the Voronoi
decomposition of the environment. As visible in the figure, the environment is partitioned in a
set of Voronoi regions, and those regions intersect in points that are known as Voronoi vertices.
Voronoi vertices are points equidistant to three or more of the original points, and here we use
them as virtual training points. However, due to the irregularities in the original training grid,
the Voronoi vertices can be relatively close to one another, as the ones inside of a blue circle
depicted in Figure 4.10b). This would result in multiple virtual training points that are relatively
close to each other, which would ultimately result in increased latency of generating location
estimates without benefiting the accuracy of fingerprinting. Due to that, on top of the obtained
Voronoi vertices we apply the following modification. We firstly calculate the minimum nearest
neighbor distance of the original set of training points. We use the calculated distance as a metric
for detecting the Voronoi vertices that are relatively close to one another. If the distance between
two or more virtual training points is less than half of the minimum nearest neighbor distance
between the original training points, we consider these Voronoi vertices as relatively close to
one another. In case two or more Voronoi vertices are relatively close to one another, we merge
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these Voronoi vertices based on their average value. Intuitively, one Voronoi vertice should be
defined in the region between two or more adjacent original training points. In case more than one
vertice is defined, the modification based on minimum nearest neighbor distance will detect that
and merge the defined vertices into one virtual training point. Moreover, we limit the area of the
Voronoi vertices to the minimum and maximum coordinates of the original training points. FOr
example, the Voronoi vertices inside the red circles in Figure 4.10b) are not included in the set of
virtual training points. The final results of defining virtual training points based on the modified
Voronoi diagrams is given in Figure 4.10c), where blue dots indicate locations of virtual training
points. The benefits of this method are that it does not require localization service provider’s
input and that it merges fingerprints that are close to one another according to the minimum
nearest neighbor distance criteria.
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Figure 4.10: Defining virtual training points using modified Voronoi diagrams

Propagation Modeling

This section provides an overview of the two propagation models currently implemented as part
of the ETS. More precisely, the first presented “model” is in fact an interpolation procedure,
while the second one is a propagation model in its full meaning. This shows the capability of
ETS in supporting both interpolation procedures and propagation models for generation of virtual
training fingerprints.

Inverse Distance Weighted Interpolation Model: The first propagation model is a simple
and well-known IDWI model [169], in which the modeled values are based on the previously
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collected ones. The benefit of this model lies in the fact that it only depends on the originally
collected fingerprints, i.e. it does not require any additional input from the service provider.
However, due to its simplicity, substantial errors are anticipated in the modeled power levels,
which makes this model less beneficial in terms of improving the accuracy of fingerprinting.
This shortcoming is specifically emphasized for a small number of original training fingerprints,
since the inputs are in that case highly limited.

In this model, weights are given to the measurements according to the inverse of their distance
to a point in which WiFi signals are to be interpolated. Finding the interpolated value /v at a
point p is based on fingerprints [v; = Iv (p;) fori = 1,2, ..., N (N being the number of points,
d being the distance function) and given as follows:

N Wy 1
E N , where: w; (p) = PR 4.4)
=1 z:le( p)

j:

Multi-Wall Model: The second propagation model is the COST 231 multi-wall and floor
model for indoor radio propagation [170], with its applicability for generation of virtual training
fingerprints being demonstrated in [171]. In comparison to the previous model, this model takes
into account the type and number of walls, floors or obstacles in the environment, as well as the
locations of transmitting WiFi devices, which increases the burden on the localization service
provider that has to specify both. However, this model is anticipated to capture in a better way
a propagation environment, which is more beneficial for the accuracy of fingerprinting, in com-
parison to the IDWI model. The attenuation in the MW model is modeled with the following
equation:

L(d) = Iy + 107y log(d) + M,,. (4.5)

The first attenuation contribution in the model is a generic and widely known one-slope term
that relates the difference between transmitted and received power to the distance d. Two parame-
ters influence the attenuation in this term: the constant [ (the path-loss at 1 m distance and at the
center frequency of 2.4 GHz) and the path-loss exponent . The second attenuation contribution
is the linear wall/floor/obstacle term. The number of obstacles N in the direct path between the
transmitter and the receiver is counted and for each type of obstacle an attenuation contribution
ly is assumed, resulting in the total attenuation of all walls/obstacles in the direct path between
the transmitter and the receiver M,,. Given the model and the site-specific measurements col-
lected in an environment, a simple least square fitting procedure can be leveraged, which allows
minimization of the differences between powers P,,, measured in each m-th (m = 1,2,..., M)
training point from all used APs, and the model estimated received power EIRP — L (d,,),
where FI RP denotes the effective isotropic radiated power at the transmitter. The equation is
given by:

M-1

{le2 7, lu}opt = arg min {Z |P,, — (EIRP — L(d))|?*} (4.6)

(,7’Y7 w
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where L(d,,) contains both the attenuation from a power-distance relation and the attenuation
of each wall/ floor/obstacle. Further, [, is a constant used for optimizing the minimization of the
cost in a multi-wall model, which includes the influence of the parameter /. Using the calculated
parameters {l.,, l, } opt, @ footprint of an environment, and locations of WiFi APs as inputs, the
WiFi signal power levels at virtual training points can be modeled.

Fingerprinting Algorithms

The ETS currently enables the usage of two previously discussed WiFi RSSI-based fingerprint-
ing algorithms summarized in Chapter 2 of this thesis. These algorithms leverage different types
of fingerprints, which illustrates the capability of ETS to accommodate different types of finger-
printing algorithms.

4.2.2 Implementation of Enriched Training Service

In this section, we shortly overview the implementation of the ETS which enables the following
features: extensibility, fast and reliable remote access, and language and platform independence.
The ETS implementation is based on the implementation of our web-based platform for stream-
lined evaluation of RF-based indoor localization algorithms (Chapter 3), where similar features
have been selected to support data storage.

The ETS is a web service implemented in Python 2.7 using the Flask module, which provides a
simple way of creating RESTful web services. The training fingerprints are stored in a MongoDB
database, an open-source document database and the leading NoSQL database written in C++.
A fingerprint is presented as a Protocol Buffer structure, a way of encoding structured data using
an efficient and extensible binary format. The extensibility of the stored fingerprints is achieved
using the Protocol Buffer for defining a fingerprint structure and MongoDB database for storing
those fingerprints. This feature enables an easy storage of different types of training fingerprints,
burdening the localization service provider only with the necessary modification of the Protocol
Buffer message reflecting a new type of fingerprint. By using a NoSQL type of database, the ETS
enables storage of any type of defined message, without a need of changing the schema and/or
the database itself. The RESTful design and the implementation as a web-service enable remote
access to the ETS using only HTTP requests. Protocol Buffers serialize messages into binary
streams which support fast communication between the localization service provider and the ETS
service. Due to the fact that communication with the ETS service is done using HTTP requests,
it is possible to manage data from different platforms, and also using different programming
languages, since most of the modern languages provide libraries enabling HTTP requests.

4.2.3 Experimental Evaluation

The ETS provides two clear benefits for the localization service providers: a possibility of straight-
forward storage and management of raw data and different types of training fingerprints, and an
automatic generation of virtual training fingerprints without localization service provider’ efforts.
Both of these benefits reduce the overheads of deploying a fingerprinting-based localization so-
lution. In the following, we aim on showing that it is beneficial to use the ETS and its enriching
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functionality for improving the accuracy of a deployed WiFi fingerprinting-based localization
solution.

The experimental evaluation in this work was performed by following the methodology for ex-
perimental evaluation of RF-based indoor localization algorithms an solutions discussed in Chap-
ter 3 of this thesis. The result of the evaluation is a set of metrics characterizing the performance
of indoor localization algorithms or solutions. This set includes point accuracy, room-level ac-
curacy and processing time. Point accuracy is represented by the Euclidean distance between the
estimated and ground-truth coordinates. Room-level accuracy is a binary metric that states the
correctness of the estimated room. Finally, processing time is defined as the time needed for an
algorithm to produce a location estimate, given the raw RSSI measurements are collected and
fingerprints are generated.

A training survey in this work has been collected using a specifically designed testbed infras-
tructure for evaluation of RF-based indoor localization algorithms presented in the previous chap-
ter of this thesis. The leveraged testbed infrastructure offers the capability of collecting highly
accurate measurements with reduced external influences, such as uncontrolled interference or
movements, influence of experimenter’s body, etc. Moreover, the measurements collection was
performed on a weekend afternoon, further minimizing the external influences.

The environment used for the evaluation is given in Figure 4.7a), with locations of the original
training fingerprints labeled with red dots and with locations of the WiFi APs labeled with blue
squares. The WiFi APs were configured to operate on the IEEE 802.11b channel 11 (2462 MHz),
with transmission power of 20 dBm (100 mW). For the evaluation purposes two sets of measure-
ments were collected at 20 evaluation points with their locations indicated in Figure 4.3.

Two repetitions of measurements at the same locations provide additional insights in the tem-
poral stability of the obtained results, which strengthens the reliability of our observations. While
only two repetitions of the same experiment are not sufficient to provide statistical benefits, the
comparability of results obtained in these repetitions excludes the possibility of a sudden change
in the performance (e.g. due to interference, movements, changes in the environment), which
could lead to errors in the conclusions. The collected measurements were stored in the previ-
ously discussed web-based platform for streamlined experimental evaluation of RF-based indoor
localization algorithms using previously collected raw data traces. The platform provides a sim-
ple way of reusing the same datasets for multiple evaluations, and by leveraging this functionality
we were able to reuse the same set of measurements for generation of different types of finger-
prints and for the evaluation of different algorithms.

4.2.4 Evaluation Results

Firstly, we collected the original set of training fingerprints in our evaluation environment, with
locations of fingerprints indicated in Figure 4.10a), and we stored them in the ETS. Then, by
leveraging the enriching ETS functionality, additional virtual training fingerprints were gener-
ated in three iterations. By leveraging the original set of 41 training fingerprints, in the first
iteration 29 virtual training fingerprints were generated based on modified Voronoi diagrams
and leveraging both propagation models. In the second iteration, the original set of training fin-
gerprints and the 29 previously generated virtual training fingerprints were used as an input to
the procedure, which resulted in all together 110 virtual training fingerprints (including the 29
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fingerprints generated in the first iteration). Similarly, the third iteration yielded in summary
285 virtual training fingerprints. Defining the locations of those 285 virtual training fingerprints
manually would take a substantial amount of time and efforts, while defining them by leveraging
the proposed procedure based on modified Voronoi diagrams was performed automatically with-
out burdening the localization service provider, which demonstrates the benefit of the proposed
procedure.

In Figure 4.11, the accuracy of the used fingerprinting algorithms is depicted in case when the
original training set is used and in case when additional virtual training fingerprints are generated
based on the modified Voronoi diagrams and leveraging the two described propagation models.
As presented in the figure in a regular box-plot fashion, for both repetition of the experiments and
for both used algorithms, in case a simple IDWI model is used, there is almost no improvements
in the accuracy of fingerprinting. However, in case a more complex MW model is used, the
improvement in accuracy is visible and for both fingerprinting algorithms it increases with a
number of virtual training fingerprints. The summary of achieved results is given in Table 4.9.
In the best case scenario, the evaluation results show that the average localization error of the
algorithm “Pompieu-Hausdorff distance of RSSI quantiles” decreases from roughly 2.5 m to less
than 1.8 m, due to the generation of 285 virtual fingerprints, which is an improvement of roughly
28%. The improvement in the accuracy is less emphasized for the algorithm “Euclidean distance
of averaged RSSI vectors”, which indicates that different gains in accuracy can be expected for
different algorithms.

An increase in the number of training points generally increases the processing time of a fin-
gerprinting algorithm, since the user’s generated fingerprint has to be compared with a larger
number of training fingerprints. We evaluated the processing time of the used fingerprinting al-
gorithms by requesting for each of the 20 evaluation points 100 times the location estimates. The
time needed for providing each location estimate was measured and afterwards the statistical in-
formation about the processing time needed for providing one location estimate was calculated.
The increase in the processing time of the used fingerprinting algorithms, due to the generation
of the virtual training fingerprints, is given in Table 4.8. As visible from the table, the increase
in the accuracy comes at the cost of an increased processing time. For the aforementioned ex-
ample, the increase of 28% in the accuracy of fingerprinting comes at the cost of roughly 45%
increase in the processing time of the algorithm. However, this time is not a dominant factor in
the latency of fingerprinting, since the sampling of the WiFi environment takes 2-3 s, depending
on the hardware and device drivers.

The obtained results show that the ETS’ enriching functionality for generating virtual training
fingerprints improves the accuracy of WiFi fingerprinting-based localization. An improvement
in accuracy of fingerprinting can also be achieved by physically collecting additional fingerprints
and storing them into the database. However, such an approach poses an additional overhead,
which is removed by leveraging the ETS’ enriching functionality. Hence, the improvement in
accuracy achieved by leveraging the ETS’ enriching functionality can alternatively be perceived
as a reduction in deployment overheads in WiFi-based fingerprinting. Example-wise, if the per-
formance of a deployed fingerprinting algorithm in a given environment is not satisfactory, the
localization service provider could resort to generating virtual training fingerprints using the en-
riching functionality of the ETS, instead of physically collecting additional fingerprints.
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Figure 4.11: Localization accuracies with and without virtual training fingerprints

Table 4.8: Algorithms’ processing time with and without virtual training fingerprints

Original 29 VTP 110 VTP 285 VTP
Euclidean distance of averaged RSSI vectors
Mean time [s] 0.37 0.39 0.43 0.76
Median time [s] 0.36 0.37 0.40 0.72
Min/max time [s] 0.32/0.46 0.33/0.69 0.36/0.85 0.58/1.39
Pompeiu-Hausdorff distance of RSSI quantiles
Mean time [s] 0.53 0.58 0.76 1.20
Median time [s] 0.50 0.59 0.74 1.18
Min/max time [s] 0.42/0.69 0.43/0.75 0.57/0.97 0.88/1.63
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4.3 Increasing Interference Robustness of WiFi
Fingerprinting-based Localization

The number of wirelessly connected devices is constantly increasing, as well as the wireless traffic
generated by each device [172]. Naturally, with the increase in the number of connected devices
and in the overall traffic among those devices, the probability of wireless interference is also
increasing. We have shown previously in the thesis that RF interference can significantly degrade
the performance of RF-based indoor localization solutions, including WiFi fingerprinting-based
ones. This negative effects of RF interference of WiFi-based fingerprinting should obviously be
mitigated, which is still an unresolved challenge.

We address this challenge by proposing a procedure for reducing the effect of RF interference
on WiFi RSSI-based fingerprinting algorithms. The proposed procedure, to which we refer as
interference mitigation procedure, can be applied after the RSSI measurements collection proce-
dure of fingerprinting algorithms in order to adjust the RSSI measurements before their further
processing for estimating location. Our procedure is based on the assumption that a fingerprint-
ing system leverages a certain level of environmental awareness, i.e. spectrum power levels in
the 2.4 GHz ISM frequency band, in order to estimate the average interference power levels at
different WiFi channels in the 2.4 GHz ISM frequency band. By using the estimated average
interference power levels it is possible to calculate the additive variability of the RSSI measure-
ments due to RF interference. Additive variability of RSSI measurements is here defined simply
as the change in RSSIs due to RF interference and this term should not be confused with sta-
tistical variance-like terms. Once this variability is estimated, the proposed procedure leverages
this information for adjusting RSSI measurements in both phases of fingerprinting, which im-
proves the performance of fingerprinting algorithms. For adjusting the RSSI measurements we
adopt a theoretically characterized effect that RF interference has on RSSI measurements [99].
This effect, depending on the interference power, ranges from no practical influence, to a linear
correlation with RSSI variability, and finally to a full packet-loss.

4.3.1 A Theoretical View on Interference Effects on RSSI Measurements

In this section, a theoretical framework from [99] is adopted to study the effect of interference
on RSS values. Note that this section is not the author’s sole contribution and is given here for
completeness purposes.

We assume an Additive White Gaussian Noise (AWGN) channel, a signal source with trans-
mission power P%, a destination with noise variance N, and an interferer. The interferer is a
continuously transmitting source with fixed transmission power P;. The transmission rate of the
source is r and it is also assumed that RSS values can only be obtained if the destination can
correctly decode the source messages. This assumption is used to model the packet-based nature
of RSS values, where RSS values, reported by some technologies, can only be obtained if the
packet is correctly decoded. If all powers are measured in mW, it is shown in [99] that the effect
of interference on the RSS value is additive, until the moment that the destination Signal to Inter-
ference plus Noise Ratio (SINR) is below the necessary level for decoding source messages. To
observe the change of § dB in RSS value at the receiver, the interference power should increase
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above certain threshold which is dependent on §. As shown in [99], the change of RSS value in
dB due to RF interference can be described as follows:

“4.7)

Pr+P N

Px + N

where Px and Pj are signal and interference power at the receiver, respectively. However,
increasing interference power Py at the receiver leads to decreasing SINR, which eventually falls
below the threshold 7, needed for correctly decoding the message, hence no RSS value can be
reported. In this situation, the maximum observable change of RSS value at the receiver is as
follows:

Omaz = 10log (1 + ! > . (4.8)
Vsnr

The interesting point is that if §,,4, is too small, with respect to the previously set threshold,
then no change in RSS value is observed as long as the source message is correctly decoded.
The visibility threshold J represents the change in RSS value at the receiver that can be observed
and interpreted as an increase by interference. Based on this threshold, we can distinguish three
different operational regimes. In the noise-limited regime, RSS values at the receiver are not
affected by RF interference. In the interference-limited regime, RSS values at the receiver are
changed with interference power according to Equation 4.7. Finally, in the collision regime, RSS
values at the receiver cannot be reported, since the source messages can not be decoded correctly,
which corresponds to the case when the full packet-loss occurs. A graphical presentation of
different regimes detected in our previous work is given in Figure 4.13. In the figure, red and
blue lines show the increase in variability of received RSS values and decrease in the Packet
Reception Rate (PRR) with the increase in the interference power at the receiver, respectively.

Asitcan be seen in Equation 4.7, the amount of change in RSS value can be measured if one has
access to Pr and Px+ N. The destination can measure total received power Prxy = Pr+Px+N,
which corresponds to the numerator of the fraction inside the logarithm in Equation 4.7. If the
interferer transmits continuously and if the destination can measure the power before the start
of the transmission, the destination can also find Py + N. But these two values are not enough
to find the change § in RSS value. In general, when the noise power N is comparable with
received interference power Py, nothing can be said about § based on two measurements done
by the destination. However, if P; is much bigger than N, the value P; + NN can be roughly
approximated by Pr and hence ¢ is given as follows:

B Prx
0 =10log (PRX — P[> , 4.9)

where Py = Prx — P;. The previous equation provides the change of RSS in dB in terms
of two measurements done by the destination. Let us assume that the RSSI measurements, re-
ported by different technologies and specifically WiFi, are the quantized versions of RSS values
discussed here. In this case, Equation 4.9 can be used to “correct” the RSSI measurements in
interference-limited regime, under the assumption that the WiFi receiver provides the Prx power
level and the P is provided by leveraging spectrum information at the receiver.
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4.3.2 Extended Workflow of Fingerprinting Algorithms

The overview of the general workflow of WiFi RSSI-based fingerprinting is given in Figure 4.1
and in details discussed in Section 4.1 of this thesis.

Interference Mitigation Procedure

We extend this general workflow of fingerprinting algorithms by inserting a procedure for reduc-
ing the effect of RF interference on the RSSI measurements. This procedure is applied on both
the RSSI measurements collected in a training survey of an environment of interest and on user’s
generated RSSI measurements at an unknown location. The reason lies in the fact that, in both
training and runtime phases of fingerprinting algorithms, collected RSSI measurements can be
influenced by RF interference. An overview of the extended workflow of fingerprinting is given
in Figure 4.14.

Similar to the general fingerprinting workflow, in the workflow with inserted interference mit-
igation procedure, the user collects RSSI measurements at an unknown location in the environ-
ment of interest. In addition, in the raw data collection procedure, the user at the same time sam-
ples the spectrum in the 2.4 GHz ISM frequency band and sends it to the fingerprinting server.
Firstly, using the spectrum scan provided by the user, an interference power estimation method is
leveraged for estimating the average interference power levels using the spectrum power levels.
Using the user’s provided beacon packets RSSI measurements, which also indicate the operating
IEEE 802.11 channel of each AP, and using the estimated average interference power level on
each IEEE 802.11 channel, according to Equation 4.9 the additive variability for RSSI measure-
ments from each AP can be estimated. The estimated variability for each AP is then subtracted
from original RSSI measurements and these adjusted measurements are used as an input to the
fingerprint creation procedure. The fingerprinting workflow continues further in the same way as
in the general workflow of fingerprinting, with the exception that the same interference mitigation
procedure has to be performed in the training step of fingerprinting to adjust RSSI measurements
before storing them in a training database.
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Interference Power Estimation

To this end, we propose two methods for average interference power estimation using the sampled
power levels on different sampling frequencies in the spectrum.

Interference Power Estimation Method 1: The first method uses sampled spectrum power
levels on different sampling frequencies for estimating average interference power levels at a re-
ceiver on each IEEE 802.11 channel in the 2.4 GHz ISM frequency band. The method first filters
all samples that are considered as noise, i.e. smaller than the threshold of -99 dBm. This thresh-
old is selected because it is a standard noise level for WiFi devices [53] and because the power
level below this threshold has no practical influence on RSSI measurements, as discussed previ-
ously. Second, the method clusters the samples sampled on different sampling frequencies into
groups corresponding to IEEE 802.11 channels. For example, all samples taken at sampling fre-
quencies between 2400 and 2422 MHz are arranged in a group that corresponds to IEEE 802.11
channel 1. The frequencies are clustered corresponding to IEEE 802.11 channels because RSSI
measurements used in fingerprinting algorithms are related to a IEEE 802.11 channel, making it
reasonable to estimate the average interference power level corresponding to IEEE 802.11 chan-
nels. Finally, the method averages (both over time and over all sampling frequencies in a partic-
ular group) all the samples in each group and the result of averaging is a number that represents
the estimated interference power level on a given IEEE 802.11 channel.
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Interference Power Estimation Method 2: The second interference power estimation
method, additionally to the sampled spectrum power levels, uses the probability of interference
occurrence for estimating the interference power at the receiver. Instead of only averaging sam-
ples in each group, this method takes into account the ratio between the number of samples in
which interference occurs and a total number of samples in one group (including noise samples).
The method uses the calculated ratio as a weight with which the averaged samples in each group
are multiplied. This ratio is a rough estimate of the probability of interference occurrence, and
is used with the following intuition. If one IEEE 802.11 channel is highly used and the other one
is less used, but they both have the same spectrum power levels when interference occurs, this
methods will provide different average interference power level estimates for these two channels,
while the previous method will result in the same estimate of the average interference power.

The proposed average interference power estimation methods at the receiver can reasonably be
used under the condition that a time during which the signal occupies the spectrum is much lower
than a time when there is interference in the spectrum. Otherwise, the methods would provide
the estimated signal level from the spectrum information. Since for WiFi fingerprinting RSSI
measurements from beacon packets are used, and beacon packets are by default transmitted peri-
odically every 100 ms and have a short duration of around 50 us depending on the transmission
rate, the described methods can reasonably be used and will provide an estimate of the average
interference power levels at different IEEE 802.11 channels in the 2.4 GHz frequency band.

The accuracy of the average interference power estimation based on the spectrum informa-
tion depends on the spectrum sampling frequency. Naturally, if the sampling frequency is higher
than Nyquist rate and therefore it is high enough to realistically capture the changes in spectrum
power levels, the interference power can be obtained using the second method. If the sampling
frequency is lower than Nyquist rate, it is possible to envision the usage of sparse signal pro-
cessing methods, e.g. [173] to estimate precisely the average interference power. However, these
methods need a specific spectrum sensing design. Current hardware, with its limitations, gen-
erally cannot support such high sampling frequencies and specific sensing design. Due to that,
our average interference power estimation methods are based on two different heuristics. The
first method considers a worst case scenario, i.e. the interference is present for the whole du-
ration of signal transmission and therefore the average interference power level in the spectrum
corresponds to the average value of powers during the measurement period. In other words, if
the beacon packet is hit by interference, it endures the interference in its whole transmission du-
ration. This provides the justification for filtering the spectrum samples below certain threshold.
Worst case scenario is reasonable when an interference source is designed to transmit whenever
the beacon packet is transmitted. In the second proposed average interference power estimation
method, the main assumption is that interference can be present or absent during signal trans-
mission. Particularly in this case, a beacon packet in its duration can be equally affected or not
affected by interference. Therefore in the long run, the average interference effect on received
power is dependent on the probability that the interference is present. The second proposed aver-
age interference power estimation method then estimates this probability by calculating the ratio
of samples in which interference is transmitting to total number of samples.

The knowledge about the spectrum power levels at an unknown location is expected to be
available for mobile devices to be localized. In the era of cognitive radios and seamless co-

92



F. Lemi¢: Enhanced Location Information and its Application

operation between heterogeneous devices this knowledge will become essential in enabling all
the envisioned capabilities. Either in a form of a connectivity brokerage as a central entity for
providing the information [174, 175], or by embedding the spectrum sensing capabilities in the
end-devices [176], the information about the spectrum power levels is expected to be available.
It is already possible to leverage the functionalities of various WiFi chipsets to measure 2.4 GHz
spectrum information. Under this assumption we use the information about the spectrum as
given, in order to show the feasibility of our system as a proof-of-concept.

4.3.3 Experimental Evaluation

The aim of the experimental evaluation is to evaluate if and to which extent the developed inter-
ference mitigation procedure helps in mitigating the previously observed negative impact of RF
interference on the performance of WiFi RSSI-based indoor fingerprinting.

The evaluation methodology follows the previously discussed methodology for experimental
evaluation of RF-based indoor localization solutions under RF interference. The result of the
evaluation is a set of performance metrics, i.e. the point accuracy, room-level accuracy and
processing time of the evaluated fingerprinting algorithms. In the evaluation, we used the two
WiFi RSSI-based fingerprinting algorithms whose overviews are given in Section 2 of this thesis.

The evaluation experiments were performed using the previously discussed testbed infrastruc-
ture specifically designed for the evaluation and benchmarking of RF-based indoor localization
algorithms in the scenarios with artificially generated RF interference context. The leveraged
testbed infrastructure provides the possibility of collecting accurate measurements with mini-
mized external influences. The experiments were performed during weekend afternoons, so the
influence of uncontrolled interference, people walking and slight movements of objects (chairs,
tables) in the testbed premises have been minimized.

As described previously, fingerprinting algorithms require a training step in which the local-
ization environment is surveyed for a set of distinguishable features (training fingerprints). The
locations of training points for both fingerprinting algorithms used in the evaluation are given
in Figure 4.2. The testbed infrastructure was used for collecting the raw RSSI measurements in
different interference scenarios. For each interference scenario two sets of measurements were
collected at 20 evaluation points with locations indicated in Figure 4.3.

Two repetitions of the same experiment provide additional insight into the temporal stability
of the obtained results, which strengthens the reliability of our observations. The collected raw
RSSI measurements were stored in the previously discussed platform for streamlined experimen-
tal evaluation of RF-based indoor localization algorithms using precollected raw datasets. This
web-based platform provides a simple way of reusing datasets for evaluation of different RF-
based indoor localization algorithms. By leveraging the platform, we were able to use the same
raw datasets for the evaluation of the two described fingerprint algorithms without and with the
procedure of mitigating the influence of RF interference and with two methods for estimating
interference power levels in the interference mitigation procedure.

The evaluation was performed in four evaluation scenarios in details discussed in Chapter 3 of
this thesis (a reference scenario and three interference scenarios). The spectrum power levels at
an example location in the environment for each scenario is depicted in Figure 3.15. The lever-
aged interference scenarios do not represent a real-life interference context in which multiple
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sources of different types of interference are expected. On the contrary, the generated interfer-
ence scenarios are simplistic on purpose, which gives an opportunity to evaluate if and to what
extent interference of a particular type can influence the performance of evaluated algorithms.
Note that the raw RSSI collection that used as a training dataset was collected under no artificial
interference, while only the datasets that were used for the runtime phase of fingerprinting were
collected under different evaluation scenarios (a reference and three interference scenarios).

As a short reminder, in the reference scenario no artificial interference was generated, making
the performance of fingerprinting algorithms achieved in this scenario a “reference” for evalu-
ating the impact of interference generated in the interference scenarios. The first interference
scenario was comprised of several interference sources that are typical for office or home envi-
ronments. Interference was emulated using 4 WiFi embedded PCs having the roles of a server,
access point, data client, and video client. In the second interference scenario, the interference
was created using the IEEE 802.15.4 Tmote Sky nodes. The interference type was jamming on
one IEEE 802.15.4 channel with a constant transmit power equal to 0 dBm. Five of these jam-
ming nodes were present in the testbed environment. For the third interference scenario, a signal
generator was used to generate synthetic interference with an envelope that reflects WiFi mod-
ulated signals, but without CS. The transmission power was set to 20 dBm, while the wireless
channel was set on WiFi channel 11.

The environment used for evaluation is given in Figure 4.2, in which also the locations of
training points are indicated with red dots. Fingerprinting algorithms leverage the information
from all visible WiFi APs in the 2.4 GHz ISM frequency band. In addition to that, we set-up four
additional WiFi APs in the corners of the environment, with their locations marked in figure with
black dots. Those APs are configured to operate on IEEE 802.11 channel 11 (2462 MHz) with the
transmission power of 20 dBm (100 mW). The used traffic model is IEEE 802.11b. These APs
are working constantly and generally provide the highest RSSI measurements in the environment
of interest, meaning that they have a high relevance for the fingerprinting procedure.

As a mobile device for collecting the raw RSSI measurements a MacBook Pro laptop with an
AirPort NIC was used. We leveraged the RSSI measurements provided by the AirPort driver’s
method airport —scan, which provided us a scan of all visible WiFi APs every 0.5 sec. Twenty
of these scans were used in the training phase, and eight in the runtime phase of fingerprinting.

For the collection of the spectrum measurements we used a WiSpy 2.4x device, which provides
power levels in 2.4 GHz spectrum. The WiSpy device samples the spectrum by sweeping through
the frequencies from 2400 MHz to 2495 MHz with a frequency step of 333 kHz, with the sweep
time of 507 ms. The example spectrum information provided by a WiSpy device is graphically
presented in Figure 3.15. This type of information was used for estimation the interference power
levels at each evaluation point. While a WiSpy device is limited in the granularity of spectrum
and sweeping frequency, the obtained data is sufficient for use as a proof-of-concept.

4.3.4 Evaluation Results

The distributions of localization errors achieved by two fingerprint algorithms in four interfer-
ence scenarios are depicted in Figure 4.15 in a regular box-plot fashion. Furthermore, statistical
information about the point and room-level accuracies achieved by two algorithms is given in
Table 4.10. In the following we discuss three major observations.
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As for the first observation, the results show that RF interference can increase the achieved
localization errors and, thus, decrease the accuracy of the evaluated fingerprinting algorithms.
The effect of interference can be observed by comparing the localization errors obtained by the
algorithms without applying the interference mitigation procedure. In other words, the local-
ization errors obtained in the evaluation in different interference scenarios are generally higher
than the errors obtained in the scenario where no artificial interference is generated. It can also
be observed that the smallest influence of interference on the accuracy of the algorithms occurs
when the interference source is IEEE 802.11 traffic. The reason for this effect is the standard
Carrier Sense Multiple Access (CSMA) mechanism in the IEEE 802.11 APs, which reduces the
possibility of interfering with the beacon packets used for the localization purposes. The influ-
ence of interference is generally higher when interference source is jamming, since the CSMA
mechanism does not exist. Finally, in the jamming scenarios, higher degradation of the accuracy
of fingerprinting algorithms is observed when jamming is performed on a IEEE 802.11 channel.
The reason for that is the higher transmission power (20 dBm) and wider channel (20 MHz), in
comparison to the scenario where jamming is done on a IEEE 802.15.4 channel with transmit
power of 0 dBm and 2 MHz wide channels.

The second observation concerns the stability of the obtained results. While it is impossible
to have an entirely stable evaluation results, due to the intrinsic randomness of wireless envi-
ronments, our results show that two repetitions (in two sequential days) of the same experiment
result in highly comparable localization errors and their relevance and reliability is for that reason
increased. This can be seen by comparing the localization errors obtained in two different runs
of the same experiment, as shown in Figure 4.15 and Table 4.10. The reason for high repeatabil-
ity of the obtained results is also related to using the previously discussed testbed infrastructure
for experimental evaluation of RF-based indoor localization solutions. While we cannot draw
statistical claims on the stability based on only two repetitions, it does strengthen our other con-
clusions, i.e. that the interference can degrade the performance of fingerprinting algorithms and
the interference mitigation methods are useful in improving the robustness of fingerprinting al-
gorithms to RF interference.

The third observation is related to the improvements in the accuracy of evaluated fingerprint-
ing algorithms by leveraging the spectrum information and applying the interference mitigation
procedure. As the obtained results show, the accuracy of fingerprinting algorithms is improved in
the interference scenarios when the interference mitigation procedure is used. At the same time,
in the scenarios where the influence of interference on the accuracy of fingerprinting algorithms
is not high, the interference mitigation procedure has no influence, i.e. it does not degrade the
performance. For some scenarios, even in case no interference is generated, some improvements
are visible. The reason is the uncontrolled interference in the environment, which, although min-
imized in our experiments, was present in the environment. The uncontrolled interference to a
certain level degraded the performance of fingerprinting algorithms, thus the interference miti-
gation procedure in that case improved the performance of fingerprinting. It is also visible that,
in general, comparable or better performance is achieved when the average interference power
estimation method used in the interference mitigation procedure takes into account the probabil-
ity of the occurrence of interference, in comparison to the other method for interference power
estimation. We believe that the reason for that lies in the fact that the first method only performs
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Figure 4.15: Evaluation results for both fingerprinting algorithms in different scenarios

averaging of a set of spectrum samples on a given IEEE 802.11 channel, which, for the case when
interference does not occur with high probability, results in too high estimates. For that reason,
the difference in performance of methods 1 and 2 is clearly visible in the interference scenario
1, where the interference is IEEE 802.11 traffic. For the jamming scenarios the probability of
interference is high, so both methods achieve comparable results. The improvements in the in-
terference robustness due to leveraging an interference mitigation method are the smallest for the
case when the source of interference is different technology (interference scenario 2). The reason
is the difference in signal bandwidth for the two technologies, which indicates that a more accu-
rate estimation of the interference power would result in further improvements in the interference
robustness of WiFi-based fingerprinting algorithms.

Naturally, one consequence of introducing a new interference mitigation procedure in a fin-
gerprinting algorithm is the increase in the processing time of an algorithm, i.e. increase in time
needed for reporting a location estimate. We evaluated the processing time of the two used fin-
gerprinting algorithms by requesting the algorithms to provide 100 times the location estimates
for the 20 evaluation points in the reference scenario. The time needed for providing each loca-
tion estimate was measured and afterwards the statistical information about the processing time
needed for providing one location estimated was calculated. The same procedure was repeated for
the case when interference mitigation procedure is introduced in the fingerprinting algorithms.
In Table 4.11, the obtained results are presented. Note that the presented processing times do
not include the time needed for collecting the raw data, which is constant for both cases and de-
pends on the measuring device and used device driver. Furthermore, the processing times in the
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Table 4.10: Summarized evaluation results - point and room-level accuracy

Reference Interference 1 Interference 2 Interference 3

Metrics Rep 1 Rep 2 Rep 1 Rep 2 Rep 1 Rep 2 Rep 1 Rep 2
Euclidean distance of averaged RSSI vectors - no interference mitigation
Median error [m] 3.03 3.51 4.73 3.85 4.05 3.81 5.16 5.89
Average error [m] 4.48 4.69 6.63 5.73 441 4.29 6.37 6.85
Minimum error [m] 0.17 1.46 0.17 1.61 0.79 0.41 1.31 0.96
Maximum error [m] 14.4 14.72 17.28 15.67 10.11 11.01 19.32 16.77
Room-level accuracy [%] 55.0 40.0 50.0 50.0 30.0 50.0 40.0 25.0
Euclidean distance of averaged RSSI vectors - method 1
Median error [m] 2.57 2.52 3.87 2.71 3.27 291 3.45 3.40
Average error [m] 3.06 3.00 4.21 3.69 4.33 3.86 4.55 4.46
Minimum error [m] 0.17 0.58 0.17 0.52 0.79 0.41 0.38 1.09
Maximum error [m] 8.23 8.51 17.82 14.84 10.11 11.01 12.72 12.75
Room-level accuracy [%o] 60.0 70.0 65.0 65.0 40.0 50.0 40.0 35.0
Euclidean distance of averaged RSSI vectors - method 2
Median error [m] 2.06 2.17 2.49 2.59 291 291 3.48 3.12
Average error [m] 2.42 2.46 2.93 2.72 3.84 3.86 4.94 4.32
Minimum error [m] 0.38 0.18 0.41 0.52 1.01 0.41 0.79 0.38
Maximum error [m] 7.11 6.57 7.60 6.19 10.27 1.01 11.76 12.72
Room-level accuracy [%o] 75.0 80.0 80.0 75.0 40.0 50.0 45.0 50.0
Pompeiu-Hausdorff distance of RSSI quantiles - no interference mitigation
Median error [m] 2.60 245 2.52 3.63 3.62 3.04 3.61 3.83
Average error [m] 2.81 291 3.38 3.59 3.81 3.67 4.66 3.90
Minimum error [m] 0.11 0.19 1.17 1.07 0.56 0.38 1.34 0.05
Maximum error [m] 6.10 6.41 6.36 6.45 8.31 11.20 14.66 12.07
Room-level accuracy [%] 70.0 70.0 45.0 55.0 50.0 40.0 55.0 60.0
Pompeiu-Hausdorff distance of RSSI quantiles - method 1
Median error [m] 2.47 2.28 2.59 2.89 3.44 3.03 3.26 3.71
Average error [m] 2.60 2.81 2.98 2.82 3.58 3.77 3.78 3.89
Minimum error [m] 0.19 1.50 1.16 0.18 0.38 0.38 0.53 1.06
Maximum error [m] 6.07 5.64 5.34 7.31 8.31 11.20 9.30 14.66
Room-level accuracy [%o] 75.0 80.0 70.0 60.0 50.0 45.0 70.0 65.0
Pompeiu-Hausdorff distance of RSSI quantiles - method 2

Median error [m] 2.49 2.38 242 241 3.06 2.83 2.86 241
Average error [m] 2.88 2.49 2.48 2.44 3.28 3.34 3.39 3.08
Minimum error [m] 0.19 0.38 0.19 0.19 0.54 0.03 1.03 0.05
Maximum error [m] 8.05 6.10 5.25 3.64 6.04 11.20 7.39 8.39
Room-level accuracy [%] 80.0 85.0 65.0 70.0 55.0 40.0 75.0 70.0

interference scenarios are statistically the same as the processing times obtained in the reference
scenario, so only results for the reference scenario are presented.

The selection of method for estimation of the interference power also has a small influence on
the overall processing time of an algorithm. For that reason, we only present results in which
the used interference power estimation method is “method 27, i.e. the one that provides higher
accuracy of indoor localization. The obtained results show that the increase in processing time
of the algorithms due to the interference mitigation method is in average around 200 ms, which
is an increase of around 20% in the processing time. However, the whole latency of providing
location estimates consists of the time needed for RSSI collection and of the processing time of
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an algorithm. Depending on a hardware and a device driver, the time needed for obtaining the
measurements from one WiFi scan is around 2-3 sec, making it a dominant factor in the overall
latency. For that reason, the increase in the overall latency of providing location estimates due to
the interference mitigation method is practically of a small importance.

Table 4.11: Summarized evaluation results - processing time

Metric No mitigation With mitigation
Euclidean distance of averaged RSSI vectors
Average processing time [s] 0.7249 0.9649
Median processing time [s] 0.7255 0.8523
Minimum processing time [s] 0.6967 0.8138
Maximum processing time [s] 0.8024 2.2834
Pompeiu-Hausdorff distance of RSSI quantiles
Average processing time [s] 0.7340 0.8951
Median processing time [s] 0.6931 0.8603
Minimum processing time [s] 0.6705 0.7805
Maximum processing time [s] 1.0091 1.5935

4.4 Extrapolation of WiFi Fingerprinting-based Localization
Performance Across Environments

As discussed previously, WiFi RSSI-based fingerprinting is one of the promising candidates for
an indoor localization service. Consequently, performance evaluations of such algorithms in
different environments are becoming publicly available [61, 35]. Thus, the interested localization
service providers are able to get insights in the performance of various algorithms in different
environments through these standardized benchmarks. However, it is unclear if the performance
results, in terms of localization errors, achieved in one environment and for one parameterization
of an algorithm, can be representative for another environment and parameterization of the same
algorithm.

The extrapolation of the performance of fingerprinting algorithms across environments would
be beneficial from two perspectives. From the technological and research perspective, it would
allow categorization of algorithms based on their suitability for different types of environments.
From the localization service providers’ perspective, the extrapolation would give them the pos-
sibility of speculating about the performance of different algorithms for a particular environment
without the need for extensive experimentation. Collection of such measurements is particularly
problematic for buildings that are usually not accessible for an extensive experimentation (e.g.
hospitals or buildings under construction).

The possibility of performance extrapolation for different systems has been addressed in var-
ious research domains. For example, in network experimentation the need for having realistic
experimentation conditions in testbeds has been addressed in [177], while for evaluation of arti-
ficial intelligence the question of extrapolation of results achieved in testbeds to reality has been
addressed in [178]. Moreover, in [179] the authors aim on predicting the performance of GPU
applications by correlating them to existing benchmarks, while in [180] the authors qualify the
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similarity of computer systems and then use this similarity for predicting the performance of a
new application. However, in the domain of WiFi fingerprinting, the question of performance
extrapolation is, to the best of our knowledge, still open.

To address this shortcoming, we systematically analyze the performance achieved by a set of
WiFi RSSI-based fingerprinting algorithms in a set of environments with different characteristics.
Our goal is to establish a link between the similarities among environments and parameteriza-
tions of algorithms in these environments, with the possibility to extrapolate the performance of
such algorithms across environments. Our contributions include a hypothesis about the possibil-
ity of extrapolation of the performance of WiFi fingerprinting algorithms across environments,
demonstrating the feasibility of the hypothesis, and outlining a methodology for its further eval-
uation.

4.4.1 Extrapolation Hypothesis

We hypothesize that for the accurate extrapolation of the performance of fingerprinting algo-
rithms across environments one has to be careful to select both environments and parameteri-
zations of an algorithm that can be characterized as “similar”’. We consider two environment as
“similar” if there are similarities pertaining to their physical shape, w.r.t. their outer size and
their inner spaces. In addition, in order for two environment to be “similar”, there has to be a
similarity in propagation characteristics in these two environments.

Apart from the environments per-se, we hypothesize that the parameterizations of a finger-
printing algorithm in these environments have to be similar for being able to accurately extrap-
olate the performance of the algorithm across the environments. The “similarity” in the pa-
rameterization of an algorithm pertains to the type of algorithm used, the number, density and
deployment locations of APs, their trsansmission powers and operating frequencies, the num-
ber of measurements taken at each measurement point, and the number and density of training
points. Given that the parameterizations of an algorithm in two environments are comparable
and the environments are “similar” according to our definition, we hypothesize that a reliable
extrapolation of the algorithm’s performance across environments is possible.

We evaluate the hypothesis by comparing the performance achieved by two fingerprinting al-
gorithms in a baseline, real-life hospital environment with their performance in three other envi-
ronments with different levels of similarities to the hospital environment. Our similarity charac-
terization yields that one environment is highly similar to the hospital baseline, in both physical
and propagation characteristics, while the other two environments have increasing dissimilarities
with the baseline. As discussed in Chapter 3 of this thesis, the performance results of finger-
printing algorithms in these three additional environments are publicly available and they serve
as standardized benchmarks of the performance of fingerprinting algorithms. The fact that the
results in those two environments serve as public standardized benchmarks of the performance
of fingerprinting algorithms provides motivation for their usage.

4.4.2 Environments: Physical Shape and Experimental Setup

In this section, we present the physical shape and the experimental setup in the four used envi-
ronments, with the relevant environment related parameters given in Table 4.12.
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Table 4.12: Parameters of the environments

Parameter Outer size Mean room size Wall type
Hospital 8.1x74m 15.0 m? plywood
TWIST partial 72x6.8m 12.5 m? concrete
TWIST 30.0x 15.0 m 27.0 m? concrete
w-iLab.t I 450x17.0 m 51.0 m? plywood
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Figure 4.16: Floorplans of the four environments

Hospital: The hospital serves as a baseline environment for which we would like to extrapo-
late the performance of fingerprinting algorithms. The measurement campaign was performed
in the “chirurgic day” ward of the Sint-Jozefskliniek Izegem in Belgium, with footprint depicted
in Figure 4.16a). For the measurement collection the end section of a corridor was used, while
the rest of ward was in “normal operation”, meaning people were present in the hospital. In the
given environment, six IEEE 802.11g APs (WNDR 4300) were deployed, one in each room in
the environment of interest, with their locations indicated in the figure. The APs were config-
ured in beaconing mode, with beacon transmission period of 100 ms. The transmission power
of each AP was set to 20 dBm. The APs 1, 3 and 4 were operating on WiFi channel 6, while
for the others (AP 2, 5 and 6) the operational channel was WiFi channel 11. In the environment
of interest, which included three rooms and a hallway, a total number of 73 measurement points
were defined in a relatively dense grid with cell size equal to 1 m, as indicated by the red dots
in Figure 4.16a). In each of the defined points, the wireless environment was sampled for WiFi
beacon packets using a laptop with external wireless adapter (TL-WN823N). At each location,
four scans of the wireless environment were performed, meaning that at each location, from each
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visible AP, at most 4 beacon packets could be obtained. Due to a limited availability of the
environment and in order not to interrupt the normal hospital activities, the measurement cam-
paign was constrained in both size and duration. However, it represents one of the first publicly
available datasets that capture a realistic hospital environment for the purpose of evaluation of
WiFi-based fingerprinting.

TWIST partial: The standardized benchmark obtained from this environment, which is a
part of the previously discussed TWIST testbed, has high levels of similarity with the hospital
environment, w.r.t. similar sizes of the offices/rooms, outer sizes, and similar activities as in
the hospital (people moving in the testbed premises, since it is an office building). We believe
that this environment mimics the hospital environment to the level that is practically possible, as
shown in Figure 4.16b). In this part of the environment, six WiFi APs were deployed at similar
locations as for the hospital. The APs were configured as in the hospital, although they were of
a different type (TP LINK N750). Similarly, 73 measurement points were selected and in each
point the wireless environment was scanned four times, same as for the hospital, but using an
Airport Extreme network interface card.

TWIST: The TWIST testbed environment in its entirety is an office environment, with room
sizes slightly bigger than the hospital environment and with an outer dimensions of roughly
30x15 m?. Also in this environment, six dedicated WiFi APs were deployed with their loca-
tions shown in Figure 4.16¢). They were configured to operate in beaconing mode with beacon
transmission period of 100 ms and transmission power of 20 dBm. In this environment, 41 mea-
surement points were defined and in each of the points four scans of the wireless environment
were performed.

w-iLab.t I: The w-iLab.t I testbed is an office environment with outer dimensions of roughly
45x 17 m?2. In comparison to the TWIST testbed, in this environment the office sizes are less
similar to the hospital, as shown in Figure 4.16d). For this measurement campaign also six
“dedicated” WiFi APs were deployed with the same configuration as in the TWIST environment.
For the measurement campaign 69 measurement points were defined and in each of them a scan
of the wireless environment was performed. In this environment also four measurements per
point were taken.

4.4.3 Propagation Characteristics

For further understanding of the similarities among environments, we modeled the RF propaga-
tion parameters by leveraging the collected measurements. The applied propagation model is the
previously in details discussed COST 231 multi-wall model for indoor radio propagation [170].
The applicability of this model for indoor localization purposes has been demonstrated in [171].
In the following we provide only a rough overview of the COST 231 propagation model. The
first attenuation contribution in the model is a well-known one-slope term that relates the received
power to the distance. Two parameters influence the attenuation in this term: the constant /g (the
path-loss at 1 m distance and at the center frequency of 2.45 GHz) and the path-loss exponent
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~. The second attenuation contribution is a linear wall/obstacle term. The number of obstacles
in the direct path between transmitter and receiver is counted and for each type of obstacle an
attenuation contribution is assumed. Given the model and the site-specific measurements from
different environments, we leveraged a least square fitting procedure that allows minimizing the
cost function between the measured received power and the modeled one.

The parameters to be optimized are the constant /.. related to the least square fitting procedure,
the ~ path-loss exponent, and the wall attenuation factor. Although v = 2 is a usual assumption
for the propagation in the free space, coming from Friis equation, due to the obstacles in our
environments we also estimate . Moreover, we do multiple prediction tests on (rolling) 10%
of sampling points using a model fitted on the remaining 90%, to be sure that we do not have
unexpected interactions between the linear constant and the . The modeled averaged propaga-
tion parameters are given in Table 4.13, since small discrepancies are obtained by performing the
rolling tests. As indicated in the table, for all environments /. and -y variables have comparable
values. Furthermore, in terms of wall attenuation, the similarity between the hospital and the par-
tial TWIST environments is high, while smaller similarities are observed between the hospital,
TWIST and w-iLab.t I environments.

Table 4.13: Parameters of the propagation model

Parameter 1. [dB] v ly [dB]
Hospital 57.38 1.46 2.60
TWIST partial 58.36 1.25 2.78
TWIST 53.73 1.64 4.51
w-iLab.t I 60.23 1.29 1.12

4.4.4 Evaluation Scenarios and Approaches

This section gives an overview of the scenarios and approaches used in the evaluation. The
algorithms used in the evaluation are the same as the ones used in previous sections of the thesis,
with their summarizes given in Chapter 2.

Evaluation Scenarios

To create multiple scenarios for evaluating the possibility of performance extrapolation across
environments, for both algorithms we filtered the collected raw data (i.e. we used different pa-
rameterizations of algorithms) as follows. Firstly, we evaluated the localization errors in case
measurements from all APs were used as inputs to an algorithm (including the APs that we have
not deployed and using both 2.4 and 5 GHz ISM frequency bends). Secondly, we used only mea-
surements from the 2.4 GHz ISM frequency band. Thirdly, we used only measurements from
“dedicated” APs, i.e. the six APs we deployed for localization purposes. Furthermore, we fil-
tered measurements from only some dedicated APs to evaluate if the performance degradation
due to a removal of particular APs is consistent across environments. Our decision on which AP
to include was not driven by the goal of optimizing the APs deployment, but merely to increase
the diversity of evaluation scenarios.
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However, in case the environments are less similar under the assumption that the relative dif-
ference in performance results across environments is preserved, the questions that we were able
to address are more limited. According to that limitation, we designed our evaluation scenarios.
In the first scenario, we used only six dedicated APs. In the following scenario, we used the
APs 1, 2 and 4, which corresponds to a scenario in which two APs are on one side and one AP is
in the center of the other side of an environment. In the third scenario, we used the APs that are
all on one side of an environment. Finally, in the last two scenarios, we filtered one AP from the
corner and from the center of an environment, respectively. The goal is to evaluate the possibility
of preserving the relative difference in performance across environments for different scenarios,
despite the fact that differences in environments and parameterizations exist.

Evaluation Approaches

The localization errors in fingerprinting generally have two aspects: spatial and temporal [68].
The temporal one is related to changes of the relevant values in time domain, which usually
causes inconstancies between training and runtime fingerprints. The spatial aspect is related to
a particular environment and respective algorithm’s parameterization. We aimed on removing
the temporal aspect and focusing on the spatial one, so we do not clearly differentiate between
the training and runtime phases of fingerprinting, i.e. we use measurements from the same mea-
surement campaign in both phases. We leveraged two approaches to obtain the split between
the training and runtime phases. First, we used first three RSSI measurements from each AP at
each location for training, while the fourth measurement was used in the runtime phase. We will
refer to this approach as the “evaluation approach 1. Second, while one measurement point was
used as a runtime fingerprint, measurements from all the other points were used for training, and
we will refer to this approach as the “evaluation approach 2”. Two approaches were selected to
increase the number of evaluation scenarios, thus increasing the reliability of our findings.

4.4.5 Evaluation Results

In this section, we present the results of evaluating the possibility of extrapolating the perfor-
mance of fingerprinting algorithms across environments. Given the observations made previ-
ously, we classify one environment and algorithms’ parameterization as “similar” (TWIST par-
tial), while the other two (TWIST and w-iLab.t I) are “less similar” to the baseline hospital en-
vironment.

Extrapolation in Similar Environments

The distributions of localization errors for the two used algorithms (with their summaries given
in Chapter 2 of the thesis) in similar environments are given in Figure 4.17 and Figure 4.18 for
the evaluation approaches 1 and 2, respectively. As visible in the figures, for both algorithms
and for both evaluation approaches the localization errors in similar environments show small
differences. The results show that it is possible to give a statement about the performance of the
evaluated fingerprinting algorithms in one environment by using the performance results from
another, similar environment.
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Figure 4.17: Comparison of localization errors for similar environments - evaluation approach 1

We evaluated the similarities in distributions of localization errors across environments using
Pearson’s Chi-Squared tests. Pearson’s Chi-Squared test tests a null hypothesis stating that one
distribution observed in a sample is consistent with another particular distribution [181]. The
results of the tests yield that, for all evaluation scenarios, both evaluation approaches, and both
algorithms, the hypothesis of localization error distributions across environments being consis-
tent is true with the probability of more than 95%. Furthermore, we used the Cohen’s d tests to
evaluate the magnitude of the difference of mean localization errors across environments. The
result of a Cohen’s d test is Cohen’s d value, which is a scale-free indication of the size of an
effect between two observations [182]. As a rule of thumb, Cohen’s d values smaller than 0.2
represent small effect, values smaller than 0.5 represent medium size effect, while higher values
than 0.5 represent high effect size. Specifically, in our evaluation Cohen’s d values represent
the magnitude of the effect that the change of an environment has on the observed localization
errors. Table 4.14 gives the Cohen’s values for localization error distributions observed by the
two used algorithms for different evaluation scenarios across two similar environments. As vis-
ible in the table, the calculated Cohen’s values are smaller than 0.2, meaning that the change of
environments in this case has a small effect on the localization errors. Higher Cohen’s d values
are obtained in case all APs in the environments were used in the evaluation (“All APs” and “All
APs-2.4 GHz”), since in these scenarios also uncontrollable APs (e.g. visible APs from neigh-
boring buildings) were used as inputs to the algorithms, which resulted in a higher effect size that
a change in environments has on the observed localization errors.

In order to get a clearer view on the possibility of performance extrapolation of fingerprint-
ing algorithms across environments, in Figure 4.19 we depict the localization error distributions
observed by the used algorithms in different rooms in two similar environments. Furthermore,
in Table 4.15 we present the Cohen’s d test results for the distributions of localization errors
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Figure 4.18: Comparison of localization errors for similar environments - evaluation approach 2

Table 4.14: Cohen’s d test results in similar environments

AllAPs ANl APs24GHz Dedicated APs Without AP4 AP1,24 AP1,23  AP4,5,6
Euclidean distance of averaged RSSI vectors

0.45/0.58 0.06/0.39 0.03/0.18 0.09/0.06 0.11/0.12  0.08/0.07  0.09/0.07
Pompieu-Hausdorff distance of RSSI quantiles
0.16/0.35 0.14/0.34 0.02/0.19 0.06/0.24 0.02/0.02  0.07/0.12  0.06/0.03

Table 4.15: Cohen’s d test results for room-level accuracies in similar environments

Dedicated APs Without AP4 AP1,AP2,AP4 AP1,AP2,AP3 AP4,AP5,AP6
Euclidean distance of averaged RSSI vectors
0.11/0.07/0.38/0.09  0.19/0.01/0.29/0.15  0.01/0.11/1.15/0.12  0.22/0.07/0.79/0.09  0.23/0.16/2.79/0.11
Pompieu-Hausdorff distance of RSSI quantiles
0.17/0.15/0.85/0.03  0.12/0.22/0.60/0.11  0.05/0.09/2.00/0.08  0.16/0.11/1.30/0.19  0.21/0.16/2.91/0.14

per room for different evaluation scenarios across similar environments. Note that we present
only the results obtained by leveraging the evaluation approach 1, since the trends are consistent
for both evaluation approaches. The rooms in Figure 4.19 are labeled with “1”, “2”, “3” and
“Hall”, and those are respectively the rooms where APs 1, 2 and 3 are deployed and the hallway
(Figure 4.16a, Figure 4.16b). It is clear from Figure 4.19 and Table 4.15 that the change of en-
vironments has a small effect on the observed localization errors per room, except for the errors
observed in the room labeled with “3”.

The reason for this trend lies in the fact that only 6 measurement points have been defined in the
room labeled with “3”. Due to that, no meaningful statistics about the localization errors in this
room could be extracted. In other words, it is not our intention and we believe it is not possible

PhD Dissertation, TU Berlin, Telecommunication Networks Group, 2018 105



4 Advancing WiFi Fingerprinting-based Localization Solutions

5all — Hospital . R T . ot O Toelim : IS SN RO N T
5 3l LFWIST partial i | - o A 7 i ] T- T .
c T MU | ‘ T L TEERIE (A SUNE DI |
‘“ el e Ly “!
© ol - w- v ‘A . i
N 1 B l . -8 n- n y . ‘ -
‘© ! SRR H I L I ool | L
[9) 0 i = - T . i i i . = i i 1T !
3 1 2 3 HaII 1 2 3 Hall 1 2 3 Hall 1 2 3 Hall 1 2 3 Hall
(a) Euclidean distance of averaged RSSI vectors
£S5 - — ‘ S
547 — Hospital . L ‘ 7 e +‘ T‘ . 1 :+ n 7‘7‘7 N L
= 5L VTWIST partlal T. L T !L B . w o 5 T x N
S |7- :‘* T I T AR (N T R T
© U : ¥
e ¥ -9 - - - K.
= 1t ! : T - l i ' e B U L &1
© ‘ . | N 1 . : N | E -
Q 0 ; | " ; ; *" ; . ; *" ; - - - " *" ; ;
S 2 3 Hall 1 3 Hall 1 2 3 Hall 1 2 3 HaII 1 2 3 Hall
Dedlcated APs Wlthout AP4 AP1,AP2,AP4 AP1,AP2,AP3 AP4,AP5,AP6

(b) Pompieu-Hausdorff distance of RSSI quantiles

Figure 4.19: Comparison of room-level accuracies for similar environments

to extrapolate the localization errors for any single measurement point from one environment to
another. The reason why a single evaluation point is not sufficient lies in the instability of the RF-
based indoor localization algorithms and solutions, which is related to an intrinsic randomness in
each wireless environment. This means that, even for the same environment and exactly the same
measurement point, if a localization estimate is requested twice, these estimates are usually not
the same. On the contrary, we believe it is only possible to accurately extrapolate the statistics
of errors, and for obtaining a statistic a meaningful number of samples has to be used. This
requirement is not fulfilled for the samples in the room labeled with “3”, thus the performance
of algorithms is not statistically comparable in this case.

Extrapolation in Less Similar Environments

In case less similar environments are used for the performance evaluation, the results are de-
picted in Figure 4.20. Despite a smaller level of similarity between those environments and the
hospital, we aim on evaluating the possibility that the relative difference between the observed
localization errors for different parameterizations of algorithms can be preserved. Note that for
this case we do not evaluate scenarios in which all measurements are used, but only scenarios
where measurements from the six dedicated APs are leveraged. The reason is that, due to larger
sizes of these environments in comparison to the hospital, the number of visible APs is expected
to be increased, which could lead to wrong conclusions about the extrapolation possibility.

As visible in Figure 4.20, the evaluation results show that a relative difference between various
parameterizations of algorithms is preserved for the TWIST environment, while for the w-iLab.t I
environment that is not the case. More specifically, it is visible in the figure that, for the hospital
and the TWIST environment, higher localization errors are observed in case APs from one side
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Figure 4.20: Comparison of localization errors for less similar environments

of the environment are used as anchors for location estimation (AP1,AP2,AP3 in figure), in com-
parison to the scenario when two APs are used on one side and one anchor on the other side of
the environment (AP1,AP2,AP4). This observation, however, does not hold for the w-iLab.t I en-
vironment, since in this case the localization performance is better when only APs from one side
of the environment are used. Similarly, for both algorithms, and for both hospital and TWIST
environments, comparable localization errors are observed in case an AP from the center of an
environment is not used for the localization purposes (Without AP4), in comparison to a case
when an AP from the corner of an environment is not used (Without AP1). As it can be seen in
the figure, in this case the ranking is again not preserved for the w-iLab.t I environment. Simi-
lar observation can be made from Table 4.16, since Cohen’s d values are similar across different
evaluation scenarios in case the hospital is compared to the TWIST environment, while they have
larger discrepancies in case the hospital is compared with the w-iLab.t I environment.

Clearly, the hospital environment and the two other, less similar environments differ in the
outer sizes, as well as in the number of inner walls. However, the hospital and TWIST envi-
ronments have comparable room sizes, while that is not the case for w-iLab.t I environment.
Furthermore, the wall attenuation factor is different for all three environments. This factor is
much higher for the TWIST environment, in comparison to the hospital, while for the w-iLab.t I
this factor is much smaller than for the hospital environment. A relatively high wall attenuation
indicates that a wireless environment has higher spatially distinguishable features, which bene-
fits fingerprinting in general [68]. This is possibly a reason for substantially smaller localization
errors in TWIST, in comparison to w-iLab.t I environment, in case a small number of APs is
used. In all three environments, the same number and configuration of APs are used, although
their deployment locations and densities are different. Finally, the number and density of mea-
surement points differ, while the number of measurements taken at each point is the same for all
three environments.
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Table 4.16: Cohen’s d test results in less similar environments

Dedicated APs AP1,AP2,AP4 APL,AP2,AP3 No AP1 No AP4
Euclidean distance of averaged RSSI vectors
0.68/1.41 0.69/1.04 0.64/1.39 0.79/1.67 0.84/1.32
Pompieu-Hausdorff distance of RSSI quantiles
0.74/1.56 0.72/1.27 0.77/1.04 0.82/0.47 0.72/1.84

4.5 Conclusions

Due to its well-known advantages, we selected WiFi-based fingerprinting as a promising can-
didate for an accurate and robust indoor localization service. We then aimed at enhancing the
understanding of WiFi-based indoor localization solutions by formalizing their common phases
and evaluating the contributions of procedures in the individual phases on the final performance
of such solutions. We have done that by using the developed infrastructure and following the pro-
posed systematic evaluation methodology. We illustrated how the method for raw RSSI collection
influences the final accuracy and showed that scoping the collection of raw measurements only
to a set of dedicated and controlled APs yields the best results for the presented environments
and scenarios. We further compared three different methods for fingerprint creation and pat-
tern matching and showed that the ones with low or medium computational complexity achieved
the best performance results. Moreover, we evaluated the influence of post-processing on the
example of k-Nearest Neighbors (kNN) procedures, showing that applying kNN procedure in
fingerprinting decreases the variability and maximum localization errors, i.e. improving the sta-
bility of fingerprinting algorithms. We showed that this influence, however, depends on the type
of deployment environment. The accuracy of algorithms with and without kNN is comparable in
small environments, while the improvement when applying the kNN is more visible in environ-
ments with larger sizes. Finally, based on the results of our experiments in three different office
scenarios, we observed that in similar environments, in terms of the environment size, type and
density of APs, the evaluated fingerprinting algorithms maintain their relative ranking, while the
localization error, as expected, generally scales with the size of an environment.

We further aimed at reducing the deployment overheads of WiFi-based fingerprinting. Hence,
we presented the Enriched Training Service (ETS), a web-service that can be used for storing and
managing WiFi RSSI measurements and training fingerprints for various types of fingerprinting
algorithms. The enriching functionality of the ETS can be used to automatically generate vir-
tual training fingerprints and store them together with the original training dataset. We have
shown that the usage of the enriching functionality of the ETS results in increased accuracy of
fingerprinting, without additional time overheads and deployments efforts. The improvement is
clearly dependent on the evaluation environment and the used algorithm, and it is expected that
different propagation models will be optimal for different environments and algorithms, as indi-
cated in [183]. The modular design of the ETS, apart from supporting the integration of different
fingerprints algorithms, allows easy implementation of additional propagation models, and this
feature can, in the longer run, serve as a basis for creating a framework for comparing the fea-
sibility of different propagation models for generating virtual training fingerprints for different
environments and algorithms.
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Due to the fact that RF interference can substantially degrade the performance of WiFi-based
fingerprinting algorithms, as demonstrated previously, we also proposed a procedure for miti-
gating this negative effect by leveraging the knowledge of spectrum power levels in the 2.4 GHz
ISM frequency band. The proposed procedure assumes the availability of spectrum informa-
tion, which to a certain level limits its practical usage. This is because the majority of cur-
rent WiFi chipsets do not have the capability of measuring spectrum information. However,
for other purposes (e.g. for enabling opportunistic networking [184, 185] and cognitive radio
paradigms [186, 187]) there is a tendency of incorporating this capability in WiFi chipsets and
some of the current chipsets already provide this functionality [188, 189]. We therefore believe
that the proposed procedure will in the future be usable in practice. The proposed procedure
uses the estimated average interference power levels for removing the additive variability in WiFi
beacon packets RSSI measurements due to interference. We further proposed two methods for
estimating the average interference power levels from the sampled spectrum power levels. By
using the developed testbed infrastructure, we evaluated the performance of two fingerprinting
algorithms in four RF interference scenarios with and without applying the interference mitiga-
tion procedure. In our experimental setup, we firstly demonstrated that our evaluation results are
statistically stable in time, which increases their reliability. Secondly, the results show and con-
firm our previous findings that RF interference can reduce the accuracy of WiFi fingerprinting
algorithms. Finally, we demonstrated that by leveraging the proposed procedure for reducing the
effects of RF interference the accuracy of evaluated algorithms is notably improved. The pro-
cessing time of evaluated algorithms increases by roughly 200 ms in average when interference
mitigation procedure is introduced to the system, which is of a small practical importance. The
cost of our system, in comparison to the usual fingerprinting procedure, is the necessity of having
sampled spectrum power information.

Finally, we contributed by postulating a hypothesis for the possibility of extrapolation of the
performance of WiFi-based fingerprinting algorithms across environments. We demonstrated
that the observed localization errors of a set of fingerprinting algorithms in one environment have
very small statistical differences to their localization errors in an environment that is, according
to our hypothesis, considered as similar to the baseline environment. We have also shown that,
even in case environments and parameterizations of algorithms are less similar, the accuracy-
based ranking of fingerprinting algorithms can be preserved across environments. In other words,
we demonstrated that the performance extrapolation across environments is a feasible concept,
which depends on the similarities among environments.
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5 Proposal for Standardized Localization
Service

With the contributions made in the previous chapter, various performance aspects of WiFi-based
indoor fingerprinting have been enhanced. Nevertheless, WiFi-based fingerprinting is still a sin-
gle location information provisioning service able to provide location information for only a
limited set of served environments. Similar observations can be made for other types of pro-
visioning services [147, 148]. In general, the majority of provisioning services, especially in
indoor environments, have limited applicability because each of them satisfies only certain use-
cases and provides desirable performance only in environments with specific characteristics. For
some other use-cases or in environments with different characteristics, other provisioning ser-
vices can offer better performance [139, 190]. These provisioning services differ substantially in
the types of signals used, processing of these signals, and in the way the location information is
delivered to the applications, i.e. in the APIs for providing location information.

For seamless provisioning of location information (i.e. everywhere and at any time), there is
a need for an entity that integrates different location information provisioning services. At the
same time, this entity should support provisioning of location information to the interested ap-
plications in a standardized way, i.e. independently of the provisioning service that is at a certain
moment generating this information. Therefore, as the mobile user moves from an area serviced
by one provisioning service to another area serviced by some other provisioning service, this
entity should support a handover of provisioning of location information across these provision-
ing services. The most acknowledged example of such a scenario is seamless provisioning from
outdoor to indoor environments and vice-versa, as discussed in e.g. [191, 192, 193, 194].

Moreover, the served areas for different provisioning services can significantly overlap. To
enhance the accuracy and robustness of location information provisioning, the fusion of location
information from different provisioning services should be performed [195, 196]. As mentioned
in Section 2.2.3, this fusion can be done either on the level of fusion of raw data, i.e. resources
used for generating location information, or on the level of fusion of location estimates generated
and reported by different provisioning services. The former introduces organizational issues, an
example being that many sources of raw data for localization are part of other systems to which a
given provisioning service does not have full access. Furthermore, this approach raises ownership
and privacy issues, e.g. it is hard to put a price on the access to resources for generating location
information and it is difficult to prevent their leakage. We envision a future where provisioning
services are not going to leak out raw data, but will rather be black-box services with a price
tag for providing location estimates. Hence, we believe that a more convenient and practical
approach for improving localization performance is the handover between and the fusion of black-
box provisioning services that can generate and report location estimates of a mobile device in a
given space at a certain time.



5 Proposal for Standardized Localization Service

In this chapter, we contribute with an approach for enabling dynamic addition and/or exchange
of provisioning services, as well as fusion of their results in a seamless way from the perspec-
tive of location-based applications. In the following, we first propose a modular standardized
localization service architecture that aims at a comprehensive solution of the above mentioned
interoperability and integration problems. The proposed architecture features composition of lo-
cation information provisioning services by a newly introduced component called an “integrated
location service”. The integrated location service offers to the location-based applications a sin-
gle interface that is independent from the used individual provisioning services and their possible
fusion. The proposed modular standardized localization service architecture has been published
in [197].

The integrated location service selects and invokes provisioning services based on their pro-
visioning features and the requirements for location information from the applications. The se-
lection of provisioning services can be subject to different optimizations of the relevant metrics,
i.e. accuracy, latency, and power consumption of provisioning. As the second contribution in
this chapter, we provide a set of example solutions to the problem of selection of provisioning
services. This contribution has been published in [198].

As the final contribution, as a proof-of-concept we provide the Standardized Localization
Service (SLSR), an example prototypical implementation of proposed architecture, followed
by its instantiation and evaluation in the previously discussed testbed infrastructure for perfor-
mance evaluation of RF-based indoor localization solutions. This contribution has been pub-
lished in [199].

5.1 Standardization of Localization Service Architecture

In this section, we first outline the functionalities of the today’s state of the art localization ser-
vices, followed by proposing a standardized localization service architecture.

5.1.1 State of the Art Localization Services

Location awareness is an integral part of today’s leading smartphone operating systems, Android
and iOS.

In Android, location information is exposed to the consuming applications through the Google
Play services location APIs. The LocationRequest class is used for requesting location informa-
tion with certain Quality of Service (QoS) from the operating system. These parameters pertain
to the desired location information accuracy (best, “block™, and “city” level accuracy), provi-
sioning duration (expiration duration or time), provisioning frequency, maximum wait time for
location updates, number of updates to be reported, smallest displacement for location informa-
tion updates, and priorities for reporting location information (which have impact on the accu-
racy vs. power consumption trade-off). Current location information can be requested with the
getLastLocation method. Accessing location information updates requires implementation of the
LocationListener interface. The interface provides the onLocationChanged method for receiving
updates upon a change of location information. The Location object represents location infor-
mation consisting of a latitude, longitude, timestamp, and additional information (e.g. bearing
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and altitude). Location information context, such as an environmental map or a translation of
location information to an address can be requested using the Google Maps Geocoding API.

Similar functionalities are provided in the iOS’s Core Location framework. The standard lo-
cation service provides location information and its changes for a specified level of accuracy and
distance filter parameters. Current location information can be requested using the requestLoca-
tion method. Provisioning of location information can be requested using the startUpdatingLo-
cation method. Furthermore, location information updates can be based on region monitoring
service. Region monitoring can be started using the startMonitoringForRegion for geographical
and the startRangingBeaconsInRegion method for beacon regions. Moreover, location informa-
tion updates can be based on visit monitoring, where such updates are delivered upon entering or
exiting frequently visited locations, such as home or work. Visit monitoring can be started using
the startMonitoringVisits method. The significant-change location service’s method startMoni-
toringSignificantLocationChanges provides location information updates upon specified signifi-
cant change of such information, where the change is larger than the one covered with region or
visit monitoring. Contrary to Android’s API where location information updates are requested
for a certain time period and upon its expiration have to be requested again, provisioning of loca-
tion information updates in the iOS’s framework has to be stopped explicitly using appropriate
terminating methods. Similar to the Android’s Geocoding API, iOS provides its own Geocoder
for converting location information into names, addresses, placemarks, etc. Finally, iOS provides
applications access to environmental maps though the Map Kit framework.

The localization service architectures in both Android and iOS are tightly integrated with the
operating system and provide a well-defined interface for the location-based applications to ac-
cess location information. Clearly, due to differences in the interfaces, portability of the appli-
cation across operating systems from the location information provisioning perspective is not
straightforward. In both architectures, the operating system is an entity that fuses location in-
formation provided by different location information provisioning services. In particular, the
provisioning services are based on GNSS, cellular, and WiFi sensors, with the addition of iBea-
cons for the i0OS’s framework. In general, provisioning services in both architectures evolve over
time (e.g. addition of iBeacons in the iOS’s framework), but their addition is slow and depends
on releasing new versions of the operating system or of the core services. Therefore, the addi-
tion is not happening “on-demand” and it is hence unable to keep pace with the rapidly evolving
provisioning services.

These provisioning services could be continuously available (e.g. running on a mobile device),
but could as well have a locality feature, i.e. provide service for a given environment only. An ex-
ample of the latter is a WiFi fingerprinting-based provisioning service, where a training database,
i.e. a sampling of a served WiFi environment at known locations, is required for generating lo-
cation information of a mobile device [144]. In this case, a fingerprinting server containing the
training database is usually deployed in a served environment, while a fingerprinting client de-
ployed on a mobile device interacts with the server for obtaining location information. Useful
resources (i.e. raw data) for generating location information can also be embedded in an environ-
ment potentially surrounding a mobile device. For example, surveillance cameras can be used
for distinguishing a case of a person (hence device) being in that space, in contrast to nobody
being there.
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5.1.2 Standardized Localization Service Architecture

Our goal is to provide a localization service architecture that captures the outlined functionalities
of the state of the art localization services, but also by design enables dynamic usage of both pro-
visioning services and resources for generating location information in case of their availability.
This includes a scenario in which a mobile device enters an environment served by an provision-
ing service or in which a resource is available in an environment. In that case, the provisioning
service should be able to start providing location information of the device and this information
should be fused with location information provided by other services or, in case of a resource,
this resource should by available to the provisioning services for generating location informa-
tion. Furthermore, the goal is a straightforward addition of new provisioning services in a way
that does not require versioning of an operating system. Our aim is to achieve that in an unified
way that enables portability of location-based applications, provisioning services, and resources.

The proposed standardized localization service architecture is depicted in Figure 5.1. Specifi-
cations of architectural modules and their functionalities are given as follows. A location-based
application (shortened to an application) is a module that requires location information of a mo-
bile device. A location information provisioning service (or shortly a provisioning service) is
an abstraction for different instances of localization solutions that can determine mobile devices’
location information. An integrated location service represents a module that supplies the con-
suming applications with location information on one side, and requests such information from
the provisioning services on the other. The integrated location service manages the selection of
provisioning services to be invoked, given the requirements from the applications and the accura-
cy/cost trade-off of each provisioning service. The integrated location service provides a setting
for fusion of location information provided by different provisioning services. It further allows
caching of such information and its provisioning to many applications at once, as well as a set-
ting for calculating parameters related to location information, such as the speed or direction of
movement. It also offers redundancy of such information in case some provisioning services fail
to provide it. The applications are thus agnostic from a specific provisioning localization service.
Furthermore, the provisioning services are agnostic from the perspective of location information
fusion, which simplifies their introduction in a mobile device. A mobile device and environmen-
tal resources for generating location information (or shortly resources) is an abstraction of input
data needed by the provisioning services for generating location information.

A naive procedural overview of requesting and reporting location information is given as fol-
lows. The procedure begins by the application requesting location information of certain char-
acteristics from the integrated location service. In case the requested location information is not
available at the integrated location service level (i.e. not cached), the integrated location service
issues a request for location information provisioning of desired features to one or more regis-
tered provisioning services. Each provisioning service responds with an “offering”, i.e. it bids a
set of location information features that can be provided to the integrated location service. This
offering is based on the availability and quality of resources needed for generating location in-
formation. These resources can be available both on a device and in an environment. In case
the provided offering is satisfactory, the integrated location service requests a service from the
provisioning service. The service is then acknowledged or rejected by the referred provisioning
service for a certain time period. The procedure continues by the provisioning service access-
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Figure 5.1: Localization service architecture

ing the resources, followed by generating and reporting location information to the integrated
location service. The integrated location service potentially fuses the received information and
reports final location information to the application.

Standardized interaction between the modules of the proposed localization service architec-
ture allows portability of applications across operating systems. Having a well defined interface
between the application and the integrated location service simplifies the development of appli-
cations by exposing to the developers only a small set of common primitives needed for accessing
location and appropriate context information. As mentioned previously, the integrated location
service serves as the central point for both service selection and distributing location informa-
tion. Therefore, through caching, potentially multiple applications can benefit from one location
or context information available on the integrated location service level. Moreover, supporting
fusion of location information from multiple provisioning services is enabled by design because
of the availability of all such information at the integrated location service level. Upon request,
provisioning services report location information to the integrated location service through a stan-
dardized interface. Developers of provisioning services only have to deal with the registration of
their service with the integrated location service and, by following the standardized interaction,
their service can provide location information to many applications at once. On the lower level,
through standardized access and arbitration to the underlying resources, multiple provisioning
services can benefit from obtaining the same resource in a given time instance. This also makes
the provisioning service reusable across OS ecosystems. In the following, we provide detailed
overviews of the standardized interaction primitives between different architectural modules.
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5.1.3 Standardized Interfaces

As shown in Figure 5.1, the Standardized Localization Interface (SLI) defines primitives and
their parameters required for enabling interaction between the location-based application and the
integrated location service. The Provisioning Service Interface (PSI) standardizes interaction
between the integrated location service and the provisioning service. The Resource Interaction
Interface (RII) defines a set of standardized primitives and their parameters for accessing re-
sources needed by provisioning services for generating location information.

Standardized Localization Interface (SLI)

The Specify policy interaction primitive of the SLI is used by the applications for specifying
the desired priority of location information provisioning. The only parameter of the interaction
primitive is policy, which can either specify “accuracy”, “latency” or “power” as the desired
provisioning priority. This priority specification is then used by the integrated location service
maximizing the utility function of provisioning services invoking based on the policy specified
by each application and the accuracy, latency, and power consumption parameters of each provi-
sioning service. The policies of provisioning will be in more details discussed in the next section
of the thesis.

Furthermore, the SLI’s interaction primitives cover the requesting and reporting location in-
formation of desired features, i.e. the location type and dimensionality (2D or 3D), its desired
accuracy (in meters), the period of its provisioning (in seconds), and the desired provisioning
duration (in seconds). Furthermore, the SLI includes interaction primitives for exchanging the
location information context. A summary of the SLI’s interaction primitives, with an indication
of the directionality of each interaction primitive, i.e. from the location-based application (LA)
to the integrated location service (IL) and vice versa, is given in Table 5.1.

The application can request location information of certain features from the integrated loca-
tion service using the Request location interaction primitive. If such information is available, the
integrated location service can report it using the Report location interaction primitive. In case
such information is absent at the integrated location service level, the integrated location ser-
vice initiates the interaction with the provisioning services for obtaining it, which is standardized
though the PSI and discussed in the next paragraph.

Location information can be reported as a global, local or semantic location, which is defined
with the location type parameter of the Request location primitive, its type 0, 1, and 2 referring to
global, local, and semantic location information, respectively. The global location, comprised of
a longitude, latitude, and altitude information, defines a location in the WGS 84 global coordinate
system. The local location, represented in a (z, y, z) notation (in meters), is understood as a loca-
tion in relation to some predefined location coordinate, i.e. zero-point, usually in indoor spaces.
In addition to their 3D notations, both types are in practice also often used for 2D localization, so
the altitude/z-coordinate is not compulsory. In case the application requires location information
in a 2D space, the dimensionality parameter of the Request location primitive is set to 0, otherwise
itis setto 1. If location information is requested for a 3D space, and only 2D location information
is available to the integrated location service (after consolidating the provisioning services), this
should be reported back to the application to be handled in application-specific manner. In case
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of local and global location, the confidence interval parameter of the Report location primitive is
expressed as the expected average error (in meters), i.e. the average offset from the ground-truth
location. In contrast to geometrical coordinates that express location information as a point in
a particular coordinate system, the semantic location type is a string object used for expressing
location information as being inside of a space or in the proximity of an object. This format
gives a contextual meaning to the provided location information. The inside(space) expression
is used for expressing a location being inside of a space, while for the proximity to an object the
proximity_to(object) expression is used. In case of the semantic location, the confidence interval
of the Report location primitive is defined as the correctness of location information and it is
expressed as an expectancy (ratio) of the number of correct and all possible information. The
distance parameter in the Report location primitive is used exclusively in case of the semantic
location type, particularly in the proximity_to(object) expression to specify the proximity to the
object more precisely. This parameter defines the distance (in meters) implied by the proximity
to an object. In addition to reporting location information, the integrated location service can re-
port the movement vector parameter, which specifies the movement speed (in meters per second)
and orientation (in azimuth and (optionally) elevation degrees) of a mobile device. This param-
eter is reported if the integrated location service can calculate it from the historical location data
and if the binary parameter movement of the preceding Request location primitive is set to its
non-default value 1.

The accuracy and period parameters of the Request location primitive define the desired ac-
curacy of location information and the period of its provisioning. The on_event parameter is a
binary indicator, with its default value 0 indicating that location information should be provided
periodically, with the period specified with the period parameter. The value 1 indicates that loca-
tion information should be provided when it changes from a preceding location information, with
the size of change (in meters) indicated by the step parameter of the primitive. These parameters
are defined to better support the broad range of different requirements that the applications may
have. For example, the application may benefit more from receiving location information with
a shorter period and/or power consumption, given that its accuracy is above a certain threshold,
rather than obtaining a more accurate information, but with a larger period and/or power con-
sumption [35, 139]. E.g. for asset tracking scenarios periodically receiving location information
is required, while for some other, e.g. person walking in assisted living and health-care scenarios,
such information is required on event, e.g. the person left the room [63, 147].

The duration parameter defines a time interval for which the application requires location in-
formation updates. For some applications and usage scenarios location information is needed just
once, which can be defined by setting the duration parameter to 0. Setting this parameter to —1
implies that location information should be provided until further notice. Location information
can also be requested for a defined amount of time by setting the duration parameter to a desired
value (in seconds). For the defined time interval, location information updates should, either
periodically or on event, be reported to the application. In case location information updates are
required longer than the originally defined duration, the application can request a renewal. This
is defined by the Request renewal primitive, with the duration of the new provisioning as the only
parameter in the primitive. By setting the duration parameter to 0, the application indicates that
the service is no longer needed and can be terminated.
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The SLI also defines a set of primitives for requesting and reporting a context of reported
location information. Two type of context information are envisioned, i.e. provisioning of the
environmental map and translation from one location type to another. The Request context prim-
itive is used by the application for requesting the context, while the Report context primitive
provides the requested context. The context type parameter in Request context primitive defines
the type of context requested by the application, with two possible context types envisioned at the
moment. If the context type parameter is set to 1, in the Report context primitive the integrated
location service will report the utilized map. Together with the map, this response has to define
the zero-point, i.e. the point used as a reference location, the mapping between map sizes in its
default resolution and physical sizes of an environment (in meters). If the context type parameter
is set to 2 in the Request context primitive, a translation between location types is requested from
the integrated location service. In this case, additional parameters resource has to be defined in
the Request context primitive, i.e. the input and output location types and input location infor-
mation. The integrated location service responds with the location types translation parameter,
i.e. location information of the requested output location type. If the map is not cached or the
translation cannot be carried by the integrated location service, the integrated location service
requests this context information from the provisioning service. This is standardized through the
PSI and discussed in the next section. The sequential numbering of the context type parameter is
done to simplify the extension in case additional context information is required in the future.

In case of a translation to the semantic location, multiple semantic locations can be repre-
sentative of one local or global location, hence the response can consist of multiple semantic
locations. Similarly, if a translation is from the semantic location to the local/global location
type, reported location information can be a compound of multiple location coordinates. These
segments can then, in the application, be connected to create shapes, such as rooms, buildings,
etc. The limitation is that such shapes have to be of a polygonal type, i.e. without curved parts,
which is sufficient for most of the space shapes used in practice, noting that curved parts can be
accurately approximated by polygonals with small “steps”.

Provisioning Service Interface (PSI)

The PSI defines primitives and parameters exchanged between the integrated location service
(IL) and the provisioning services (PS). An overview of the PSI is given in Table 5.2, with an
indication of the directionality of primitives.

Firstly, the provisioning service has to register itself to the integrated location service as defined
by the Register service primitive. The parameters are the address where the provisioning service
can be invoked and the location information type that the provisioning service can provide. The
integrated location service can request the “discovery” of provisioning service’s features with
the Discover service primitive, with the only parameter being the address of the provisioning
service.
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With the Offer service primitive, the invoked provisioning service reports its ability to provide
location information and the anticipated features of this information. A registered service may
not be available or may not be able to provide location information of desired features. For exam-
ple, a GNSS-based provisioning service will usually not adequately provide location information
in indoor environments. Moreover, the WiFi sensor may be disabled, thus a WiFi-based provi-
sioning service will not be able to provide location information. The parameters exchanged in
the Offer service primitive are the expected accuracy, period, and power consumption (in Watts)
of location information provisioning. Except for the power consumption, these are the same
parameters as in the Request location primitive of the SLI. This is done so that the integrated
location service can assume a central role in the provisioning service invoking decisions, based
on the accuracy, period, and power consumption trade-offs. In other words, while the accuracy
and period parameters are essential for applications and should be specified by the applications,
we believe the power consumption related optimizations should be performed by the integrated
location service.

If a satisfactory provisioning service has been selected, the integrated location service requests
the service with the Request service primitive. In this primitive, the integrated location service
specifies the address of the provisioning service using the address parameter. Similar to the SLI
case, the on_event parameter is used to specify if location information should be provided period-
ically, with the period defined with the period parameter, or on event, in case location information
changes more than specified with the step parameter. The duration parameter of the primitive
is used for specifying a time interval for which the service is required. Setting the duration pa-
rameter to O implies that location information should be provided once. Setting this parameter to
-1 implies that location information should be provided for a maximum time allowed for service
provisioning, as defined by the provisioning service. The provisioning service accepts the ser-
vice using the Report service primitive, with the only parameter being the granted provisioning
duration. In case the service is required for a longer period of time, it has to be renewed by the
integrated location service using the Request renewal primitive, with the parameter being the
address of the provisioning service and the renewal duration. In that case the service is either
rejected or granted anew for a certain duration using the Report service primitive. The service
can be rejected by setting the service_granted parameter to its non-default binary value 1. The
Request renewal primitive with the duration parameter set to O can be used to terminate service
provisioning before the expiration of previously defined duration.

Once an agreement for a service has been established, the interaction continues by the in-
tegrated location service requesting location information provisioning. This is defined by the
Request location primitive, with the only parameter being the address of the evoked provision-
ing service. The provisioning service responds using the Report location primitive, with the
parameters being the location information in the pre-specified format, the distance in case of the
semantic location type, and the confidence interval of the provided information. These parame-
ters are defined in the same way as for the SLI's Report location primitive.

Similar to the SLI’s primitives, the integrated location service can request the context from the
provisioning service using the Request context primitive, while the requested context is reported
using the Report context primitive. The integrated location service can request the utilized map
or location types translation from the provisioning service. In contrast to the SLI, the Request
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context primitive also specifies the address of the provisioning service where the request for
context is directed. The provisioning service can either per-se provide the context, the context
provisioning cannot be granted, or the provisioning service can redirect the request to some other
context provisioning service. This is defined using the context_indicator parameter of the Report
context primitive. In case this parameter is set to 0, the context is provided to the integrated
location service by the provisioning service, while in case this parameter is set to 1 the context
information cannot be provisioned. If the context_indicator is set to 2, the requested context
can be provisioned by another service, with its address defined with the address parameter of
the Report context primitive. In this case, the Request context primitive has to be directed to a
new address and the addressed context provisioning service will report the context using its own
Report context primitive. This scenario is anticipated in case one context provisioning service is
a representative for a set of provisioning services.

The providers of provisioning services are expected to provide the context information either
through their provisioning services or through a dedicated context provisioning service. This
includes the used zero-point and the utilized map of a served environment together with the
mapping between map sizes and physical sizes of the environment. In addition, the providers
are expected to specify semantic locations in the environment, as well as the translation function
between different location information types.

Resource Interaction Interface (RII)

The RII defines a set of primitives for exposing the resources needed by the provisioning services
for generating location information. The primitives are related to either getting or configuring
a resource by the provisioning service. The technology parameter defines the technology used
by a particular service for generating location information. The feature parameter defines a spe-
cific feature of the technology used by the provisioning service. These two parameters can also
specify a non-technology specific resource (e.g. an action required from the user of a mobile
device). A summary of the RII parameters and primitives is given in Table 5.3, with an indica-
tion of primitives’ directionality (resources (RS) to the provisioning service (PS) or vice versa).
Provisioning services can require resources from multiple technologies or multiple features of
the same technology [200, 151]. In this case multiple Get resource and/or Configure resource
primitives should be issued.

The Get resource primitive serves as a request for a resource of specific technology and feature,
while the result of the Report resource primitive contains the requested resource. Some examples
are provided in Table 5.4. The requested resource can for instance be RSSI values from the WiFi
beacon packets or a Bluetooth ID of a mobile device. Similarly, the Configure resource primitive
can be used for configuring a resource by the provisioning service. Example wise, a request can
be directed toward calibrating a gyroscope by shaking a mobile device or synchronizing a mobile
device to the UWB anchor in a given environment. In this case, the Report success primitive is
issued to report the success of the requested operation. The resources can be available on a
mobile device’s and accessible though a request to the device’s operating system. The resources
can also be available in an infrastructure and accessible remotely.

Since a plethora of provisioning services’ types exist and they are in general based on a large
variety of technologies and features required for generating location information [27], the pa-
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rameters in the RII primitives are left abstract, defined only as a one or set of tuples (fechnology,
feature). The exact specification of the tuples is left for the future, because at this point it would
be merely a speculation. The reason is that the ubiquitous deployments of provisioning services
in different types of environments are still not widely available. Once such ubiquitous deploy-
ments are in place, this will yield a set of parameter tuples that are practically used, hence these
tuples will thereafter be standardized through the RII. A non-exhaustive set of examples used
in practice is given in Table 5.4. An exhaustive set of smart-phone sensors that can be used for
generating location information is given in [161].

Table 5.3: Summary of the Resource Interaction Interface

Primitive Direction Parameters
Get resource PS—RS technology, feature
Report resource RS—PS result
Configure resource PS—RS technology, feature
Report success RS—PS success

Table 5.4: Example resources for generating location information

Technology Feature

WiFi RSSI values of observed beacon packets

Bluetooth Mobile device’s Bluetooth identifier

Cellular Observed cellular base-stations

GNSS Observed GNSS fixes

None Calibrate gyroscope by shaking a mobile device
UWB Synchronize a mobile device to a UWB anchor node

5.1.4 Additional Considerations

If the integrated location service is not desired, the SLI can still be used for interaction directly
between the application and the provisioning service. This direct interaction can be achieved
because the SLI parameters and actions are designed as a subset of the PSI ones. This assumes a
constrained interaction, where location and context information can be requested, but the features
of provisioning (e.g. periodically/on event, 2D/3D, etc.) have to be defined ahead.

Both the SLI and PSI are in essence similar to the location information provisioning APIs of the
two previously discussed state of the art localization services. Both Google Play services loca-
tion APIs and iOS’s Core Location framework specify the functionality of getting the last known
location, as well as the functionality of receiving location updates. The SLI’s and PSI’s actions,
with a specific configuration of parameters, can be used for achieving the same functionalities.
Android’s framework defines the duration of provisioning, where after its expiration the service
has to be requested again. The same functionality can be achieved with the SLI's and PSI’s ac-
tions, same as the termination of service provisioning which is in line with the iOS’s explicit
termination functionality. Moreover, both Android’s and iOS’s interfaces provide functionalities
of either displaying a location address or translation of coordinates to regions. These are specific
types of translation between the global and the semantic location type in context information
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exchange in the proposed architecture. Both interfaces support provisioning of maps to the ap-
plication, which is equivalent to the map provisioning in the proposed architecture. This means
that the Google Play services location APIs and iOS’s Core Location framework can functionally
be “plugged” into the integrated location service and therefore can be viewed as an provisioning
service, as well as a valuable source of context information in the proposed architecture.

Actions defined by the SLI are asynchronous, i.e. an action does not block further execution
until a response to the action has been received. Asynchronous interaction is utilized since the
provisioning of location information can be requested on event, hence the information can be
provided only once in a relatively long period of time. It is reasonable to allow further process-
ing and timely reaction on external events. The PSI’s actions are also asynchronous, since e.g.
a request for service can be issued by the integrated location service to many provisioning ser-
vices. Not all parameters are needed for the integrated location service to be able to provide this
information to the application, hence the asynchronous interaction. The RII’s actions can be both
synchronous and asynchronous, depending on the needs of the provisioning services.

Provisioning service developers have to define the expected accuracy, period, and power con-
sumption of provisioning such information. Therefore, a means for objectively accessing these
parameters is required. This can be done by evaluating provisioning services in existing testbed
environments or by using publicly available data traces for such evaluation, as discussed previ-
ously in the thesis. Also, predictions of accuracy, period, and power consumption in dependence
to environment type will be necessary, where one such prediction on an example of WiFi-based
indoor fingerprinting has been discussed previously in the thesis. Finally, the internal mecha-
nisms of the provisioning service for dynamically predicting their accuracy, period, and power
consumption based on the conditions in an environment and the availability and quality of the
resources used for generating location information will be needed (e.g. [151]).

5.2 Selection and Aggregation of Location Information
Provisioning Services

Although the functionalities of the integrated location service have been specified, the question
of how to select the provisioning services remained open. One way of performing the selection is
to address a request for location information immediately after receiving it. Considering requests
individually results in a loss of optimization potential, in case there is a possibility of delaying
the addressing of requests. Assuming that it is possible to delay the addressing of requests, the
selection of provisioning services can be performed in a time bucketed fashion. Time bucketed
selection opens a space for non-trivial optimizations because potentially multiple requests can
be simultaneously considered.

In the following, we first define a model for a time bucketed selection of provisioning ser-
vices. We then provide two algorithms for selection and aggregation of location information
provisioning services. In general, the objective of an algorithm for selection and aggregation of
provisioning services is to minimize a certain cost of location estimation while meeting the ap-
plications’ requirements. For the algorithms we propose, the objectives are specific - the primary
objective is latency requirements satisfaction and the secondary objective is satisfaction of accu-
racy requirements. One algorithm is subject to per-request power minimization, while the other
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is subject to per-time bucket power minimization. We show that by bundling requests per-time
bucket and not focusing on individual ones, one can achieve roughly 25% better performance in
terms of power consumption, while trading-off accuracy satisfaction.

5.2.1 A Setting for Selection and Aggregation of Location Information
Provisioning Services

We assume that each request for location information specifies the desired accuracy and latency
of location information. The latency requirement is specified as the maximum acceptable delay
time of receiving location information after the request is sent, while the accuracy requirement
specifies the maximum acceptable mean localization error of the provided information. We also
assume that each provisioning service is, upon request, able to report it provisioning features to
the integrated location service.

We further assume that that there is a potential for delaying the addressing of the arriving
requests for location information from the applications. Such delaying is in many cases possible,
for example in periodic provisioning of location information or in provisioning “on event”, i.e.
if the current location information to a certain degree changes from the previous location of a
device. The feasibility of delay-tolerant localization has also been discussed and acknowledged
in [201]. Due to the feasibility of delaying the addressing of requests for location information
and to be able to perform sophisticated optimizations, we focus on a time bucketed operation of
the integrated location service.

In the time bucketed model, the time interval by which the addressing of the request can be
delayed, with the purpose of optimization by possibly addressing multiple requests, is dependent
on the latency requirement specified by the request. Furthermore, the discovery of provision-
ing features of available provisioning services is in practice not instantaneous. Additionally, due
to mobility that results in dynamically appearing and performance-wise variable provisioning
services, the discovery has to be performed periodically. To align the need for potentially ape-
riodic time bucketing from the applications’ perspective and periodic time bucketing from the
provisioning services’ perspective, we design a periodic time-bucketed model for the selection
of provisioning services. Note that the algorithms proposed in the following section would also
be able to operate correctly for the case of aperiodic time buckets.

Periodic time bucketing means that the up-to-date information about the availability and fea-
tures of different provisioning services are available to the integrated location service only at
certain periodic time instances. The decision of which provisioning services to select and invoke
should hence be made immediately after this information becomes available. The developed al-
gorithms work under the assumption of a periodic time bucket, where at the beginning of each
time bucket the requests arrived during the previous bucket are addressed, as shown in Figure 5.2.

The integrated location service also serves as a location information caching entity, therefore
some of the requests for location information can be resolved in the same bucket through caching
if the location information available in the current time bucket is satisfactory for addressing the
requirements of a given request. The caching step would essentially come before the decision
on which provisioning services to invoke. Upon receiving a request for location information,
the integrated location service would immediately check if the cached information can be used
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Figure 5.2: Timeline of the decision-making process

to resolve the request. If the cached information is not sufficient, the request is addressed at
the beginning of the next time bucket through selection and invocation of suitable provisioning
services. Since caching can be separated from the selection and aggregation of provisioning
services, we consider only requests that cannot be resolved by caching.

Specification of Input Parameters

In this section, we provide a specification of the input parameters required by the developed al-
gorithms for selection and aggregation of provisioning services. The first set of input parameter
consists of the desired accuracy and latency features of location information provisioning from
all requests that were received by the integrated location service during a time bucket. In addi-
tion, the integrated location service notes the decision delay for each request, which is the time
interval between the time when the request was received and the end of the time bucket. This
decision delay is then subtracted from the latency requirement, resulting in a so-called service
time requirement that takes into account the delay caused by waiting until the end of the N — 15
time bucket. Note that the resulting service time can be a negative number. Both algorithms
will in that case select the provisioning service with the smallest latency of provisioning. The
requirements issued by the applications can then be written as:

requirements = (accuracy, service_time)
) ) o (5.1)

where :  service_time = latency — decision_delay
At the beginning of the N*" bucket, the integrated location service, through discovery, obtains
the currently available provisioning services and their features. The features of provisioning
include latency, accuracy, and power consumption. The latency is defined as the mean expected
delay of providing, while the accuracy is specified as the mean expected localization error. The
power consumption specifies the estimate of power required for generating location information

by a provisioning service. Such an “offering” can be written as:

of fering = (accuracy, latency, power) (5.2)
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Generation of Virtual Provisioning Services

The fusion of location information provided by different provisioning services in average results
in a more accurate location information than any of the individual location information. Improved
accuracy due to fusion of provisioning services can obviously be beneficial in satisfying the
accuracy requirements from the applications. This expected accuracy of a fused provisioning
service, as well as the latency and power consumption of such a fused provisioning service, have
to be known to the integrated location service for making a decision about the invocation of such
a service. We call the estimation of parameters of fused provisioning services the generation of
“virtual provisioning services”. In this following, we provide an algorithm for the generation of
virtual provisioning services.

Fusion of provisioning services yields a more accurate virtual provisioning service in com-
parison to each provisioning service in the combination if these individual provisioning services
have similar accuracy features [196]. In the proposed algorithm for generation of virtual provi-
sioning services, we base this similarity on the accuracy difference threshold accy;, between the
accuracy features of different provisioning services. Only in case the similarity between services
exists, the virtual provisioning services are created as all combinations of similar provisioning
services.

The final location information, i.e. the one provided by a virtual provisioning service, is the
arithmetic mean of location information provided by all provisioning services that compose a
given virtual provisioning service. Let us assume that N provisioning services reported location
information (x;,v;), ¢ = 1,...,N. The location information (zr,yr) reported by the virtual
provisioning service is then given as follows:

(xF,yr) = < N J N

The latency of provisioning of such a fused location information then equals the highest la-
tency among the latencies of all services in the combination, while the power consumption feature
equals the sum of power consumption features of all provisioning services in the combination.
The accuracy accyirtuqr Of the generated virtual service can, assuming uncorrelated location in-
formation from the provisioning services, be approximated as follows, where the acc,,; specifies
the accuracy of the i*" provisioning service:

N
% D i1 ACCpr,i
vV IN

Example-wise, let us assume three provisioning services A, B, and C with the features as
given in (5.5). Furthermore, let us assume accyy, of 0.1, meaning the following combinations of

services can be generated as virtual provisioning services: (A), (B), (C), (A,B), (A,C), (B,O),
and (A,B,C).

54

ACCyirtual =

of fering, = (accuracy, latency, power) = (1.00, 1.0, 1.0)
of feringy, = (accuracy, latency, power) = (1.05,1.1,0.9) (5.5)
of fering. = (accuracy, latency, power) = (0.95,1.2,1.3)
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It follows that for the virtual service (A,B,C) the accuracy feature equals (1.00 + 1.05 +
0.95)/3/(3) = 0.58. Furthermore, the latency feature equals maz(1.0,1.1,1.2) = 1.2, while
the power consumption feature equals » (1.0,0.9,1.3) = 3.2.

5.2.2 Decision Making Algorithms

In the following, we outline the two algorithms for the selection and aggregation of location in-
formation provisioning services. As mentioned, their primary objective is meeting the latency,
followed by meeting the applications’ accuracy requirements. The Per-Request Satisfaction Al-
gorithm (PRSA) is subject to per-request power consumption minimization, while the Per-Time-
bucket Satisfaction Algorithm (PTSA) is subject to minimizing the power consumption over a
time bucket. While we acknowledge the relevance of optimizing for accuracy or Pareto opti-
mizing for both requirements for certain scenarios, we decide to focus primarily on the latency
satisfaction. This is because for many scenarios it is better, from the user’s perspective, to re-
ceive location information timely, even a less accurate one, than to interrupt the provisioning
periodicity for a more accurate location information [202, 147]. Compared to accuracy, latency
also has higher significance for novel use-cases related to location-aided improvements in wire-
less networks [11]. Moreover, we focus on the power consumption minimization because of its
relevance for mobile devices with limited power sources [9].

Per-Request Satisfaction Algorithm

Intuitively stated, the aim of the PRSA algorithm is to meet the service time and accuracy require-
ments of each request in a time bucket in a way that minimizes per request power consumption.
The execution diagram of the PRSA is given in Figure 5.3. In this algorithm, requests received in
a previous time bucket are sequentially addressed at the beginning of a current bucket. From the
set of virtual services generated at the beginning of a current time bucket, a service with minimum
power consumption that satisfies the (accuracy, service time) requirements of the first request is
stored. In case such a service does not exist, the algorithm tries to find a service that satisfies the
service time requirement of the request and that is closest to meeting the accuracy requirement.
If such a service again does not exist, the algorithm finds the service with the smallest latency and
stores it. The algorithm then addresses the next request, until all requests are addressed. Upon
addressing all requests, the algorithm finds a unique set of provisioning services from the set of
stored virtual provisioning services. These services are then invoked and upon the reception of
location information this information is, first and where appropriate, fused and, second, reported
to the applications based on their requirements.

Per-Time-bucket Satisfaction Algorithm

The aim of the PTSA algorithm is to satisfy the requirements from the applications, while trying
to minimize power consumption over a time bucket. Figure 5.4 depicts the execution diagram
of the PTSA. The first step of the execution is ordering by serving time the requests received
during a previous time bucket. In the next step, a request with the strongest accuracy require-
ment is selected and all virtual provisioning services that can satisfy its (accuracy, service time)
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Figure 5.3: Execution diagrams of the Per-Request Satisfaction Algorithm (PRSA)

—’[ Create a queue of requests from a time bucket sorted by serving time ]

v

N
Find the maximum accuracy requirement request and its serving time
requirement

J

lAddressing the request

~
Create a set of all services that satisfy the request’s accuracy and
serving time requirements

The set is a non zero-set lThe set is a zero-set

The set includes
only this service

Find the service with maximum
accuracy that satisfies the request’s
L serving time requirement )

Addressing
remaining The set includes

requests only this service
l—{ Find the service with minimum Iatency]
V v

Memorize the set. Remove all requests with less demanding serving time
requirements from the queue. More requests exist in the queue?

Suitable service does not exist

Addressing next time bucket l No

Create a decision tree, find a decision with minimum power, and invoke
the provisioning services included in that decision

Figure 5.4: Execution diagrams of the Per-Time-bucket Satisfaction Algorithm (PTSA)
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requirements are stored as one set of services. In case none of the services can satisfy these
requirements, the set consists only of a service that can satisfy the service time requirement in a
way that is closest to meeting the accuracy requirement. If none of the services can satisfy the
service time requirement, the set consists only of a service that comes closest to the service time
requirement. Once the set is created, the algorithm continues by finding the strongest accuracy
requirement of the requests that were, by serving time, preceding the previously addressed re-
quest, i.e. the requests that have stronger service time requirements. The execution stops when
the requests with the strongest service time requirement in a time bucket is addressed.

The described procedure yields a number of sets of virtual provisioning services that can ad-
dress the requests with strongest accuracy and service time requirements, while the rest is im-
plicitly addressed. The execution of the algorithm continues by creating a decision tree where
each decision includes exactly one element from each set as an input and the overall power con-
sumption of that decision as an output. The decision with minimum power consumption is then
selected, and the provisioning services that are part of that decision are invoked. The decision
tree is built in a following way, given that the objective is the power minimization of the deci-
sion. The reference branch includes the service with the smallest power consumption in each
set. The following branches include only combinations in which there is at least one repetition
of provisioning services across sets, since all other combinations necessarily have higher power
consumption than the reference branch and are thus irrelevant. Following this procedure reduces
the execution time of the algorithm by reducing the number of branches in the decision tree.

Example of Execution

Let us assume that in the N — 15 time bucket the integrated location service received 4 requests
for location information, as given in Table 5.5. As stated previously, each request specifies the
(accuracy, latency) requirements, while the integrated location service logs the decision delay.
The service time can be calculated out of latency and decision delay, and together with the ac-
curacy defines the final set of requirements for each request. Furthermore, let us assume that at
the beginning of the N*" time bucket the integrated location service discovers 4 available pro-
visioning services with their offerings as given in Table 5.6. The initial step of both algorithms
is to generate virtual provisioning services. For that purpose, let us also assume the accuracy
threshold accyy, of 0.15, which yields the virtual provisioning services as given in Table 5.7. The
next step of the PRSA and PTSA execution is ordering of the requests sequentially and by service
time, respectively. The ordering of requests by service time is given in Figure 5.5.

The PRSA continues by taking the first arriving request, i.e. the request #4. That request
defines the accuracy and service time requirements of 1.99 and 0.39, respectively. The virtual
services that can satisfy its requirements are the services II, III, IV, and VI. Among them, the
service IV has the smallest power consumption, hence that service is stored. The algorithm then
continues by addressing the request #2. The requirements of the request #2 can be satisfied by the
virtual service VI only, therefore the algorithm stores that service. Following the same principle,
the virtual service I is stored for the request #1. For the request #3, the only virtual service that
can satisfy its requirements is the virtual service IV, thus this service is stored. The algorithm
then yields the virtual services I, IV, and VI which translates to the provisioning services A, C,
and D. Hence, the provisioning is requested from these services.
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Table 5.5: Requirements of all requests

Request Accuracy Latency Decision delay Service time

#1 1.09 0.70 0.21 0.49
#2 1.39 0.50 0.21 0.29
#3 1.59 0.60 0.41 0.19
#4 1.99 0.50 0.11 0.39

Table 5.6: Offerings of all provisioning services

Offering Accuracy Latency Power consumption

A 1.0 04 1.5
B 1.1 0.3 2.0
C 14 0.2 2.1
D 1.5 0.1 1.6

The PTSA starts by finding a request with the strongest accuracy requirement. For the given
example, that is the request labeled with #1. The algorithm stores a set of all services that can
satisfy the requirements of the request #1, i.e. the set (I,V,VI). The algorithm continues by find-
ing the request with the strongest accuracy requirement among the requests with lower service
time requirement than the previously addressed request. In the example, these requests are #2,
#3, and #4, among which #2 has the strongest accuracy requirement. The set of virtual services
that can address the requirements of the request #2 includes only one service, i.e. the virtual
service VI. Note that addressing the request #2 implicitly addresses the request #4, since that
request has lower requirements on both accuracy and service time than the request #2. For the
last request i.e. the request #3, the only service that can address its requirements is the vir-
tual service IV. The algorithm therefore yields three sets of virtual services as follows: set 1 -
(I, V, VD), set 2 - (VI), and set 3 - (IV). In the notation using provisioning services these set are:
set 1-(A,[A,BL,[C,D]), set 2-([C,D]), and set 3-(D).

1.99

T 159

1.39

1.09

Adeandoy

#3 #2 #4 #1

A

019 029 039 0.49 Service time

Figure 5.5: Requests ordered by service time
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Table 5.7: Virtual provisioning services

Virtual service Accuracy Latency Power Elements

I 1.00 04 1.5 A
II 1.10 0.3 2.0 B
III 1.40 0.2 2.1 C
v 1.50 0.1 1.6 D
v 0.74 0.4 3.5 [AB]
VI 1.03 0.2 3.7 [C,D]

In the following step, the algorithm builds a decision tree as shown in Table 5.8. The first
possible decision in the tree is built by selecting, from each set, a service with the smallest power
consumption. Other decisions are then build only of elements that are repeated across sets, since
all other combinations necessarily have higher power consumptions than the first decision. Fol-
lowing this procedure reduces the number of decisions and therefore improves the execution time
of the algorithm. In the example, the decision ([A,B],[C,D],[D]) is not taken into consideration,
since the virtual service [A,B] does not occur in other sets. The decision 2 from the table is,
however, taken into consideration, since the virtual service [C,D] drawn from the set 1 also ap-
pears in the set 2. This decision also turns out to be the one that minimizes the overall power
consumption and it is therefore selected as the final decision. In other words, the algorithm yields
that the services C and D should be invoked for provisioning.

Table 5.8: Decision tree for the PTSA

Decision# Set1 Set2 Set3 Unique services Power
1 A C.D D A,C.D 5.2
2 CcDh CD D CD 3.7

5.2.3 Evaluation Procedure, Scenarios, and Parameters

For the performance evaluation, we simulate the realistic operation of two instances of the inte-
grated location service, where the two instances differ only in the algorithms for the selection of
provisioning services. The goal of the evaluation is to capture the difference in the performance
of the integrated location service due to contrasting algorithms for the selection of provisioning
services.

Evaluation Procedure

The integrated location service receives requests for location information of certain features. The
three relevant parameters for modeling each request are the decision delay, and accuracy and la-
tency requirements. The decision delay has been modeled using a uniform distribution from a
time bucket duration interval because the probability of receiving a request is constant across
the duration of a time bucket. The latency and accuracy requirements have also been modeled
using uniform distributions. In the same way, the offerings of each provisioning service, i.e.
the latency, accuracy, and power consumption, have been modeled using uniform distributions.
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Uniform distributions have been selected because it is hard to give more accurate predictions of
the requirements and provisioning features, given that both of them can have significant vari-
ations [203]. The numbers of requirements and offerings in a time bucket have been derived
from discrete uniform distributions. Uniform distributions for the numbers of requirements and
offerings have been selected because requirements and offerings are expected to be relatively
small and equally probable numbers [3, 204]. Given the generated requirements and offerings as
inputs, the two algorithms were used to select the provisioning services for each time bucket.

As the performance evaluation criteria, we specify the following set of metrics: power con-
sumption, latency and accuracy requirements satisfaction, and joint satisfaction of both require-
ments. The metrics concerning satisfaction of certain requirements are obtained as the ratio
between satisfied requirements and the total number of requirements generated in a simulation
run. We simulate 1000 times the execution of each algorithm over a time-bucket.

Evaluation Scenarios and Parameters

Our aim is to generate the evaluation scenarios in a way that qualitatively captures a wide parame-
ter space, with parameters being the numbers of requirements and offerings, latency and accuracy
requirements from the applications, and latency, accuracy, and power consumption features of
the provisioning services, as depicted in Figure 5.6. The first classification of scenarios has been
made based on the number of offerings from the provisioning services and requirements from
the applications. We therefore distinguish a set of scenarios in which the number of offerings
is statistically larger than the number of requirements, and vice-versa. For both sets of scenar-
ios differentiated by the number of offerings and requirements, we further distinguish scenarios
based on latency requirements from the applications and latency offerings from the provisioning
services. Hence, we differentiate between scenarios in which the latency requirements are sta-
tistically “weaker”, “comparable” or “stronger” than the latency offerings. Finally, for each such
scenario, we similarly specify scenarios based on accuracy requirements and offerings. Thus, we
also distinguish scenarios in which the accuracy requirements are weaker, comparable or stronger
than the accuracy offerings. For this qualitative distinction between the requirements and offer-
ings we utilize the Cohen’s coefficient, which characterizes a statistical relationship between two
distributions. Cohen’s d coefficients smaller than 0.2 represent a small difference, values smaller
than 0.5 represent a medium difference, while higher values than 0.5 represent a high difference
between distributions. We use Cohen’s d coefficient of O for the comparable latency/accuracy
requirements and offerings and 0.4 and -0.4 for the stronger and weaker requirements than offer-
ings, respectively.

In regards to the parameterizations of latency and accuracy requirements, we make use of the
claim that such requirements highly depend on the use-case scenarios [205, 139]. One set of
use-cases have a stronger requirement on the accuracy of provided location, in contrast to the
latency of provisioning. For the others, it is more important to get a location estimate fast, but
with a lower accuracy. We therefore define two sets of requirements issued by the applications
in a certain time bucket, with a main differentiation being that the first set is more focused on
accuracy, but with a smaller latency requirement, while the other has higher latency, but smaller
accuracy requirement. For the first set of requirements, i.e. the ones focused on accuracy, we
draw the accuracy requirement as a random number between 0.75 and 1.25m, while the latency
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Figure 5.6: Differentiation of the evaluation scenarios
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is drawn as a number between 0.75 and 1.25s. For the second set of requirements we draw
accuracy and latency requirements as uniform numbers between 1.4 and 2m, and 0.65 and 1.05
s, respectively. This specification of requirements is constant across all evaluation scenarios.
Suggestions given in [35] have been utilized for the parameterization of the offerings. The
authors in [35] provide the performance evaluation of various localization solutions in the same
environment, using a unified evaluation procedure, and an automated human-free infrastructure
for evaluation of localization solutions [136]. The work distinguishes different classes of loca-
tion provisioning services with a trade-off of either providing location information with higher
accuracy, but with higher latency and power consumption, or providing less accurate location in-
formation, but faster and with lower power consumption. We therefore, in a similar fashion as for
the requirements parameterization, select two sets of location information provisioning services
distinguishable by the accuracy vs. latency and power consumption trade-off. The contributions
in [190, 148] suggest that the performance of localization solutions highly depends on the envi-
ronment characteristics (e.g. size, building material). Since the performance varies, we are fairly
free in the parameterization of the offerings, as long as such offerings are consistent with the ac-
curacy vs. latency and power consumption trade-off. In order to create the described evaluation
scenarios and to be compliant with the specified Cohen’s coefficients, we define the offerings that
are statistically either higher, comparable, or lower than the requirements from the applications.
The latency requirements of the first set of offerings are drawn as uniform numbers between 0.65
and 1.15, 0.75 and 1.25, and 0.85 and 1.35s for the scenarios with respectively strong, compa-
rable, and weak latency offerings in comparison to requirements. Similarly, for the first set of
offerings the accuracy requirements are drawn as uniform numbers between 0.65 and 1.15, 0.75
and 1.25, and 0.85 and 1.35m for the scenarios with strong, comparable, and weak latency of-
ferings in comparison to requirements, respectively. The second set of offerings is latency-wise
parameterized as a uniform number from the intervals 0.55 and 0.95, 0.65 and 1.05, and 0.75
and 1.1s for respectively the same scenarios [35], while the accuracies are drawn from intervals
1.3 and 1.9, 1.4 and 2.0, and 1.5 and 2.1 m for the same scenarios. The accuracy offerings are
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compliant with the state-of-the-art accuracies of a large variety of localization solutions reported
in [61], while the selected latencies also adhere to the usual applications’ requirements reported
in the literature [206, 207]. The power is, for the first set of offerings, drawn as a uniform number
between 1.2 and 1.8, while for the second set this interval was between 0.8 and 1.2. These inter-
vals for power consumption represent a normalized power consumption with a ratio 3:2, which is
consistent with the accuracy and power consumption trade-off, as for example reported in [147].

In scenarios with more offerings than requirements, per time bucket we select the number of
requirements from each set, distinguished by the accuracy and latency requirements, as a random
number between 1 and 4, while the number of offerings is, for each set of offerings, derived as a
random number between 1 and 7. In scenarios with less offerings than requirements, the numbers
of requirements and offerings are for each set selected as uniform numbers between 1 and 7,
and 1 and 4, respectively. Such a selection roughly fits the practice, as for example suggested
in [3] and, although the number of both requirements and offerings is expected to rise in the
future, this parameterization is sufficient to qualitatively capture the behavior of algorithms in
two distinguishable scenarios based on the requirements and offerings relation.

As discussed previously, the integrated location service operates in a periodic time bucketed
fashion. In the evaluation, we set the duration of each time bucket to 0.5s. This value has been
selected since it is fairly smaller that the update period of roughly 1-2s needed for users’ tracking
scenarios [147]. Periodic time bucketing simplifies the performance analysis of the integrated
location service and provides a lower bound on the performance, since the time buckets start
independently of the latency requirements from the applications. In other words, the duration of
a time bucket can exceed the latency specified by a request addressed in that time bucket, which
would result in a unsatisfied latency requirement for that request.

5.2.4 Evaluation Results

The evaluation results are summarized in Table 5.9. The first three columns specify different eval-
uation scenarios differentiated based on relations between the number of offerings and requests,
statistical difference between the latency features of the offerings and latency requirements of
the requests, and statistical difference between accuracy feature of the offerings and accuracy re-
quirements of the requests, respectively for columns 1, 2, and 3. The fourth column specifies the
overall number of requests generated in a simulation run. The numbers of requests slightly differ
per simulation run in the same set of evaluation scenarios differentiated based on the relation
between the numbers of offerings and requests. The reason for this behavior is related to the used
simulation model in which the number of requests for each time bucket is drawn as a random
number from a certain interval of numbers. A larger discrepancy in the numbers of requests is
visible across different evaluation scenarios differentiated based on the relation between the num-
ber of offerings and requests. This is because of different intervals for drawing random numbers
(i.e. generating the number of requests) for such scenarios. The next two columns of the table
give the overall power consumption, while the following column provides the relative difference
in the power consumption of the algorithms. The following columns represent the satisfaction
on respectively latency, accuracy, and both requirements, together with the relative difference in
performance of two algorithms for each metric. An exception is in the latency satisfaction, where
due to exactly the same performance of the algorithms, their relative difference is not provided.
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The per-request normalized performance results are given in Figure 5.7. The figure depicts the
relation between power consumptions, latency requirements satisfactions, latency requirements
satisfactions, and both requirements satisfactions. As visible from the figure, for all evaluation
scenarios the PTSA algorithm consumes less power per request than the PRSA algorithm. Sim-
ilar observation is given in Table 5.9, showing that across all evaluation scenarios the PTSA
algorithm consumes roughly 25 % less power than the PRSA algorithm. The reason for lower
power consumption comes from the fact that the PTSA performs optimization on all requests in a
time bucket, while the PRSA tries to minimize power consumption individually. Due to that, the
number of possible combinations of mapping the offerings to the requirements is higher for the
PTSA. To demonstrate the difference, let us assume that NV is the number of requests that have to
be addressed and M is the number of available provisioning services for a certain time bucket.
The number of virtual provisioning services that can be generated then has O(2) combinations.
The number of possible mappings in the PRSA is then O(N x 2M) because for each of the N
requests one of the O(2M) virtual provisioning services can be selected. The asymptotic number
of combinations for the PTSA is O( (N X2m)) because for each of the IV requests a set of possible

N
offering is generated and in a later step exactly one virtual service per set can be selected.
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Furthermore, both algorithms generally yield exactly the same performance it terms of latency
satisfaction, as can be seen in Table 5.9. The reason for this behavior is that both algorithms
have the same strategy for addressing the requests where the offerings cannot support the latency
requirements of the request, i.e. selecting an offering that comes closest to meeting the latency
requirement, without regarding the accuracy or power consumption of such an offering.

The PRSA yields better performance in terms of the accuracy requirement satisfaction and
consequently in terms of the satisfaction of both requirements. The reason is that the PTSA,
after addressing a request, assumes that all requests with lower accuracy and latency require-
ments are implicitly addressed as well. That means that, in case the latency and/or accuracy
requirements of the request that is being addressed cannot be fulfilled by the available offerings,
the algorithm finds the most acceptable offering, but also assumes the implicit fulfillment of re-
quests that have lower latency and accuracy requirements than the current request, which is in
that case not necessarily correct. The PRSA will, on the other hand, sequentially address all re-
quests, so even if some requests cannot be fulfilled, the others with lower latency and accuracy
requirements will be explicitly addressed, which increases the probability of satisfying their re-
quirements. The relative difference in accuracy and both requirements satisfaction in this case
depends on the evaluation scenario. In scenarios where the latency offerings are statistically
stronger than, or even comparable to, the latency requirements, the relative difference in the per-
formance is rather small, i.e. mostly smaller than 10%. However, in case the latency offerings are
statistically weaker than the latency requirements, the PRSA performs significantly better than
the PTSA in terms of accuracy and both requirements satisfaction.

5.3 Implementation of the Standardized Localization Service

In the following sections, we provide the Standardized Localization Service (SLSR), a prototypi-
cal implementation of the standardized localization service architecture specified previously. We
further instantiate and evaluate the developed service in the previously discussed testbed specif-
ically designed for performance evaluation of RF-based indoor localization solutions [136]. Our
results demonstrate the benefits of the SLSR compared to a single localization solution in terms
of localization accuracy enhancements. We also characterize the influence of different functional
properties on the overall performance of the developed service, with the aim of demonstrating
that each of these properties benefits the overall performance of the SLSR.

5.3.1 Overview of the Standardized Localization Service

Previously described components of the standardized localization service architecture could be
stand-alone applications on a mobile device to be localized, but could as well be deployed in
an environment surrounding the device. The latter is tightly related to the IoT vision of smart
environments providing services to the users and devices in such environments [208]. Before dis-
cussing the implementation of the SLSR, we have to position each component of the standardized
localization service architecture in these two classes.

The majority of location-based applications are stand-alone entities on a mobile device, pri-
marily used for providing some location-based service. However, as discussed in the introduction
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of the thesis, location information is an important part of context information with high potential
for improving wireless networks operation. Such scenarios often require location information of
a device to be shared with other entities surrounding the device. We therefore also envision ap-
plications leveraging such information to be deployed in an environment surrounding the device.

The integrated location service can be viewed as an individual per-device entity, but also as
a global centralized entity for all mobile devices. The latter would allow for a global optimiza-
tion of invocation of location information provisioning services and would simplify sharing of
location information across devices and applications. However, such a global integrated loca-
tion service would intrinsically have increased privacy and security risks, while the avoidance of
such issues is of immense importance for location information [209]. Furthermore, such a global
integrated location service would, because of the large number of devices to be supported, be
hardly scalable and would have to be a stateless entity. Therefore, the “intelligence” of request-
ing location information would have to be pushed to the applications. This means that, for ex-
ample, periodic or on event-based provisioning of location information could not be explicitly
specified, but should be done by periodically issuing requests for current location information. If
such advanced knowledge of future requests for location information is available at the integrated
location service level, the integrated location service could leverage it for optimizing the invo-
cation of provisioning services, which could potentially yield reductions in power consumption
and latency of location information provisioning, as indicated in [198]. We therefore believe the
integrated location service should be fully operating on a mobile device to be localized.

As stated previously, we believe that both location information provisioning services and re-
sources for generating location information could be stand-alone entities on a mobile device, but
could also, along the IoT vision, be embedded in smart environments surrounding the device to
be localized.

Functional Overview of the Standardized Localization Service

A detailed functional overview of the SLSR is given in Figure 5.8. The procedure starts by
different location-based applications requesting location information of certain features from the
integrated location service. As mentioned, the features of provisioning are desired accuracy and
latency of location information, where location information can be requested once, or periodically
or on an event for a certain duration. These requests for location information are received at a
listener for requests for location information, where their arrival times are logged.

The requests are then forwarded to a long-term requests interpretation entity. The role of the
long-term requests interpretation is to translate a request for periodic provisioning or a request for
provisioning on events into repeated individual requests for location information. For example, if
arequest specifies periodic provisioning with a period of 1s in the duration of 30's, the long-term
requests interpretation will translate such request into 30 requests for location information with
the latency of 1s at appropriate times.

Each request is then potentially resolved with cached location information in case such infor-
mation is not stale and if it has acceptable accuracy attribute for addressing the request. Similarly,
each request is potentially resolved by mapping of location information types. For example, if
location information of one type is requested, while a cached information of another type exists
and is not stale, the mapping of one type to another can be performed, hence the request can be
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Figure 5.8: Detailed overview of functional components of the Standardized Localization Service

resolved. All requests resolved by either cached or mapped location information are immediately
reported back to the applications.

All unresolved requests are used as an input in an algorithm for selection of location informa-
tion provisioning services. Furthermore, provisioning features of available location information
provisioning services are also used as an input to the algorithm. These features of provisioning
are obtained through the discovery of provisioning services and their features, which is initiated
by the integrated location service. Upon request, all available provisioning services estimate and
report their provisioning features to the integrated location service. Selection of provisioning
services to be invoked can be based on the two previously proposed algorithms.

Location information from different provisioning services is received at a listener for location
information. Upon receiving each location information, the integrated location service decides,
based on the requirements from each application, if this information should be reported back to
an application. The reported location information is also used for updating cached information.

5.3.2 Implementation of the Standardized Localization Service
Implementation of the Integrated Location Service

The integrated location service is, in its prototypical implementation, realized as a multi-threaded
service, as shown in Figure 5.9. One thread supports listening for requests for location informa-
tion from applications and for provisioning features from provisioning services, and notifies other
threads if a request or a provisioning feature was received. Moreover, the same thread performs
the discovery of available location information provisioning services by reading from a register
service log and discovery of their provisioning features by writing a discovery request in a proper
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discovery log. The discovery duration for the provisioning services that are “in vicinity” to a mo-
bile device is fairly small, while this duration increases with the increase in the distance between
the mobile device and a particular provisioning service. By proper timestamping of the requests
and responses for discovery and provisioning features, we leverage this property for distinguish-
ing provisioning service surrounding a mobile device from the ones that cannot provide location
information of the device in a given environment.
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the applications and for provisioning features from
the location information provisioning services;
Requesting discovery of location information
provisioning features from provisioning services;

1 >

1
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Figure 5.9: Multi-threaded realization of the integrated location service

The second thread aims at addressing newly arrived requests for location information by lever-
aging cached location information or by performing mapping between different location informa-
tion types. For leveraging cached location information the second thread requires the parameter
specifying cached location information, which is generated in the third thread discussed below.
In the current implementation, we use a very simple strategy for determining if cached location
information is considered stale, i.e. it is stale if it is older than 0.5 s. With the same intuition as
for the previously discussed time-bucket duration, the staleness metric of 0.5 s has been selected
because it is two times smaller than the update period of 1 s required for users’ tracking scenar-
ios. The second thread also handles the selection of location information provisioning services
to be invoked for provisioning. The decision is based on the provisioning features of the available
provisioning services and requests from the applications.

The third thread handles listening for location information from location information provi-
sioning services. The same thread also handles fusion of location information and reports lo-
cation information to applications based on their requirements. To operate properly, the thread
requires the selection decision about the provisioning services that have been invoked. The selec-
tion decision parameter that is exchanged between these threads is essentially a mapping between
each request from the application and the provisioning services that have been invoked for ad-
dressing that request. This parameter is required so that the thread can decide if the location
information received by a certain provisioning service should be immediately reported to an ap-
plication or the location information from other provisioning service(s) should still be received,
this information should be fused, and then the final location information should be reported to an
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application. The same thread deals with updating the cached information with the newly arrived
location information and reporting the updated cached information to the second thread.

GDP-based Implementation of Distributed Messaging

For the prototype implementation of the distributed messaging in the SLSR we have selected the
Global Data Plane (GDP) [210]. The GDP is designed as a universal middleware data distribu-
tion platform, offering prominent types of data access. The GDP natively supports a single-writer
log-based messaging, while also providing a Representational State Transfer (REST) and pub-
lish/subscribe interfaces for accessing data. Logs are encrypted and only applications with proper
encryption keys can access their data, which ensures data privacy and security.

Distributed single-writer log is a messaging pattern based on a partitioned and replicated com-
mit log service. The GDP also supports the discovery of such logs and granting reading access
to a particular log. A log is named by an opaque 256-bit number and consists of a series of
records, each record consisting of a record number, a timestamp, and data. The mapping of the
distributed messaging between the components of the SLSR and the GDP is performed by mod-
eling each interaction primitive by a log in which one entity is allowed to write new data. Other
entities are allowed to read and receive notification of the data being written in the log. A fa-
vorable feature of the GDP-based distributed messaging is the support for caching and historical
information storage and retrieval. This feature is used for the implementation of the module for
resolving requests for location information by leveraging cached location information. The GDP
provides the possibility of addressing services of the same type at once, which is leveraged in the
implementation of the module for the discovery of provisioning services and their features.

Interaction between the integrated location service and each location-based applications is
implemented as a set of GDP logs. Distributed messaging supported by the GDP allows the ap-
plication to access location information provided by the integrated location service even in case
such application is not deployed on a mobile device. The application is envisioned to be the only
writer to its log for requesting location, with the entry data being the parameters defining the
desired features of location information (location type (e.g. point or room-level location esti-
mate), accuracy, latency, once/periodically/on events, duration). The integrated location service
is subscribed to that log and upon request reports location information by writing it to a log for
reporting location information to which the application is subscribed. The registration of an ap-
plication with the integrated location service is therefore a matter of creating a set of GDP logs
and registering them with the integrated location service.

The registration of a provisioning service is performed by granting the integrated location ser-
vice a read permission to the provisioning service’s “reporting location log”, where the first entry
to that log is the address of the provisioning service (256 bit identifier) and the location informa-
tion type(s) that can be provided. The integrated location service is the only writer to a discovery
log to which all provisioning services are subscribed. Provisioning services subscribed to that log
report their availability and provisioning features by writing into a log for reporting provisioning
features, where an entry defines an offering (i.e. accuracy, latency, and power consumption). The
procedure continues in the same way as for the interaction between the location-based application
and the integrated location service.

As mentioned, the GDP provides support for REST and publish/subscribe-based messaging.

PhD Dissertation, TU Berlin, Telecommunication Networks Group, 2018 141



5 Proposal for Standardized Localization Service

Due to the lack of space, in the following we only discuss how the distributed messaging in the
SLSR can be supported by the REST messaging paradigm. The REST messaging pattern’s key
abstraction is a resource, where the resource is any named information. The REST pattern bases
messaging on four operations: creating, reading, updating, and deleting a resource. location-
based applications can request location information from the integrated location service using a
request for location information, with the payload being the desired features of this information.
The integrated location service reports this information as the response to the request, where
the response consists of the requested location information. In case the consuming application
requires periodic or on an event reporting of location information, an observe flag should be set
in the request. When the observe flag is set by the application, the integrated location service will
continue to reply after the initial resource has been reported, therefore the asynchronous nature of
responses can be achieved. Registration of a location information provisioning service with the
integrated location service is done by issuing a register service request to the integrated location
service, with the payload being the address of the provisioning service and location information
type that can be provided. During the discovery of provisioning services, the integrated location
service issues a service discovery request to each registered and suitable provisioning service. As
the response, the invoked provisioning services report their provisioning features. The integrated
location service requests location information provisioning from a provisioning service in the
same way as an application requests location information from the integrated location service.

5.3.3 Instantiation of the Standardized Localization Service

The SLSR can be instantiated in any environment served by one or more provisioning services
that are registered with the integrated location service and compliant with the previously dis-
cussed PSI interface. We instantiated the developed prototype in the previously discussed testbed
environment for experimental evaluation of RF-based indoor localization solutions. We used a
Lenovo Think-Pad laptop as a mobile device in the instantiation. The components of the SLSR
were realized as Python 2.7-based multi-threaded daemon processes. For the instantiation of
location information provisioning services we selected a set of WiFi RSSI fingerprinting-based
localization solutions.

As discussed in Chapter 3 of the thesis, WiFi RSSI fingerprinting-based localization solutions
require a training phase in which a survey of WiFi environment is performed at predefined loca-
tions, i.e. at each location a set of scans for WiFi beacon packets’ RSSI measurements is taken
and stored in the training database [144]. A mobile device whose location is to be determined
then generates its own scan of the WiFi environment and sends it to a fingerprinting server. At
the server, this scan is compared with the scans from the database and the most similar one is
reported as the estimated location of the mobile device. Additionally, fingerprinting can also
include a post-processing procedure, e.g. kNN, where instead of reporting just one training lo-
cation as the estimated location, a set of closest matches is merged and reported as the location
estimate, which benefits accuracy and decreases variability of localization errors.

An increase in the density of training locations benefits the accuracy of fingerprinting. Simi-
larly, different procedures for calculating similarities between training fingerprints and the user’s
generated one yield different accuracies and latencies of provisioning, as discussed in [144]. For
generating multiple instances of location information provisioning services with different accu-
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racy and latency features, we therefore used different densities of training locations and different
algorithms for calculating similarities between fingerprints.

Different densities of training locations are depicted in Figure 5.10. The first set of provision-
ing services uses a “small” number of training points, namely one training point per office, with
training points as indicated with blue dots in the figure. The second set of provisioning services
uses a “medium” number of training points, i.e. two or four training points per office, depending
on an office size, as indicated with red dots in the figure. The third set of provisioning services
uses a “large” number of training points, i.e. the combination of the small and medium set of
training points. Black squares indicate the locations of WiFi APs used as transmitters of beacon
packets for all instantiated provisioning services.
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Figure 5.10: Locations of training points and WiFi APs

Same as for the previous contributions in the thesis, here we also used the same two algorithms
for calculating similarities between fingerprints. Their overviews are given in Chapter 2.

As the result, we instantiated six provisioning services out of the combination of training
dataset densities and algorithms for calculating similarities between fingerprints. These provi-
sioning services were able to generate and provide local or semantic type of location information
of a mobile device. Semantic type of location information is in this case a office-level estimate of
a mobile device’s location. In addition, we instantiated two provisioning services that were able
to provide only semantic location information. This mimics a usual positioning service based
on iBeacons that is able to provide only coarse-grained room-level accuracy of localization with
lower power consumption in comparison to WiFi-based fingerprinting. Due to the shortage of
iBeacons, we mimicked their operation by leveraging fingerprinting, more precisely by using a
small training dataset and the two algorithms for calculating similarities between fingerprints,
and by limiting the reporting of location information to only a semantic office-level type of pro-
visioning. Hence, in addition to six provisioning services that were able to provide location
information of a local or semantic type, we had additional two services that were able to provide
only semantic location information.

5.3.4 Evaluation Setup, Scenarios, and Procedure

In the first step of the evaluation, we aim at showing that the composition of provisioning services,
as enabled by the SLSR, benefits the accuracy of location information provisioning. In the next
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step, we aim at demonstrating the relevance of different functional properties specified in the
SLSR by showing that each of them benefits the overall performance of the SLSR.

As discussed previously, TWIST testbed is an office environment in its usual operation, while
also offering a fully automated testbed infrastructure for the evaluation of indoor localization
solutions [136]. The testbed features a mobility platform capable of autonomously carrying a
device to be localized to different evaluation locations. The same mobility platform can be used
for moving a device to be localized over a predefined trajectory, which is suitable for the evalua-
tion of tracking solutions, in contrast to evaluation at discrete points only. As a reminder, for its
positioning in space the autonomous mobility platform matches the highly-accurate floor plan of
the testbed environment with depth information provided by a Kinect camera, achieving less than
15 cm in average localization errors in the testbed space. This is an order of magnitude lower
localization error than what the current state of the art indoor off-the-shelf indoor localization
solutions can achieve [61], hence the location information from the mobility platform can be used
as the ground-truth location of a mobile device for the evaluation purposes. The mobility plat-
form with its speed of 0.5 m/s is somewhat slower than a usual walking speed of a person and the
trajectory followed by the platform is to a certain level unnatural for a person. However, the plat-
form reduced the disturbances due to a person’s body, such as shadowing and subtle shaking, thus
increases the objectiveness of the evaluation results. Furthermore, the mobility platform enables
extraction of reference locations of a mobile device that are unavoidable for the evaluation. This
cannot be achieved by a test-person, especially in tracking scenarios, and we therefore leveraged
location information provided by the mobility platform as the reference in our evaluation.

The testbed infrastructure also supports monitoring of RF interference context that can con-
siderably degrade the performance of RF-based localization solutions, thus reduce the objective-
ness of evaluation (as demonstrated previously). The evaluation experiments have therefore been
performed on weekends with minimized and controlled influence of RF interferences. The raw
data from the experiments, i.e. the WiFi beacon packets’ RSSI scans at different locations in
the testbed, were collected and stored in the previously presented web-platform for streamlined
experimental evaluation of localization solutions [137]. This enabled streamlined evaluation of
the SLSR by inputing the collected raw data, calculating location information, comparing them
with ground truths, and calculating performance metrics. The web-platform enhanced the ob-
jectiveness and comparability of our results, for example when typifying the benefits of different
functional components of the SLSR. Two repetitions of all experiments were performed to make
an argument about the stability of our performance results.

The evaluation was performed in a localization and two tracking scenarios. For the localiza-
tion scenario a set of 20 discrete evaluation points was defined, as with red dots indicated in
Figure 5.11. As the performance metrics we specified point and room-level accuracy. The point
accuracy is defined as the Euclidean distance between ground-truth and estimated location, while
the room-level accuracy characterizes the correctness of estimated room. Clearly, increasing the
number of provisioning services also benefits the availability and robustness of location informa-
tion provisioning by increasing the redundancy of information, but due to the lack of space these
influences have not been explicitly characterized.

For the evaluation in the tracking scenarios, we specified the trajectory of movement of a
mobile device, as shown in Figure 5.11. During the course of movement along the trajectory,
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we constantly collected and stored the raw RSSI scans. We then leveraged the collected scans as
input for generating location estimates, while changing the structure and parametrization of the
SLSR. The aim of the first tracking scenario was to demonstrate that an increase in the number
of location information provisioning services benefits localization accuracy and to characterize
the nature of this benefit. In this scenario, we used each scan of WiFi environment taken along
the trajectory for estimating the location of the mobile device.

In the second tracking scenario, we aimed at showing the benefits of different functional com-
ponents of the SLSR: using the long-term requests interpretation in contrast to “pushing the
intelligence” of requesting location information to the applications; using cached location infor-
mation and mapping between location information types for potentially resolving requests for
location information; using different algorithms for selection of provisioning services; using dif-
ferent estimators of provisioning features. Metrics used for performance evaluation in the second
tracking scenario include satisfaction of accuracy, latency, and both requirements, and the total
power consumption of the SLSR. Requirement satisfaction is a binary metrics defined as the
capability of the SLSR to provide location information of with a better characteristic than the
requirement specified in a given request.

Final location

D Initi

Figure 5.11: Discrete points for localization and movement trajectory for tracking
performance evaluation

Requests for location information have been generated according to, what we believe, is one
realistic scenario for location information requirements. These requests are summarized in Ta-
ble 5.10. The first request represents a usual person’ tracking scenario with conventional require-
ments, i.e. 1 m in average localization error provided periodically with the period of 1s during
the course of the trajectory and with the location information type being local location informa-
tion [211]. The second requirement resembles a light switching scenario, in which based on the
presence of a person in a room the light is either turned on or off [212]. The location information
type is semantic, i.e. room-based information provisioning required periodically and frequently
with the period of 1s. The third request mimics a smart thermostat scenario, in which the heat-
ing in a room in turned on based on the presence of a person in the room [213]. Clearly, this
request requires a periodic semantic provisioning of location information with a high require-
ment for accuracy and low requirement for latency of provisioning (5s). The fourth scenario
mimics a self-configuring printer scenario in which, if the mobile device is in the same room as
the printer, a fine-grained periodic provisioning is needed with the accuracy of 1.5 m and latency
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of 3 s, while in all other rooms only room-level information is needed upon a change of location
information. The fifth scenario resembles a High-Definition (HD) uncompressed video steaming
using 60 GHz narrow beams [156], in which these narrow beams have to “track” the user as it
moves in the environment. In this scenario, fast (1s) and accurate (1 m) periodic provisioning
of location information has to be available for successful tracking of the user [214]. The sixth
request mimics a location-aided horizontal WiFi handover mechanism, in which a fine-grained
tracking is required in handover areas (1.5 m/1 s), while a course-grained on an event provisioning
of location information is needed in non-handover areas [215]. The seventh request represents
the D2D link establishment scenario, in which if two devices are in the vicinity a D2D communi-
cational link is established between them [216]. This scenario requires a fairly fast provisioning
of location information (1.5 s) when it changes from the previous location, with low requirement
on the accuracy of location information (2 m).

Table 5.10: Requests for location information

# Accuracy  Latency Provisioning type Location type
1 1.5m 2.0s periodic local

2 100 % 1.5s periodic semantic

3 100 % 5.0s periodic semantic

4  100%/1.5m 3.0s periodic/on event (1 m)  semantic/local
5 1.0m 1.0s periodic local

6 1.5m 1.0s periodic / on event (3 m) local

7 2.0m 1.5s on event (1 m) local

5.3.5 Evaluation Results

In the first step of the evaluation, we aimed at benchmarking the static performance of each
location information provisioning service instantiated under “the umbrella” of the SLSR. The
results are given in a regular box-plot fashion in Figure 5.12. As visible from the figure, with
an increase in the density of used training dataset (from “small” to “medium” and “large”), the
average accuracy of location information provisioning increases as well. Furthermore, the algo-
rithm PH Distance of RSSI Quantiles shows marginally better accuracy of location information
provisioning. This is due to higher complexity of its pattern matching procedure and due to the
fact that RSSI quantiles were used as fingerprints, which provides more information than the
usage of average RSSI values in the other algorithm [144]. Both conclusions are consistent for
both repetitions of experiments, making an arguments about the reliability of our results.
Similar conclusions for the point and room-level accuracy can be drawn from Table 5.11 which
provides summary results merged over two repetitions of the experiment. Furthermore, as shown
in the table, with an increase in the number of training points the latency of reporting location
estimates also increases, which is consistent with the well-known trade-offs of WiFi fingerprint-
ing [35]. Also, a more complex algorithm has higher latency of location information provi-
sioning. These summarized performance results are used as static provisioning features of each
provisioning service in the second tracking scenario. Due to the inability to directly measure the
power consumption of location information provisioning, we leverage a simple characterization
of a power profile of each provisioning service, i.e. all WiFi-based provisioning services are
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given a constant power profile of 2. The services that mimic iBeacon-based location informa-
tion provisioning were given a two times smaller power profile. This is consistent with reported
comparisons of the WiFi vs. Bluetooth power consumptions, e.g. [217].

The results for the first tracking scenario are given in Figure 5.13. Each group of box-plots
depicts localization errors for two repetitions of an experiment. As visible from the figure, the
results demonstrate a high level of stability across the two repetitions, which makes an argument
about the reliability of our findings.

Table 5.11: Summary performance results of the instantiated provisioning services

Provisioning Room Power
. Accuracy Latency .
service accuracy consumption
Euclidean small 3.14m 52.5 % 0.66s 2.0
Quantile small 3.05m 55.0 % 0.72s 2.0
Euclidean medium 241 m 62.5 % 0.86s 2.0
Quantile medium 2.22m 65.0 % 091s 2.0
Euclidean large 1.96 m 75.0 % 1.05s 2.0
Euclidean semantic / 52.5% 0.66s 1.0
Quantile semantic / 55.0 % 0.72s 1.0
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Figure 5.13: Influence of fusion of location estimates on the final accuracy of provisioning

The first six groups of box-plots depict the results achieved by the two algorithms with different
densities of a training dataset, namely small (S), medium (M), and large (L). As visible from the
figure, there is a substantial increase in average localization errors in comparison to the static
scenario. The reason for that is the movement of the device to be localized in this scenario, which
influences the quality of the obtained WiFi RSSI measurements. Furthermore, in this scenario
the less complex algorithm, i.e. the Euclidean Distance of Averaged RSSIs, achieved marginally
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better performance. This is due to the fact that in moving scenarios the usage of multiple RSSI
scans for estimating location does not benefit, but actually reduces the localization accuracy, since
the older scans are essentially taken at some previous locations along the movement trajectory.

The following box-plots depict the localization accuracies in case of fusion of location esti-
mates provided by the two algorithms. For example, the “Combo S” group of box-plots presents
the results of fusion of location estimates provided by the two algorithms, both of them using
the small training dataset. Similarly, the “Combo S-M” depicts the localization accuracies in
case the estimates provided by four instances of provisioning services, with instances being the
two algorithms that use small and medium datasets. The figure shows that the fusion of loca-
tion estimates is beneficial, but only if the fused instances have comparable localization errors.
For example, the “Combo S” localization errors are generally smaller than the localization er-
rors of any instance of provisioning services that leverage the small training dataset. The same
conclusion holds for instances that use medium and large training datasets, for both algorithms,
and for both repetitions of the experiment. However, in case instances with different localization
accuracies are fused, the resulting localization errors are generally comparable or worse than
the ones obtained by fusion of only instances with the highest accuracies. For example, the ac-
curacies labeled with “Combo S-M” have larger localization errors than the ones labeled with
“Combo M”. This means that the fusion of location information should be performed only if the
fused instances have comparable accuracies, which is consistent with Equation (5.4).

In the second tracking scenario, we generated a realistic load for the integrated location service
by using the previously specified requests for location information. We captured the satisfaction
of requirements using the following procedure. If the localization error of location informa-
tion reported to an application is smaller than the localization error (i.e. accuracy) specified in
the corresponding request for location information, then the requirement is considered satisfied.
Similarly, if the latency of provisioning of location information is smaller than the one specified
by the request, the latency requirement is considered satisfied. Both requirements of a request
are satisfied if both accuracy and latency exceed the ones specified in the request. The consumed
power metric specifies the total power consumed by all previsioning services during the course
of a movement along the trajectory, with the power profile of each provisioning service being as
specified in Table 5.11.

Table 5.12 summarizes the obtained results for the two algorithms for selection of location
information provisioning services. The total number of requirements differs slightly for the two
repetitions of the experiment because of small differences in movement of a mobility platform
in different repetitions. The “Basic” type of the SLSR includes only basic functionalities of the
integrated location service, namely reception of requests for location information, discovery of
provisioning services and their features, invocation of provisioning services, reception of location
estimates from the invoked provisioning services, their fusion, and their reporting to the applica-
tions. The “Caching & mapping” type additionally includes caching and mapping functionalities.
Caching functionality enables addressing requests for location information with cached location
information if the features of such information exceed the requirements of the request and in case
cached location information is not stale.

Mapping functionality supports mapping of local to room-level location information type and
vice-versa, if appropriate type of location information exists in the cache. The “Long-term in-
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terpretation” type of the SLSR includes the long-term requests interpretation. In other words,
previous types assumed that the application will issue a request for location each time this infor-
mation is needed. The “Long-term interpretation” type assumes that requests for periodic or on
an event provisioning for a certain duration can be specified in one request. This request is re-
ceived by the long-term requests interpretation entity, which does a request translation to multiple
requests at appropriate time instances. The listed types of SLSR leverage static features of provi-
sioning of different provisioning services, as specified in Table 5.11. The “Dynamic” type uses a
dynamic specification of the latency and accuracy features of provision of different provisioning
services. This is possible since we know the accuracy and latency features of provisioning of
all provisioning services and for all WiFi scans collected along a trajectory, as discussed in the
previous tracking scenario.

The results in Table 5.12 show that the PTSA, which does a more global over a time-bucket
optimization of selection of provisioning service consumes roughly 25 % less power in total.
However, for the “Basic” type of SLSR the number of satisfied accuracy and both requirements
of the PTSA is roughly 25 % smaller that the same satisfactions of the PRSA. Both algorithms
utilize the same strategy for meeting the latency requirements from applications, hence the la-
tency satisfaction is the same for both of them. These findings are consistent with the ones derived
previously by simulation the algorithms’ performance. Introducing the mapping and caching ca-
pabilities dramatically reduces the total consumed power, while it also highly benefits both accu-
racy and latency requirements satisfaction. While it is straightforward that caching and mapping
functionalities benefit latency requirement satisfaction, the reason for benefiting accuracy sat-
isfaction is due to the fact that, if an estimate of location is provided faster, due to the moving
nature of the device, also the accuracy of the estimated location will be higher. In other words,
improvements in latency in tracking scenarios also benefit the accuracy of the SLSR. Pushing
“the intelligence” of requests for location information to the integrated location service, as done
in the “Long-term interpretation” type, further benefits the latency of location information pro-
visioning, since it removes the latency overhead of sending a request by an application to the
integrated location service. However, the benefit in terms of accuracy or/and latency satisfaction
is relatively small, since the duration of issuing a request in the prototype implementation is also
very small. However, presumably for the more distributed applications the request time will be
larger, which will result in higher benefits of using the long-term requests interpretation. Finally,
the usage of dynamic prediction of provisioning features benefits the accuracy and both require-
ments satisfaction because a more accurate selection of provisioning services can be performed.
However, these dynamic features generally suggest smaller accuracy of provisioning of provi-
sioning than the accuracy features obtained by performing a static evaluation, as demonstrated
by the results of the first tracking scenario and the results of static evaluation. Therefore, in many
cases more provisioning services are invoked to satisfy the requirements from the applications.
Thus, the power consumption of the “Dynamic” type is considerably increased in comparison to
the “Caching & mapping” and “Long-term interpretation” types.
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5.4 Conclusions

For achieving accurate, seamless, and robust provisioning of location information, we firstly de-
fined a standardized modular localization service architecture. The proposed localization service
architecture consists of location-based applications, an integrated location service enabling fu-
sion and handover of the integrated location information provisioning services, and resources for
generating location information. Secondly, we standardized the interaction requirements between
the distributed modules of the proposed architecture.

We further proposed two algorithms for selection of location information provisioning ser-
vices. The selection decision is based on the accuracy and latency requirements specified by
the location-based applications and the location information provisioning features of the avail-
able provisioning services. The decision is subject to per-request power minimization for the
Per-Request Satisfaction Algorithm (PRSA), and a time bucket-wise power minimization for the
Per-Time-bucket Satisfaction Algorithm (PTSA). We demonstrated analytically and experimen-
tally roughly 25% better performance of the PTSA in terms of power consumption with a trade-off
in accuracy satisfaction. In general terms, we showed that the selection of provisioning services
influences the final performance of localization services, even for relatively small numbers of re-
quirements from the applications and available provisioning services during a time bucket. Since
we believe these numbers are expected to grow, sophisticated selection algorithms will play an
important role in optimizing the performance of localization services. We believe that this contri-
bution makes a step in the direction of addressing this issue. Nevertheless, the presented results
should be viewed only as a rough indication of the importance of optimizing the selection of pro-
visioning services. This is because we abstracted out and treated at a very high level the aspect
of power consumption of individual provisioning services. An experimental evaluation of power
consumption of individual provisioning services is needed before making any stronger claims
about the performance of different algorithms for selection of provisioning services.

Both power consumption and accuracy are important features of location information provi-
sioning and it is hard to prioritize any one of them globally, since different users have different
preferences. We therefore believe that the ultimate selection of location information provision-
ing services should have two levels. On the “strategic” level, the localization service should
outsource to the user high-level optimization preferences. On the “operational” level, i.e. within
the selected high-level strategy, different algorithms can be used for achieving these goals, and
the two algorithms we proposed are just examples that primary focus on latency requirements
satisfaction. Therefore, the ultimate choice on which algorithm to use will depend on the user’s
preferences, hence the possibility for such a selection is envisioned in the localization service
architecture (the Specify policy interaction primitive of the SLI).

Furthermore, we contributed with a prototypical implementation, instantiation, and evaluation
of the SLSR. Our results demonstrated the benefits of fusion of location information provided
by different provisioning services. Furthermore, our results showed a considerable increase in
localization errors in tracking scenario in comparison to static localization scenarios. Addition-
ally, our results experimentally demonstrated the influence of different algorithms for selection
of location information provisioning services to the overall performance of the standardized lo-
calization service. We further showed that even the usage of fairly trivial methods for caching of
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location information and mapping of location information types highly benefits the performance
of the standardized localization service. Finally, having the global view on the provisioning fea-
tures, in contrast to leveraging well-established static performance benchmarks, resulted in more
optimal selection of provisioning services, which in turn benefits the accuracy and latency of
location information provisioning.
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6 Using Location Information for Improving
Wireless Networks Operation

Assuming an accurate, reliable, seamless, and performance-wise foreseeable location informa-
tion of mobile and nomadic devices is available, this information can be used for improving the
performance of wireless networks. This potential has been conceptually discussed in the intro-
ductory part of this thesis (Section 1.1). However, the vast majority of discussions on potential
location-based improvements of the performance of wireless networks assumes a perfectly accu-
rate location information, which is an unrealistic assumption in practice.

In this chapter of the thesis, we demonstrate that realistic and practically achievable location
information can be used for improving the performance of wireless networks. We do that on two
emerging concepts in next generation wireless networks, i.e. Device-to-Device (D2D) commu-
nication and mobile relaying. Parts of this chapter have been published previously as follows. A
mechanism for location-based D2D link establishment has been discussed in [218]. A location-
based mechanism for positioning of a mobile relay has been proposed in [219].

6.1 Location-based Decision-making Mechanism for D2D Link
Establishment

A massive growth in the amount of wireless traffic is expected in the near future [220]. In com-
parison to leveraging the available infrastructure (i.e. intermediate nodes) for communication
between end-devices, D2D communication represents a potential for reducing the amount of
network traffic and improving the latency and energy efficiency of communication [221].

Current D2D link establishment mechanisms usually leverage RSS for deriving if the two de-
vices that want to establish a communication link are in proximity. Mechanisms for RSS-based
D2D link establishment assume that communication links between devices can be established if
RSS values from probe packets transmitted by one device and observed by the other are above a
certain threshold [125, 126]. One drawback of RSS-based D2D link establishment mechanisms
comes from the fact that RSS is a highly fluctuating signal feature [222], therefore such mecha-
nisms can be unreliable. Such mechanisms also require constant active probing, i.e. transmission
of probe packets by one device and listening for probe packets by the other. This probing has to be
done repeatedly and even if the devices are very far from one another. During probing the devices
are not able to communicate with the infrastructure, which represents a loss of communication
potential in case D2D links cannot be established. Repeated transmissions of probe packets also
negatively impact the power consumption of the devices.

At the same time, we are witnessing an increase in location-awareness in wireless networks,
as discussed in the previous chapters of this thesis, as well as in e.g. [61, 11]. We believe that the
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usage of location information of devices that wish to establish a D2D link and some knowledge
about the propagation characteristics in a wireless environment would result in a better solution
for a decision-making mechanism for D2D link establishment. In contrast to RSS-based mecha-
nisms, such a location-based D2D link establishment mechanism would not need repetitive active
probing, but the probing would have to be performed only when the proposed mechanism yields
that a high chance of establishing a D2D link exists.

When leveraging location information for D2D link establishment, one needs to keep in mind
that location information of mobile devices are generally not ideal, i.e. localization errors are to
be expected. In addition, wireless signals intrinsically contain randomness, resulting from both
large-scale (shadowing) and small-scale fading (multi-path fading). Hence, even if the distance
between devices is small enough to establish a D2D link, this does not necessarily imply that
the devices will be able to communicate. Therefore, the imperfections in both propagation and
location information and have to be considered while designing a reliable location-based D2D
link establishment mechanism.

With those issues issues in mind, we propose a decision-making mechanism for location-based
D2D link establishment. The proposed mechanism takes into account inaccuracies caused by ran-
domness in wireless propagation and errors in location information of mobile devices. We firstly
show that that the Euclidean distance between the devices, if calculated using their erroneous
location information, is a Rice-distributed random variable, assuming that the localization errors
per-axis are zero-mean Gaussian distributions. We leverage the derived distance in a multi-wall
propagation model for modeling path-loss and large scale fading, while we model small-scale
fading based on Rayleigh distribution. We derive a closed form equation for the probability of
establishing a D2D link between two devices.

We evaluate the proposed mechanism by comparing the link establishment decisions yielded
by the mechanism with the measured SNR between the devices in a complex office-like environ-
ment, i.e. in the previously discussed testbed for the evaluation of RF-based indoor localization
solutions. We do that for multiple SNR thresholds used as inputs to the mechanism, for different
locations of the devices, and for various distances between the devices. We show that by using a
5 dB SNR safety margin, i.e. by setting the SNR threshold 5 dB above the one nominally needed
for communication, the mechanism can achieve the rate of false positive link establishment de-
cisions of less than 2%. We further show a relatively small increase in the percentage of false
negative link establishment decisions as a function of increasing localization errors.

6.1.1 D2D Link Establishment Scenario

We envision a D2D link establishment scenario as depicted in Figure 6.1. Mobile devices that
wish to communicate express their intentions to the infrastructure to which they are connected.
The infrastructure is aware of the mobile devices’ physical locations, which are to a certain level
erroneous. The aim of the mechanism is to calculate the probability that the SNR between two
devices is higher than a desired SNR threshold. In case the mechanism yields that there is a
high probability of the SNR between two devices being higher than a desired threshold, the
infrastructure notifies both devices that a D2D communication link can likely be established.
We assume that the location of each mobile device is specified with its = and y coordinates in
a 2D coordinate system. We further assume that all per-coordinate localization errors have the
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same standard deviation o. This assumption is justified since at these relatively small distances
between devices (i.e. in the same environment) location information of the devices are usually
provided by the same localization service.
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Figure 6.1: Overview of the envisioned scenario

6.1.2 Location-based Mechanism for Establishing D2D Links

Location information of each device is erroneous with error per-coordinate being a zero-mean
Gaussian distributed random variable. Modeling per-coordinate localization errors with Gaus-
sian distribution is a usual and well established procedure in the literature, some examples be-
ing [223, 151, 147].

Euclidean Distance Between Devices

Suppose that the location information of the devices 1 and 2 are provided by the localization
service as (fz, , fy, ) and (fiz,, fby, ). Furthermore, the correct locations of the devices are random
variables (X7,Y7) and (X2, Y2). We assume that each coordinate of the location information
provided by the localization service is a normally distributed random variable specified by its
mean value p and standard deviation o

X1~ N(ptay,0%), Y1~ N(py,,0°) (6.1)
Xy~ N(ptay, 0°%), Yo~ N(pty,,07). (6.2)

Euclidean distance between the devices is therefore estimated as:

d= /(X1 — X2)2 + (Y1 - Vo). (6.3)

Proposition 6.1.1. [f the true locations of two devices are modeled according to Equations 6.1
and 6.2, the Euclidean distance between the devices is a random variable distributed according
to Rice distribution d ~ Rice(v,\/20) with the CDF given as follows:

F)=P(d <) =1-Qs < (6.4)
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where:

V= \/(uzl = Hay)? F (byy = fhy2)?- (6.5)

Furthermore, Q1 is the Marcum 1 function given by [224]:

o] 2 2
Q1(a,d) :/ x exp (—x —;—a ) Ip(ax) dz (6.6)
b

for a,b > 0, where 1y is a well-known modified Bessel function of the first kind.

Proof. The proof is given in Appendix B. O

Propagation Model

In the propagation model, path-loss, large-scale fading (shadowing), and small-scale fading (multi-
path fading) are considered. Small-scale fading in a wireless channel is characterized with a
Rayleigh distribution because we are assuming harsh and complex indoor environments with peo-
ple carrying the devices (hence body shadowing), thus the probability of a Line-of-Sight (LoS)
component arriving at the receiver is very small. For modeling path loss and large-scale fading
we use the multi-wall model [225]. The applicability of the model for modeling indoor environ-
ments has been demonstrated in [171]. In the model, the signal attenuation L(d) in dB, which is
a result of path-loss and shadowing, is given by:

L(d) = I, + 10y1og(d) + M,,. 6.7)

l. is a constant value related to the model fitting procedure discussed below. The attenuation
L(d) is dependent on the distance d from the transmitting device, path-loss coefficient -y of the
environment, and the total attenuation from all walls M, in the direct path between the transmitter
and the receiver. Each wall has its attenuation contribution [, hence for the number of walls NV,,
in the direct path between the transmitter and receiver total attenuation from all walls M,, is given
as:

My =Y Ly (6.8)
Therefore, the total attenuation in linear units, i.e. in Watts, is given by:
L(d) le+ M Ly
0d)=10 10 =d710 10 = kd. (6.9)
If the small scale fading channel gain is denoted by the parameter h, the instantaneous SNR is
given by:

hP
NkdY

where IV is the noise power. If the small scale fading is Rayleigh distributed, then the channel
gain h is exponentially distributed in Watts [226]. For the rest we assume that h has exponential

SNR =

(6.10)
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distribution with mean value 1. Note that the instantaneous SNR is affected by two random pa-
rameters h and d. Let SNRyy, represents the SNR threshold above which a D2D communicational
link can be reliably established. The probability that a link can be reliably established is denoted
by F}, q(link) and characterized in following proposition.

Proposition 6.1.2. Suppose that small scale fading gain is exponentially distributed and d has
Rice distribution, i.e. d ~ Rice(v,\/20). The link probability F (link) is given by:

) SNRth>:|
Fy a(link) = E - 6.11
allink) [exp( e 6.11)
Pta:

where SNR is the average SNR given by == and the expectation is taken over d. Moreover
if free-space path-loss exponent y equals 2, we have:

—20262k NSNRyy,
Pro exp (Pm+4z72:cNSNRth

Fy, q(link) = 6.12

ha(link) Py + 402k NSNRy, (6.12)

Proof. See Appendix B. O

The above equation can be computationally complex. With further simplification, we assume
that the small scale fading effect is averaged out. In this scenario, SNR is given by N}EgQ.

Proposition 6.1.3. Suppose that small scale fading effect is averaged out and d has Rice distri-
bution, i.e. d ~ Rice(v, v/20). The link probability F(link) is then given by:

F,(link) = 1 v 1 Pa \'? 6.13
d( mn )* 7Q1 \/50" \/50' (NK}SNRth) . ( . )

Proof. See Appendix B. O

Discussion

The proposed decision-making mechanism for location-based D2D link establishment leverages
the previously presented multi-wall model for modeling large-scale fading and path-loss. as dis-
cussed previously, the multi-wall model assumes that an accurate floor plan of the served en-
vironment is available and can be used for determining the number of walls in the direct path
between the devices that wish to establish a D2D link. The requirement for the availability of a
floor-plan should not pose a challenge for the deployment of the proposed mechanism. On the
contrary, the floor-plan will in most cases already be available since the environment is served
by an indoor localization service, and such services usually require a floor plan of the served
environment.

Furthermore, the multi-wall model requires an estimation of model parameters, i.e. the wall
attenuation /,, and the constant /. related to a model fitting procedure. The model fitting proce-
dure is a procedure of calculating model parameters using measurements collected at different
locations in a targeted environment. The used model fitting procedure is a simple least-square
fitting procedure given as follows:

M-—1
{ley Ly Yopt = arglrg}il{ Z:O |P — (Pre — L(d,))|?}. (6.14)

PhD Dissertation, TU Berlin, Telecommunication Networks Group, 2018 157



6 Using Location Information for Improving Wireless Networks Operation

The procedure allows minimization of the differences between powers F,,, measured in each
m-th (m = 1,2, ..., M') measurement location and the model estimated received power P, —
L(d,,), where P,, denotes the transmit power at the transmitter. Obviously, the model fitting
procedure requires a certain number of measurements to be collected before the model parameters
could be calculated. This again should not pose a challenge for the deployment of the proposed
mechanism. The usual procedure of almost effortless collection of the required measurements
is crowd-sourcing in which mobile devices in a targeted environment opportunistically collect
measurements, in this case RSS scans [227, 19]. These measurements are then, together with the
locations where they are collected, reported to the network and can be leveraged for calculating
the model parameters /. and [,,. The locations of collected measurements can be obtained from
a localization service that is deployed in the targeted environment.

6.1.3 Evaluation of the Proposed Mechanism

The idea of the evaluation procedure is to compare the D2D link establishment decisions made
by the proposed mechanism with measured references in order to obtain the number of correct
decisions made by the mechanism. We perform the evaluation of the proposed mechanism using
WiFi as an example technology. However, it should be noted that the proposed mechanism is
technology independent.

For the evaluation of the proposed mechanism we leveraged precollected measurements from
41 locations in our testbed environment, as shown in Figure 6.2. As discussed previously, the
testbed infrastructure includes an autonomous mobility platform for accurate positioning of a
measuring device at different measurement locations. The average per-axis localization error of
the autonomous mobility platform in the testbed is 10 cm [136]. At each measurement location
we collected a set of 40 WiFi scans for WiFi beacon packets. From the obtained packets we
extracted RSSI values from four transmitters with locations as indicated in Figure 6.2. The trans-
mitting devices were TL-WDR4300 wireless routers operating in the 2.4 GHz ISM frequency
band (channel 11) with their transmission powers set to 20 dBm (100 mW). As the receiving
device a MacBook Pro notebook with the AirPort Extreme network interface card was used. The
experiments were performed during weekends where there were no people present. All neighbor-
ing WiFi nodes are operating in the 5 GHz ISM frequency band, hence the wireless interference
was minimized.

Two measurement collections were performed at different days. The first one was leveraged
for the least square fitting procedure (Equation 6.14) for calculating the multi-wall parameters.
The procedure yielded the wall attenuation [, of 4.81 dBm and the constant /. of 43.73 dBm.

The second measurement collection was used for the evaluation of the proposed mechanism.
The idea of the evaluation procedure was to leverage Equation 6.13 for calculating the probability
of establishing a D2D communication link between the transmitting device (one of the WiFi
routers) and the receiving device (MacBook Pro). This was done per location and per transmitting
device by setting the SNR threshold SNRy;, to different values around the measured average SNR
value. The measured average SNR value was obtained by averaging the obtained RSSI values
from certain transmitter and receiver locations and subtracting the network interface card’s noise
floor of -96 dBm. In our evaluation procedure, we therefore in total leveraged 164 transmitter-
receiver pairs (41 receiver x 4 transmitter locations).

158



F. Lemi¢: Enhanced Location Information and its Application

In practical deployment scenarios, the SNR threshold is usually going to be set to a certain
constant value that is required for achieving the desired quality of a D2D communication link.
However, the aim of our experiments was to characterize the behavior of the proposed mechanism
for SNR threshold values that are close to the measured average SNR, i.e. for which the proposed
mechanism has a higher chance of making wrong decisions. For that reason, different SNR
threshold values ranged from values that were 5 dB lower to values 5 dB higher than the measured
average SNR value.

We assumed that a D2D communication link can be reliably established if the probability of
establishing a link Fq(link) is higher than 0.95. We further assumed that the link cannot be
established if the probability F(link) is lower than 0.95. As a reference for the evaluation, for
the SNR threshold values strictly higher than the average measured SNR values we assumed the
link cannot be reliably established. Similarly, for the SNR threshold values strictly lower than
the measured average SNR we assumed that the link can be reliably established.

The evaluation metrics were the number of false positive and false negative decisions about
the possibility of establishing a D2D communication link between two devices. False positive
decisions made by the mechanism will have the following end-result. The devices that wish to
establish a D2D link will initiate its establishment by one of them issuing a probe request that will
not be heard by the other. The false negative decisions represent a loss of D2D communication
opportunity because the link can be successfully established, but the establishment is not initiated
because of the wrong decision made by the mechanism.
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Figure 6.2: Locations of WiFi APs and evaluation points in the testbed environment

The percentage of false positive link establishment decisions for various differences between
SNR threshold and measured average SNR is given in Figure 6.3. Similarly, the percentage of
false negative decisions is given in Figure 6.4. For deriving the results the per-axis localization
error o of both devices was set to 0.1 m, since that is the positioning error of the used autonomous
mobility platform. As visible in Figure 6.3, setting the SNR threshold to a value 5 dB higher then
the average measured SNR results in less than 2% of false positive link establishment decisions.
Similarly, as visible in Figure 6.4, if the measured average SNR is a value that is more than
4 dB lower than the SNR threshold the probability of false negative link establishment decisions
is reduced to less than 2%. In conclusion, the results show that, even for a complex indoor
environment, by setting the SNR threshold value to a value that is 5 dB higher than the desired
one for establishing a D2D link, the probability of false positive decisions is reduced to less than
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2%. However, such a conservative configuration of the SNR threshold could yield false negative
link establishment decisions for SNR values that are higher than the set threshold, as depicted in
Figure 6.4.
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Figure 6.3: Percentage of false positive link  Figure 6.4: Percentage of false negative link
establishment decisions establishment decisions

As mentioned, for the previous results we used the per-axis localization error value o of 0.1 m,
since that is the localization accuracy of the used autonomous mobility platform. In the following,
we aim at establishing the correlation between the number of false negative D2D link establish-
ment decisions and per-axis localization error . We set the SNR threshold to a value that is 5 dB
higher than the one nominally needed for establishing a D2D link. We then increase the value of
o from 0.1 to 1.5 m and accordingly change the location coordinates of both devices by adding
to their coordinates x and y a number drawn from a zero-mean Gaussian distributions with vari-
ance o2. By doing that we “artificially” increase the error of location information of both devices.
Since the SNR threshold is lower than the average measured SNR, the devices should nominally
be able to establish a D2D communication link, hence the number of false negative decisions
should be low. However, due to increased localization errors, the proposed mechanism becomes
more conservative in its calculation of the probability of establishing a D2D communication link.
This “loss of opportunity for D2D communication” is depicted in Figure 6.5. As visible in the
figure, with an increase of per-axis localization error ¢ from 0.1 to 1.5 m the number of false
negative decisions increases from roughly 2% to roughly 12%. This relatively small loss of op-
portunity for D2D communication due to an increase in localization errors comes from the fact
that SNR is inversely related to the distance between communication devices. In other words,
SNR decreases relatively slowly with an increase in the distance between devices.

An increase in localization errors further results in a decrease in the number of false positive
link establishment decisions. Additionally, for a large margin between the average measured SNR
and SNR threshold (i.e. larger than 4dB) there is no effect of the increased localization errors
because the number of false positives is even for small localization errors very close to zero. A
decrease in the number of false positives with an increase in localization errors should not be
interpreted as a benefit of larger localization errors in the proposed mechanism. That is to say, an
increase in localization errors results in a loss of potential for establishing a D2D communication
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False negative link establishment decisions [%]
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Figure 6.5: Percentage of false negative link establishment decisions vs. localization
error per-axis o

link, as discussed previously. The side effect here is that, due to increased localization errors,
the proposed mechanism becomes more conservative in making a positive link establishment
decision, hence a decrease in the number of false positive link establishment decision is observed.

6.2 Location-based Mechanism for Positioning of a Mobile
Relay

Leveraging a relaying device to transmit information from a source to a destination is shown to
enhance throughput, coverage, and energy efficiency of wireless communication [228]. If the
destination device is nomadic, however, a fixed relaying device usually significantly constraints
the achievable benefits. This fact motivates the use of mobile relaying in which the relaying
device is capable of positioning itself in a served environment in a way that optimizes the path
quality between the source and the destination [229]. However, it is still unclear how to find an
optimal location of the mobile relay for such a scenario.

In the following, we propose a mechanism for positioning of the mobile relay. Under the
assumption that an environment is served by a localization service, we ground the decision about
the optimal relay location on physical location information of the source and the destination. The
proposed mechanism accounts for the errors in location information provided by the localization
service, as well as for the propagation characteristics (i.e. path-loss and large-scale fading) of the
served environment.

We evaluate the proposed mechanism in a complex indoor environment by leveraging a flexible
testbed infrastructure for supporting such experimentation. We do in the 2.4 GHz ISM frequency
band using WiFi as an example technology, although the proposed mechanism can be applied
for various other technologies for wireless communication. To demonstrate the baseline of the
achievable performance of the proposed mechanism, we first evaluate the mechanism under rel-
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atively small localization errors, i.e. the smallest ones obtainable in our testbed environment. In
case of relatively small per-coordinate localization errors of 10 cm, our results demonstrate less
than 4 dB in average difference between the measured SNRs of optimal transmission paths and
the measured SNRs of transmission paths through locations yielded by the proposed mechanism.
Our results also characterize the loss of communication path quality as a function of increasing
localization errors. Finally, we characterize the SNR enhancements due to mobile relaying sup-
ported by the proposed mechanism in comparison to direct transmission between end-devices.

6.2.1 Relaying Scenario

The envisioned relaying scenario is presented in Figure 6.6. As depicted in the figure, the aim
of the source is to transmit information to the destination, which is achieved through the use of
a mobile relay. Since the source is static, perfect location information of the source is assumed
to be known to the network infrastructure. The environment is assumed to be served by a lo-
calization service deployed in the infrastructure. Location information of all nomadic devices
in the environment are specified with their  and y coordinates in a 2D coordinate system. Per-
coordinate localization errors of the devices are assumed to have the same standard deviation o.
This assumption is made because location information of the devices in a single environment are
usually provided by the same localization service, hence statistically the same errors are expected
for all of them.
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Figure 6.6: Overview of the envisioned scenario
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The mechanism for positioning of the mobile relay is also deployed in the infrastructure. The
goal of the mechanism for positioning of the mobile relay is to decide to position the relay at a
location among multiple potential locations so that the path quality between the source and the
destination is maximized.

6.2.2 Location-based Mechanism for Positioning of a Mobile Relay

We specify the path quality between the source and the destination by leveraging the Policy 1
from [230]. We select this policy because it yields the best relaying performance among a set of
evaluated ones, as reported in [230]. However, instead of taking the instantaneous Channel State
Information (CSI), we take the expected SNR between the source and the relay at a given location
(i.e. SNRg ) and the expected SNR between the relay at a given location and the destination
(i.e. mR p). This is because of the assumption that the relay remains at the same location
during a communication session between the source and the destination. The path quality for a
certain location ¢,¢ = 1, ..., IV, is then given by:

SNRl = HliIl{SNR&R%.7 SNRR“D}. (6.15)

The optimal relay location among a set of IV candidate locations, denoted as [*, is selected
according to the following criterion:

Ir= arg'_r?aXN{SNRi}. (6.16)

Euclidean Distance Between Devices

A per-coordinate error of location information is modeled by a zero-mean normally distributed
random variable, which is, as mentioned previously, a well-established procedure. In the follow-
ing, we derive expressions for the Euclidean distance between two devices in case one device’s
location is erroneous and the other’s location is perfectly accurate, as well as in case both devices’
locations are erroneous.

Euclidean Distance Between Source and Relay Suppose that the correct location in-
formation of the source is (g, yg). Furthermore, the potential location of the mobile relay is
provided by the localization service is (fixp,, fy5 ), While its correct location is a random variable
(XR, Yr). We assume that each 2D coordinate of the location information of the relay provided
by the localization service is a normally distributed random variable specified by its mean value
w and standard deviation o

Xg ~N(tzp, o), Yr ~N(iyp,0?). (6.17)

Euclidean distance between the source and the mobile relay is therefore given by the following
random variable:

d=+/(Xr —25)2+ (Yr — ys)2. (6.18)
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Proposition 6.2.1. If the currect location of the relay is given according to Equation 6.17 and
the correct location of the source is known, the Euclidean distance between the source and the
relay is a Rice distributed random variable Rice(\, o) with parameters o and X\ with the CDF
given as follows:

A0
Fsr(0) =P(d<0)=1-Q <U, U) : (6.19)
where:
A= \/(MxR —5)%2 + (fyr — ys)% (6.20)

Furthermore, ()1 is the Marcum 1 function given by [224]:

o] 2 2
Q1(a,b) :/ T exp (_a: ;—a ) Iy(ax) dex, (6.21)
b

Jor a,b > 0, where 1y is a well-known modified Bessel function of the first kind.

Proof. The proof is given in Appendix B. O

Euclidean Distance Between Relay and Destination Suppose that the potential location
information of the relay and of the location information of the destination are provided by the lo-
calization service as (ftz,, [ty ) and (iz,, f4y;, ), While the correct locations are random variables
(Xg,Yr) and (Xp,Yp). Same as before, we assume that each coordinate of the location infor-
mation provided by the localization service is a normally distributed random variable specified
by its mean value i and standard deviation o

Xp ~ N(pag,0%), Y~ N(iyg, 0°) (6.22)
Xp ~N(tzp,0?), Yp ~N(uyp,0?). (6.23)

Proposition 6.2.2. Ifthe locations of the relay and the destination are given according to Equa-
tions 6.22 and 6.23, the Euclidean distance between the devices is a random variable distributed
according to a Rice distribution d ~ Rice(v, \/50) with the following CDF:

Frp(0)=P(d<8)=1-Q (;20_ j;g) , (6.24)

where:

V= \/(MJBR - MwD)2 + (Myn - ,UyD)2- (625)
Moreover, Q1 is again the Marcum 1 function, as specified previously with Equation 6.21.

Proof. The proof is given in Appendix B. O
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Propagation Modeling

In the propagation modeling, path-loss and large-scale fading (shadowing) are considered. For
the envisioned scenario, we believe that it is important to model only the long-term behavior
of the wireless channel. Small-scale (multi-path) fading could, due to destructive interference,
create deep fades that will affect the quality of the path, as discussed ine.g. [231]. However, due to
small-scale mobility of the destination device (e.g. being held by a person) and due to the fact that
we are predominantly considering complex indoor environments where there is a constant change
in small-scale fading (e.g. people mobility, opening and closing the doors, etc.), these deep fades
are expected to have a short-time span. Additionally, in practice there is a certain time required by
the mobile relay to position itself to a location yielded by the proposed mechanism. Since we want
to position a relay at a long-term optimal location, we do not model small-scale fading, which
is a well-established procedure in location-based mechanisms for the selection of opportunistic
relays, e.g. [135, 134]. For propagation modeling we used the previously discussed multi-wall
model, the total signal attenuation in the model in Watt at distance d between the transmitter and
the receiver, which is the result of path-loss and shadowing, is given by Equation 6.9. The SNR
between two devices is then given by:

Ptx

SNR =
Nkdv’

(6.26)

As mentioned previously, the SNR between the transmitter and the receiver is affected by the
random parameter d. To use this SNR values for the positioning of the relay later, one option is
to use the expected SNR. However, since d is Rician, d? is noncentral Chi squared distribution
and the expected value of d% does not exist for v > 2 [232, p. 345]. Instead we assume that SNR
is measured in dB. Therefore, in the following we derive expressions for the expected value of
logarithm of SNR between two devices in case both devices’ location information are erroneous,
as well as for the case one device’s location information is perfectly accurate, while the other’s
location information is burdened with errors.

Expected SNR Between Source and Relay

Proposition 6.2.3. Assuming the Euclidean distance between the source and the relay is a Rician,
i.e. a non-central Chi distributed random variable, as specified with Equation 6.19, the expected
logarithm of SNR between the source and the relay at a certain location is given as follows:

Py, 0 A2 )2
SNRg g = In N;ﬂ -5 (U2g(02) , (6.27)

where the function g(.) is defined as:

oo _—t
g(&§) = exp ( / / etdt> . (6.28)
£/2

Proof. See Appendix B. O
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Expected SNR Between Relay and Destination

Proposition 6.2.4. Assuming the Euclidean distance between the relay at a certain location and
the destination is Rice distributed random variable, as given with Equation 6.24, the expected
SNR between the relay and the destination is given as follows:

Py ~ V2 V2
N = n————In| —g9(=— 6.2
SNRz.p =l Ne(W2o)yr 2 <2029 (552) ) (6.29)

where the function g(.) is given by Equation 6.28.

Proof. See Appendix B. O

Discussion

In the two hop transmission through a relay, the expected SNR is a minimum one among the
expected SNR between the source and the relay (i.e. SN Rg r) and the expected SNR between the
relay and the destination (i.e. SN Rg p), as specified by Equation 6.15. The proposed mechanism
yields a location of the relay by comparing the expected SNRs of transmissions through relays at
different potential locations in the served environment, as defined by Equation 6.16. The location
yielded by the mechanism is the one that maximizes the expected SNR. The relay can then be
instructed to position itself at that location. The potential locations of the relay can be defined
in a grid-like fashion or in any other constellation. This decision is currently left to the network
administrator. Note that the decision if a direct or a relayed transmission should take place can
also be based on the expected SNR by leveraging modified Equation 6.27, where the location of
the destination should be used instead of the location of the relay.

Same as for the previously discussed scenario of location-based D2D link establishment, the
proposed mechanism for positioning of a mobile relay leverages the multi-wall model for model-
ing large-scale fading and path-loss. The multi-wall model assumes that a floor plan of the served
environment is used for determining the number of walls in the direct path between the devices.
The requirement for the availability of a floor-plan does not pose a challenge for the deployment
of the proposed mechanism. The floor-plan will usually be available because the environment is
serviced by a localization service and such a service usually requires a floor plan of the served
environment.

Furthermore, the multi-wall model requires an estimation of model parameters, i.e. the wall
attenuation [,,, the path-loss coefficient v, and the constant /. related to a model fitting procedure.
The model fitting is a procedure of calculating model parameters using measurements collected
at different locations in a targeted environment. The used model fitting is a simple least-square
fitting procedure, as specified with Equation 6.14. The model fitting procedure requires a certain
number of measurements to be collected before the model parameters could be calculated. Same
as for the D2D link establishment scenario, this requirement should not pose a challenge for the
deployment of the proposed mechanism, because the collection of necessary measurements can
be performed through crowd-sourcing.
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6.2.3 Evaluation of the Proposed Mechanism

In the evaluation, we aimed at examining the difference between the measured SNRs at optimal
locations and the measured SNRs at locations yielded by the proposed mechanism for position-
ing of the mobile relay. We performed our experimental evaluation using WiFi as an example
technology, although the proposed mechanism can conceptually be used with other technologies
for wireless communications. Note that, although that would have been a natural first step in the
evaluation, we did not evaluate the accuracy of modeling of SNR values using the COST 231
multi-wall model. This evaluation has been carried out previously for the same setup, with the
evaluation results reported in [149] (Section 6.1).

For our evaluation we selected the previously discussed testbed infrastructure. Using the au-
tonomous mobility platform we were able to position the relay device at different locations in
the environment. The locations were defined in a grid-like fashion, as indicated with red dots in
Figure 6.7 (with some small deviations due to obstacles in the environment). As reported in Sec-
tion 3.1.3, the per-coordinate accuracy of the autonomous mobility platform in the environment
is in average roughly 10 cm.
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Figure 6.7: Locations of APs and evaluation points in the testbed environment

We used six WiFi APs in our evaluation, with their locations as indicated in Figure 6.7. The
locations of the APs were presurveyed using a sophisticated Tachymeter Typ TS 06 Plus (Leica)
device and were, hence, known with a very high level of accuracy, i.e. with the average localiza-
tion errors of less than 2 mm [136]. In the evaluation, each AP was in turn used as the source of
information, while all the others were used as destinations. To support the previously discussed
scenario, we added a certain level of localization inaccuracies to the location information of APs
that were used as destinations. These inaccuracies were introduced by adding a number drawn
from a zero-mean Gaussian distribution with a given o to the perfect location information ob-
tained through presurveying. As the result, the location of the source was in each instance of the
experiment perfectly accurate, while the location of the destination and the potential locations of
the mobile relay were burdened with inaccuracies characterized by the parameter o.

At each measurement location we performed 40 scans for WiFi beacon packets from the six
APs, followed by extracting RSSI values from the obtained beacon packets. 40 scans were taken
to reduce the temporal variability due to small-scale fading from the measurements. The APs
were TL-WDR4300 wireless routers operating in the 2.4 GHz ISM frequency band (channel 11)
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with their transmission powers set to 20 dBm (100 mW). The used routers feature 3 transmitting
antennas, thus the spatial variability due to small-scale fading is reduced in the measurements.
The receiver of beacon packets transmitted by the APs was a MacBook Pro notebook with the
AirPort Extreme network interface card. The experiments were performed during a weekend,
when no people were present in the testbed premises. Furthermore, in the testbed all neighbor-
ing uncontrollable WiFi nodes are operating in the 5 GHz ISM frequency band [138], thus the
interference was minimized during the experimentation.

Two measurement collections were performed at separate days. The first one was used for
the least square fitting procedure (Equation 6.14), i.e. for calculating the multi-wall parameters.
The procedure yielded wall attenuation [,, of 4.72 dBm, path-loss coefficient vy of 1.74, and
constant /. of 46.73 dBm. The second collection of measurements was used for the evaluation of
the proposed mechanism. The evaluation procedure involved use of Equations 6.27 and 6.29 for
calculating the expected SNRs between the source and the mobile relay at different locations, and
the mobile relay at different locations and the destination, respectively. The expected SNR of each
potential path was obtained by leveraging Equation 6.15. The location of a path that maximizes
the expected SNR was selected as the optimal one by the proposed mechanism according to
Equation 6.16.

This was done for each of 41 mobile relay locations and by leveraging each one of six APs as
the source, while all the other APs were in turn used as the destinations. The procedure yielded 15
relaying decisions, where in each of them 41 different transmission paths were considered (one for
each potential location of the mobile relay). In our environment, we had a full coverage with all
used APs, so in our relaying mechanism and consequently in the evaluation the transmission range
did not play an important role. However, the range can be easily introduced into the mechanism
by specifying a cut-off SNR value below which the communication cannot take place.

As areference for evaluating the decisions made by the mechanism, we leveraged the measured
averaged SNR values. The measured averaged SNR value for a given AP at a certain measurement
location was obtained by averaging the RSSI values from that AP measured at that measurement
locations. Furthermore, from the obtained averaged RSSI value from a certain AP at a given lo-
cation we subtracted the network interface card’s noise floor of -96 dBm. This procedure yielded
reference SNR values from different APs as observed at each measurement location, which were
further used for finding the optimal transmission path, i.e. the one that maximizes the measured
averaged SNR between the end-devices.

The used evaluation metric is the loss of path quality, which is specified as a difference be-
tween the measured averaged SNR of the optimal path and the measured averaged SNR of the
path through the relay at a location yielded by the mechanism. The logic behind defining this
metric, instead of specifying a more intuitive one, e.g. the percentage of correct decisions, is the
following. With higher probability the mechanism will select a suboptimal transmission path if
the optimal location of the relay and the one decided by the mechanism result in communication
paths with comparable SNRs. However, the selection of such a location will not significantly
influence the quality of a communication path, although it would influence a binary metric such
as the percentage of correct decisions about optimal locations made by the mechanism.

For the relatively small localization error o of 10 cm (i.e. the per-axis localization accuracy
of the autonomous mobility platform), the loss of path quality in the proposed mechanism due
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to the selection of locations that do not maximize the measured averaged SNR is in average
around 4 dB, as depicted in Figure 6.8. Furthermore, the loss of communication path quality
is increased with the increase in the expected localization errors, as shown in the figure. We
selected the range of localization errors o to capture both the scenarios in which the neighboring
potential locations cannot and can be “confused” by the proposed mechanism. For example,
with the increase from 10 cm to 1 m in localization errors o, the loss of communication path
quality is doubled, i.e. it increases from roughly 4 to around 8 dB. In addition, there is a very
little change in the performance of the proposed mechanism for the per-axis localization errors o
ranging from 0.1 and 0.4 m. This is because those levels of inaccuracies in location information
are not enough to “confuse” the proposed mechanism. In other words, the distance between the
potential locations of the mobile relay of roughly 2.4 m (Figure 6.7) provides a high enough safety
margin for the “drift” in locations of communicating devices in the proposed mechanism caused
by the localization errors. For example, let us assume that the expected per-axis location error o
is 0.4 m and the per-axis distance between two potential and neighboring locations is 2.4 m. The
vast majority of locations where the relay will position itself (with a certain error in positioning)
will be at most 30 away from the respective potential location where the relay should ideally
position itself. The mechanism is taking into account such errors in positioning. However, for
the two neighboring locations that are 2.4 m apart, the errors of at most 3 - 0.4 m = 1.2 m from
each potential location are still not enough to confuse one location another. The errors that occur
for those small ¢ values can be accounted mostly to the imperfections of the propagation model
or, although scarcely, to the fact that some neighboring locations are less than 2.4 m apart from
each other, as visible in Figure 6.7.
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Figure 6.8: Loss of path quality in the proposed mechanism due to the selection of relay locations
that do not maximize the measured averaged SNR as a function of increased per-axis
localization errors o
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User’s Perspective

Despite its aforementioned benefits, using the mobile relay for communication between the end-
devices has a set of drawbacks. In practice, it will take a certain amount of time for the relay to
position itself at a certain location and establish a path between the source and the destination.
It is also possible that the relay is not able to reach the desired location, for example due to an
obstacle. Moreover, due to relaying an additional delay, as well as an increase in jittering can be
expected [233]. Finally, the mobile relaying imposes an added complexity and it increases the
utilization of radio resources [234]. Hence, the potential user could question the initiative for
using such a communication paradigm, in comparison to directly transmitting the information
from the source to the destination.
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Figure 6.9: Difference between the averaged measured SNR of a path through the mobile relay at a
location yielded by the mechanism and the averaged measured SNR of a direct path
between end-devices for different per-axis localization errors o

However, if the primary design goals are throughput and coverage enhancements, then the mo-
bile relaying provides benefits in comparison to direct communication between the source and
the destination. To characterize the benefits of the proposed mechanism in terms of throughput
enhancements, using the previous setup we evaluate the difference between measured averaged
SNR of the path through the mobile relay at a location yielded by the mechanism and the mea-
sured averaged SNR of the direct path between the source and the destination. We do that for
different per-axis localization errors o. The results are depicted in Figure 6.9. As visible from the
figure, for the relatively small per-axis localization errors o of 10 cm, the SNR of a path through
the mobile relay is in average more than 9 dB higher than the SNR of a direct path between the
source and the destination. As the expected localization errors increase, this difference becomes
smaller, since the locations yielded by the proposed mechanism become less optimal in terms
of SNR maximization. Example-wise, for the per-axis localization error increase from 10 cm to
1 m, the averaged difference between in the SNR of a relayed and of a direct path reduces from
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roughly 10 to around 5 dB. Note that, as depicted in the figure, this difference can be a negative
number. This can happen for multiple reasons. First, the proposed mechanism for positioning of
the mobile relay can yield a non-optimal location, hence the achieved SNR through the relayed
path can be smaller than the SNR of the direct path. Second, it can happen that the distance
between the source and the destination is smaller than the distance between either the source or
the destination and the potential location of the mobile relay. Third, if all paths through a relay
are heavily obstructed and only the direct provides a LoS connectivity (e.g. in a hallway), it can
happen that the SNR of the direct path is larger than the SNR of any path through the relay.

6.3 Conclusions

Our final contributions pertained to using location information for improving selected aspects of
wireless networks. First, we presented a decision-making mechanism for location-based D2D
communication link establishment. The proposed mechanism takes into account the imperfect
location information of the devices that wish to establish a D2D link, as well as the intrinsic
randomness in wireless propagation. We evaluated the proposed mechanism in a complex in-
door environment and showed that, even for such a complex environment, the mechanism can be
reliably used (almost without false positive decisions) if the SNR threshold used as an input to
the mechanism is 5 dB higher than the nominal SNR required for establishing a D2D link. We
have also shown that the imperfections in localization errors cause only a relatively small loss of
communication potential. Hence, today’s off-the-shelf indoor localization systems with average
localization errors of roughly ~0.5 m localization errors per-axis in a 2D coordinate system [61]
can already support the operation of the proposed decision-making mechanism.

Second, we proposed a location-based mechanism for positioning of a mobile relaying device.
The presented contribution can initially seem unrealistic, given that currently wireless infrastruc-
tures enhanced with mobile devices are not common. However, the concept of enhancing wireless
infrastructures with mobility is shown to be beneficial in terms of path quality optimization and
coverage extension [229]. Given the fast advancing field of robotics, in particular in terms of
Unmanned Aerial Vehicles (UAVs), we believe that this concept is not far-fetched and that in the
near future wireless infrastructures will indeed be enhanced with mobile relaying devices.

For the assessment of propagation characteristics of the environment, the proposed mechanism
for positioning of a mobile relaying device accounts for the localization inaccuracies in poten-
tial locations of the communicating devices, which yields the location where the relay should
be positioned. The proposed mechanism estimates the expected SNR, hence for positioning of
the relay it does not rely on a feedback information about the path quality from the end-devices
participating in communication. Since there is no signaling from the source or the destination to
the relay, there is no transmission interruption between the source and the destination until the
relay positions itself to a location yielded by the proposed mechanism. Furthermore, our evalu-
ation results demonstrate a small difference between the SNR of optimal paths and the SNR of
paths through locations yielded by the proposed mechanism. We further demonstrate the benefits
of relaying using the prosed mechanism in terms of the SNR enhancements, in comparison to
direct communication between the source and the destination. For the current COTS localization
approaches, the mechanism can already provide very good performance in terms of selecting a
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close-to-optimal location where the relay should be positioned and in terms of enhancements in
the SNR, in comparison to direct transmission between the end-devices.

Note that the proposed mechanism for positioning of a mobile relay is not limited to the sce-
nario we assumed, but can be utilized more broadly, e.g. in case of multi-hop relaying, in case
the location information of the source is burdened with errors, in case the location information
of the destination is perfectly accurate or in case the location information of both the source and
the destination devices are burdened with errors. Furthermore, the proposed mechanism works
for both downlink and uplink transmission paths. In addition, although we discussed the mech-
anism in terms of mobile relaying, it is straightforward to apply the same mechanism for the
selection of potential relays among a set of opportunistic candidates, as for example discussed
in [235, 135, 236]. Although we assumed a simple repeater-type relay, in combination with our
location-based mechanism for positioning of the mobile relay, more advanced relaying schemes
are also applicable. The mobile relay is considered to be a part of the wireless infrastructure,
hence it is a trusted entity. Hence, the usual security and privacy related pitfalls of relaying in
wireless networks [237] do not apply here, in contrast to opportunistic relaying through generally
untrusted mobile devices, e.g. [133].
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Infrastructures and methodologies for evaluation of indoor localization solutions are being de-
veloped rapidly in the recent years. This can be seen by different standards for evaluation of
indoor localization solutions, originating from large standardization bodies, becoming publicly
available. One such example is the previously mentioned ISO/IEC 18305 standard “Test and
evaluation of localization and tracking systems” that was published by NIST and became pub-
licly available in 2015. Additionally, various consortia of large industrial players interested in
indoor localization have been formed recently. For example, the InLocation Alliance!, a con-
sortium founded in December 2013 by the mobile industry to accelerate the adoption of indoor
position solutions, includes large industrial members such as Broadcom Corporation, Cisco Sys-
tems, Nokia Corporation, Qualcomm Incorporated, Samsung Electronics, Sony Mobile Commu-
nications AB, Telecom Italia, etc. With the standardization of the methodologies for evaluation
of indoor localization, and with an increased interest of large industrial players in the evalua-
tion infrastructures and methodologies, the possibility of further contributions by the academic
community in this direction is becoming smaller.

However, the increase in the objectiveness of such evaluation results will provide additional
insights in the performance of various indoor localization solutions. We have shown this on
an example of WiFi fingerprinting, but similar statements can most probably be made for other
solutions, which is yet to be investigated. In general, the aim should be a robust, timely, accurate,
and performance-wise assessable indoor localization solution, regardless of its type.

In relation to WiFi-based indoor fingerprinting, there is an untapped research opportunity
around minimizing the efforts involved in training required for enabling a fingerprinting-based so-
lution. In particular, we believe that a crowd-sourcing-based collection of training fingerprints,
combined with the ETS for the generation of virtual training fingerprints, could substantially
reduce the efforts needed for collecting training fingerprints and at the same time benefit the
accuracy of WiFi fingerprinting-based localization.

In regards to the predictability of the performance of WiFi-based fingerprinting, we con-
tributed by demonstrating that the performance extrapolation of fingerprinting algorithms across
environments is possible. However, at this point we cannot make any final conclusions on how
similar the environments and respective parameterizations of fingerprinting algorithms have to
be. In order to give a reliable answer, insights from additional environments and algorithms
will be necessary. Hence, we believe future work should be oriented toward this goal, where
the support from the community is welcome. The envisioned contribution from the community
is twofolds. First, the interested parties can contribute by extending the available raw datasets
with data from additional environments. These data-traces can be provided and used in a simple
way through the proposed publicly accessible platform for streamlined evaluation of RF-based
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indoor localization solutions. Second, the interested parties can contribute by evaluating their
WiFi-based fingerprinting algorithms using the offered raw data-traces and provided evaluation
infrastructure. By increasing the number of environments and evaluation results, more insights
will be gained about the correlation between the similarity of environments and parameteriza-
tions of algorithms on one side, and the achieved performance of such algorithms on the other.
These insights would serve to evaluate with higher confidence our hypothesis about the possibility
of extrapolating the performance of WiFi-based fingerprinting algorithms across environments.
Furthermore, these insights would serve to assess the change in the performance of fingerprint-
ing algorithms due to changes in some of the detected important factors for characterizing the
similarities between two environments and parameterizations of algorithms.

Future work could also aim at extending the predictability of performance beyond WiFi finger-
printing-based solutions. We believe this should be done by identifying a smaller number of
environmental similarity parameters that have a broader impact on the possibility of extrapolation
of different localization approaches across environments. One clear drawback of our approach is
that, at the moment, we have based the assessment of the similarity in a manual way, through the
physical shape and propagation characteristics of different environments. To scale the approach
future efforts could resort to automatizing it.

For enabling seamless provisioning of location information to the applications, we proposed a
localization service architecture. However, we believe the same principles apply for other sensor-
based distributed service architectures, e.g. activity recognition and ambient sensing. A module
with similar functionalities as the integrated location service, i.e. selection of services, caching
and processing of information, and information distribution to applications, can serve as a central
point in such generalized architecture. This clear decoupling between modules also allows for
global optimization and management of resources, which could yield substantial improvements
in comparison to today’s architectures in terms of operating delays, power consumption, and
resource utilization. Future work could be oriented toward further assessment of this hypothesis.

As specified by the Resource Interaction Interface (RII) in the proposed localization service
architecture, resource types to be reported to a provisioning service are currently defined in an
abstract way, i.e. using the parameters tuple (technology, feature). Future work could include
defining a full set of such resources, once when in becomes clear what are the technologies and
their signal features with practical utilization for generating location information. Moreover,
the context of location information could, in addition to device’s movement speed and direction,
possibly be extended with other relevant contextual information once when it becomes clear what
such information could be. This possibility is already envisioned in the designs of Standardized
Localization Interface (SLI) and Provisioning Service Interface (PSI). Therefore, the APIs are
potentially subject to change and additional standardization efforts should be anticipated.

We further proposed two algorithms for selection of provisioning services focused on primar-
ily on the satisfaction of latency requirements. We believe that future efforts should be oriented
toward designing selection algorithms that are primarily focused on accuracy requirements sat-
isfaction, as well as algorithms focused on joint optimization of both accuracy and latency re-
quirements. Moreover, one aspect that has not been taken into account is the complexity of the
algorithms, which is going to be important if the numbers of requirements and offerings increase,
which is expected in the future. This issue could be considered as a part of the future work.
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Furthermore, as demonstrated previously in the thesis, having the global view on the provi-
sioning features, i.e. a more accurate prediction of provisioning features, improves the selec-
tion of provisioning services, in comparison to using well-established static performance bench-
marks. In practical terms, we envision that the global view could be realized by accumulating
and leveraging the knowledge of historical provisioning features in a given environment or by
dynamically predicting the performance of a provisioning service by correlating the features
of raw data used by that service for generating location information with the expected provi-
sioning features of that service. Although some contributions in this directions already exist
(e.g. [101, 102, 103, 238, 239]), we believe future work should be oriented toward further in-
vestigation of both potentialities for dynamically predicting provisioning features. Additionally,
future work on the standardized localization service could be oriented toward designing more
sophisticated methods for caching of location information and for mapping of different location
information types.

We further proposed a location-based mechanism for positioning of a mobile relay in wireless
networks. Currently, the specification of potential locations of the mobile relay is left to the
network administrators, which could result in either over-provisioning on the number of locations
or in failing to specify locations that could maximize the benefits of relaying. Obviously, this
specification should define potential relay locations so that the whole environment is considered
for positioning of the relay. However, the “drifts” in potential locations of the mobile relay should
not occur. To avoid these drifts, we believe the expected localization accuracy in the served
environment should be taken into account in the specification of potential relay locations. We
speculate that the per-axis distance between neighboring potential locations of the mobile relay
should be three times larger than the per-axis localization error, so that the loss of path quality
is contributed only to the inaccuracies of the propagation model. Potential future work could
be oriented toward evaluating this hypothesis by examining an interplay between the density of
potential relay locations, expected localization accuracy, and the performance of the proposed
mechanism. We believe these future efforts would yield a methodology for optimal specification
of potential locations of the mobile relay.

While in this work we considered a scenario with one relay and one destination, future work
could also consider scenarios in which one or multiple relays have to be positioned in a way that
optimizes path qualities for multiple destinations. In general, enhancing the wireless infrastruc-
ture with mobile terminals is a promising approach for improving their capacity, coverage, and
energy efficiency, as discussed in e.g. [229, 240]. Hence, future work could be oriented toward
addressing the challenges related to mobile relaying, for example addressing clients’ mobility
scenarios, extending the location-based positioning of a relay to a 3D environment, or interleav-
ing the mobility of a relay with channel allocation and power control.

The proposed location-based mechanisms for D2D link establishment and for positioning of
a mobile relay show a potential for improving wireless networks based on location-awareness.
We believe this is just one among many potential improvements that can be made in this do-
main, where a more exhaustive set of of examples can be found in [11]. Future work in this do-
main should be oriented toward enhancing the understanding on where the benefits of location-
awareness lie. Finally, the erroneous nature of location information should be considered, in
contrast to the majority of current contributions that rely on its idealized version.

PhD Dissertation, TU Berlin, Telecommunication Networks Group, 2018 175



7 Conclusion and Future Work

176



Appendix A

Evaluated Indoor Localization Algorithms

This section gives a short description of the indoor localization algorithms evaluated in the com-
petition. The first two algorithms presented below are based on WiFi fingerprinting, followed by
algorithms based on multilateration and proximity using low-power IEEE 802.15.4 nodes.

Quantile-based Indoor Fingerprinting using Dedicated APs: One of the most promising
approaches in indoor localization is fingerprinting using WiFi infrastructure. This fingerprinting-
based indoor localization algorithm [54] makes use of the RSSI values from WiFi beacon packets
for estimating location. For generating fingerprints this algorithm uses the quantiles of RSSI
values from beacon packets transmitted from various WiFi APs in the premises. Furthermore,
the algorithm uses Pompeiu-Hausdorff distance for calculating the difference between training
fingerprints and ones generated by user to be localized. Finally, the algorithm uses the kNN
procedure with the parameter £ set to 3.

Indoor Geolocation for Android Smartphones with Airplace: This indoor localization
algorithm, named Airplace, is an indoor geolocation platform developed for Android tablets and
smartphones [241]. Airplace exploits the available WiFi infrastructure and monitors RSSI values
from the surrounding APs to determine the unknown user location. The system utilizes a number
of RSSI fingerprints collected prior to localization and stored in the radiomap. Location is then
estimated by finding the best match between the currently measured fingerprint and fingerprints
in the radiomap. The algorithm relies on the Radial Basis Function Network (RBFN) algorithm,
which is a neural networks based algorithm that addresses localization as a regression problem.
Essentially, it leverages the collected data in the RSS radiomap to build a mapping from the RSS
fingerprint space to the 2D physical space. The algorithm has been instantiated in three different
versions. In the first version the Android smartphone Nexus S is used as the mobile node for the
deployment of the algorithm (Airplace 1). The fingerprinting procedure in this case uses only a
set of dedicated APs. Similarly, the second version uses only dedicated APs, but here the mobile
node for deploying the algorithm is an Android tablet Nexus 7 (Airplace 2). Finally, in the third
version the fingerprinting procedure is done using all APs visible in the environment, while the
algorithm is deployed on the same mobile node, Android tablet Nexus 7 (Airplace 3).

Geo-n Localization Algorithm: The Geo-n algorithm [242] is a highly precise, distance
based, general purpose localization algorithm. It was developed based on evaluation of large
experiments and extensive simulation of the impact of the spatial anchor distribution in an indoor
localization setting. The algorithm uses multilateration and is able to deal with outliers as well
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as with heavily error prone distance measurements. Geo-n uses a two stage filtering technique.
First, the most representative intersection points between every pair of circles induced by anchor
coordinates and distance measurements are obtained. This is done by removing intersection
points that do not contribute to the localization or are suspected to increase the positioning error.
Geo-n then uses the residual intersections to estimate the position of the unlocalized node. The
node types used for both mobile and infrastructural nodes are TelosB low-power sensor nodes.

RSS Range-based Positioning Using Grid-based Likelihood Estimation: Ranging us-
ing RSSI values from indoor networks is a convenient technique for positioning purposes. Thus,
the algorithm [243] explores RSSI ranging from all reachable reference low-power sensor nodes
(TelosB) in the environment. For the nonlinear and non-Gaussian positioning problem under
highly imprecise RSSI ranging measurements, a simple grid-based likelihood estimation for
obtaining location estimates is used. The probabilistic distribution of the target’s position is
represented by a grid obtained from the Bounding-box algorithm. Afterwards each grid cell is
weighted by the residual of current observed ranging measurements and, at last, the state esti-
mation is the likelihood expectation. This algorithm requires no history measurements and no
assumption of the measurement model, which can be applied to other positioning scenarios. Fur-
thermore, the grid size is very small, bounded to 36 grid cells for each positioning trial, resulting
in a low computation and memory complexity.

3CoM (3 Centers of Mass): For signal strength based indoor localization it is a well known
approach to assume the position of the anchor node with the highest signal strength to be the
location of the node to be localized. This approach works well in environments with a very
dense anchor placement. The approach is extended in order to use the center of mass of the
positions of the three strongest anchor nodes (TelosB) to estimate the location [244].

178



Appendix B

Proof of Propositions 6.1.1 and 6.2.2

Note that X; — Xy (or Xr — Xp for Proposition 6.2.2) is a difference of two independent
Gaussian random variable which is by itself a Gaussian random variable with variance 20> and
mean value p,, — fy,. Similarly, one can see that Y; — Y5 (or Y — Yp for Proposition 6.2.2)
is a Gaussian random variable with 202 and mean value f,,, — fiy,. Therefore, the distance d
follows Rice distribution d ~ Rice(v,9) with parameters v = /(g — fas)? + (flyy — Hys )2
and ¥ = v/20. Note that a similar proof of this proposition is given in [245], however for the
distribution of Euclidean distance between two univariate Gaussian distributions.

Proof of Proposition 6.1.2

Note that for a fixed distance d, the average SNR, SNR, is given by N]zfn' Using a simple

Bayesian argument and assuming small scale fading is exponentially distributed, the link proba-
bility is first conditioned on d:

hP.y
NrdY

Nkd?
=P (h > SNRun zf |d>

P(SNR > SNRyp|d) = P ( > SNRthd)

tr

Nﬁd”)

(7.1)
= exp (SNRth 2

tr

( SNRth>
exp| —— |-
SNR

The link probability is then simply obtained by taking the expectation of last expression with
respect to d:

N
Fh7d(li1’1k) = P(SNR > SNRth) =E l:eXp (— SSl\it{h)] . (72)

Suppose that v = 2. Since d has Rice distribution with, D = (d/ \/50)2 has noncentral x2-

distribution with degrees of freedom equal 2 and noncentrality parameter (1/ / \/50) ? 1t follows:

Fy a(link) = E [exp (_ 2 @ )}
tx

2
=E [exp (—DN2J ;SNR“])} .
tx

(7.3)
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However the last expression is the moment generating function of noncentral x2-distribution

2 . .
fort = —%SN% and is given by:
LT

exp t
E [exp (tD)] = Xl(_l?:t) (7.4)

Proof of Proposition 6.1.3
The proof follows the standard approach:

Nkd?
Ptz 2
(NnSNRth >d )
ol (e (15)
= NrSNRey,

Ptm
NHSNRth '

P,
P(SNR > SNRyy,) = P ( LA SNRth)

|
=

=1 Q(f Voo

Proof of Proposition 6.2.1

Note that (Xg — z5) ~ N (pz, — 5,02%) and Yr — ys ~ N (uy, — ys, o). Therefore the
Euclidean distance d between the source and the relay follows:

d=+/(Xr —25)2+ (Yr — ys)2 ~ Rice(\,0), (7.6)

where A is given by Equation 6.20. Note that g has unit variance and is indeed a noncentral
chi distribution with degrees of freedom equal to 2 and the noncentrality parameter is given by
A , denoted by x(2, ) A similar proof of this proposition is given in [245], however for the
dlstrlbutlon of Euchdean distance between two univariate Gaussian distributions.

Proof of Proposition 6.2.3

From Equation 6.26, d being Rice distributed random variable, the expected logarithm of SNR

is given as follows:
Ptac _ Pta: i d ?
E (ln N/id”) =1In Nro 2IE (111 (U . @.7

Note that g has noncentral Chi distribution x(2, g) Therefore (g)2 is a non-central Chi

square distributed random variable. In [246, Theorem 3], the expected value of logarithm of
general noncentral Chi square random variable X ~ x2(2,¢) was derived as:

E (In X) = In£g(&), (7.8)
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where:

9(§) = exp (/;: et_tdt> :

The proof is finished by using X = (g)Q and replacing £ = <)‘—§)

g

Proof of Proposition 6.2.4

The proof follows a similar procedure as above with different normalization. The expected SNR

is given as:
Pt:r > Pt:): Y < d >2
Elh——|=ln—F=F——-=-E|In| — .
< Nkd? Ne(v20)7 2 V20
The expected value is evaluated using Equation 7.8 with £ = % The proposition follows
accordingly.
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