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Chapter 1

Introduction

This doctoral thesis is concerned with the approximation of selected models in clas-
sical differential geometry by models from discrete differential geometry.

Numerical schemes are developed for solution of the Goursat and Cauchy problem
for a class of nonlinear hyperbolic and elliptic equations, respectively. Convergence
results are proven and applied to the equations associated to the geometric models.

Figure 1.1: A K-surface in different discretizations

Motivation

The development of classical differential geometry led to the introduction and inves-
tigation of various classes of surfaces, which are of interest both for geometric reasons
and for applications. Examples are minimal surfaces, surfaces of constant mean or
Gaussian curvature and surfaces in special parameterizations, like immersions car-
rying curvature-line-coordinates. Already Euler, Gaufl and Weierstrafl studied such
surfaces. Also, special coordinate systems have attracted the attention of mathe-
maticians and physicists for a long time. Triply orthogonal curvilinear coordinates
were used by Leibniz and Euler to evaluate multiple integrals, and later by Lamé
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and Jacobi to carry out calculations in analytical mechanics. Among many others,
the aforementioned surfaces and coordinates played a prominent role in the classical
works of Bianchi [Bi], Darboux [Da| and others, dating back to the end of the 19th
century. Hence, their rich theory is — to a large extent — a classical heritage.

Recently, numerical methods began to play an important role in the investigation
of such surfaces and maps. They are stimulated by applications in science and sci-
entific computation, in particular for the purpose of visualization, see for instance
[MPS]. The question of proper discretization of the classical models — preserving as
many of the characteristic features as possible — is a subject of intensive study in
the flourishing field of discrete differential geometry, see, for example, [BSe| and in
particular [BP3].

A very distinct property of various special classical surfaces turns out to be their
integrability, meaning that the partial differential equations underlying the geometry
are integrable in the sense of the modern theory of solitons. One of the manifesta-
tions of integrability is the existence of (Béacklund-Darboux) transformations, which
enable one to construct a variety of new surfaces from a given one. Another is that
some surfaces come in (associated) families, whose members share many character-
istic properties.

The underlying integrable equations are of high relevance in pure and applied math-
ematics, often at places without apparent connection to geometry. For instance, the
sine-Gordon equation belonging to surfaces of constant negative curvature plays an
important role in (quantum) field theory, while the Lamé system, describing orthog-
onal systems, has deep relations to associativity equations; see [Dub], [Kr]. All sys-
tems have been intensively studied in soliton theory. The associated transformations
were investigated, and explicit solutions in terms of elementary and transcendential
functions constructed. Recent results about n-dimensional orthogonal systems as
integrable systems are found in the publications of Krichever [Kr| and Zakharov [Z].

For a great variety of geometric problems described by integrable equations, it was
found that integrable discretizations are best suited for the purpose of finding an
appropriate discrete analogue to the continuous model. Here integrable discretization
means that the feature of integrability passes from the partial differential equations
to the difference equations which describe the discrete geometric model. Special
examples for discrete surfaces of constant negative curvature are constructed in
[BP1], and for quadrilateral lattices in [BoK].

It turns out that integrable discretizations can be described in pure geometric terms.
It is interesting to note that the basic equation for discrete surfaces of constant
negative curvature, that is, an integrable discretization of the sine-Gordon-equation,
has been introduced by Hirota [Hi], without any reference to geometry; the link to
discrete surfaces was established in [BP1]. Similarly, a set of equations describing

quadrilateral lattices was known [BoK] before the geometrical meaning became clear
[DS1].

It is a common belief that the classical theory of surfaces can be obtained as a
limit of the corresponding discrete one. Explicit examples and computer experiments



both suggest a good qualitative and quantitative approximation of the continuous
objects by their discrete counterparts. There have been, however, only few rigorous
convergence results so far. This thesis is intended as one more step to close this gap.
A part of our results has already been published [BMS].

To further justify the interest in the discrete models, and underline the relevance of
rigorous convergence results, let us mention two applications. Firstly, the discrete ob-
jects are natural for calculations on computers. In combination with the convergence
results of this thesis, the discretizations thus provide a practical numerical scheme
for approximative computation of the respective smooth objects. Secondly, discrete
surfaces and their transformations appear as sublattices of higher-dimensional lat-
tices. Hence, surfaces and their transformations, which are treated seperately in the
classical context, are naturally unified on the discrete level. Our convergence results
hold simultaneously for surfaces and transformations. They are obtained by refining
the mesh for the individual sublattices, keeping the lattice step in the other direc-
tions constant. This shows that the classical transformations are indeed the limit of
the very natural discrete constructions.

Classical Models

To be specific, let us informally introduce the models which are investigated in this
thesis, along with their transformations. They are smooth immersions or mappings
f:QcRM — RY with certain properties.

For K-surfaces, the dimensions are M = 2 and N = 3, and f parameterizes an
immersed surface of constant negative Gaussian curvature by asymptotic lines. K-
surfaces come in associated families, whose members have the same angles between
asymptotic lines and the same second fundamental form. A K-surface is a Backlund
transform of another one, if the line connecting corresponding points is tangent to
both surfaces.

For conjugate nets, M and N are arbitrary. It is required that the mixed second
derivatives 0,0, f lie in the span of the respective first derivatives 0;f and 0, f at
each point. Jonas transformations are used to produce new conjugate nets from
a given one. The line connecting corresponding points of a conjugate net and its
Jonas transform lies in the intersection of the M affine planes spanned by the pairs
of respective tangential vectors.

Orthogonal systems form a subclass of conjugate nets. They are subject to the
orthogonality conditions 0, f - 0; f = 0 for ¢ # j. Two orthogonal systems are related
by a Ribaucour transformation, if any two corresponding coordinate curves envelope
a circle congruence.

Two-dimensional conformal maps, M = N = 2, are a subclass of orthogonal systems,
singled out by |0y f| = |02 f]|. Their transformations are not considered here.
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Discrete Models

The discrete models under consideration are described by point lattices f€ : Q¢ C
(1Z) x -+ x (eyyZ) — RY defined on a subset Q° of the M-dimensional grid with
mesh sizes ¢; > 0. While the definitions for the smooth models were classical, the
definition of the discrete models are taken from recent publications.

Discrete K-surfaces, the analogues of surfaces of constant negative curvature, were
first introduced by Wunderlich [Wu], then studied by Bobenko and Pinkall [BP1].
f€1is a discrete K-surface if all edges of the lattice are of the same length, and each
lattice point lies in a common plane with its four neighbors. Examples of discrete
K-surfaces are displayed in Fig 1.1.

Quadrilateral lattices are the discrete analogue of conjugate nets. They were first
considered in dimensions M = 2 and N > 2 by Sauer [Sal, then generalized to
arbitrary dimensions by Doliwa and Santini, see the overview article in [DS2]. Their
defining property is that the images of elementary M-dimensional cubes have planar
faces.

The definition of discrete triply orthogonal systems (M = N = 3) is due to Bobenko
[B2] and was generalized to arbitrary dimensions by Doliwa and Santini [DS2]. Or-
thogonal systems are special conjugate nets, in which the vertices of the elementary
cubes lie on M — 1-dimensional spheres.

Orthogonal circle patterns as analogous of complex-analytic functions were intro-
duced and studied by Schramm in [Sc]. Roughly, these are planar lattices with
M = N = 2, where elementray quadrilaterals are concircular, and neighboring cir-
cles intersect orthogonally. For an alternative approach to discrete conformal maps,
we also investigate CR-1-mappings as proposed in [BP2]. For those, elementary
quadrilaterals have cross-ratio minus one.

Let us make the idea of how transformations appear as sublattices more precise.
Consider an M-dimensional discrete orthogonal system f€¢ in RY, which for simplic-
ity is defined on Q¢ = (;Z) x -+ x (epZ). Let M = m + m’ and split the domain
accordingly, Q¢ = Qf x Qf, so that Qf = (&1Z) x --- x (&,Z) contains the first
m directions, and Q = (€n41Z) X - - X (emZ) the remaining m’ directions. Then,
for each & € QF, the function f<(-,¢’) : Qf — RY is an m-dimensional discrete
orthogonal system. Given two values &', " € Q¢ , the respective systems f<(-,£’) and

fe(-,&") are related by a Ribaucour transformation (or a sequence thereof).

The idea for simultaneous approximation of the immersion and its transformations is
evident: Refine the lattice in the directions which correspond to the discrete object
(¢, = € — 0 for indices i < m), and keep the other directions, corresponding to
transformations, discrete (e; = 1 for j > m). In the limit, smooth surfaces are
obtained, which are interrelated by the corresponding continuous transformations.
Once more this shows how natural the transformation theory fits into the picture.

As the existence of transformations is one of the crucial features of integrable sys-
tems, integrability is probably best understood on the discrete level. It is natural to



call those classes of lattices discrete integrable, which can be consistently defined for
arbitrary dimension M > M. The notion of consistency has been intensively inves-
tigated in the recent works of Adler, Bobenko and Suris, [BSu], [ABS]. In this thesis,
consistency appears as a seemingly technical hypothesis for the well-posedness of a
certain initial-value problem. Consistency has been proven for (the transformations
of) discrete K-surfaces by Wunderlich [Wu|, and for conjugate nets and orthogonal
systems by Doliwa and Santini, see [DS1].

Summary of Results

As the central results, theorems about C'*°-approximation of K-surfaces, conjugate
and orthogonal systems, and two-dimensional conformal maps by their appropriate
discrete counterparts are proven. Approximation holds simultaneously for finitely
many transforms, and also for associated families of K-surfaces. The results are
formulated in geometrical terms.

In order to prove the approximation results, convergence in certain numerical
schemes, discretizing geometrically relevant hyperbolic and elliptic PDEs, is investi-
gated. The results are proven in an abstract analytic setting. They are of relevance
on their own.

The following theorem about approximation of triply orthogonal systems is a conse-
quence of our findings, and is intended to give a flavor of the nature of our results.

Theorem 1.1 Assume three umbilic free! immersed surfaces F1, Fo and Fs in R3
intersect pairwise along their curvature lines, X1 = Fo N Fy etc. Then:

1. On a sufficiently small box B(r) = [0,r]> C R3, there is an orthogonal coordi-
nate system x : B(r) — R3, which has Fy, Fo and F3 locally as images of the
coordinate planes, with each curve X; being parameterized locally over the i-th
axis by arc length. The orthogonal coordinate system x is uniquely determined
by these properties.

2. Denote by BE(r) = B(r)N(eZ)? the grid of mesh size € inside B(r). One can de-
fine a family {x° : B(r) — R3}, of discrete orthogonal systems, parameterized
by € > 0, such that the approrimation error decays as

sup [x(§) —x(§)| < Ce.
£EB<(r)

The convergence is C'*°: all partial difference quotients of x° converge at the
same rate to the respective partial derivatives of X.

IThis is a genericity condition, expressing that the intersection point F; NFy N F3 lies in general
position on each of the surfaces.
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The theorem is actually more than an abstract approximation result. A recipe to
construct a convergent sequence of discrete orthogonal systems from the given sur-
faces is presented. If smooth data for a Ribaucour transformation is given, discrete
four-dimensional orthogonal systems are calculated, in which the respective three-
dimensional subsystems converge to the smooth system and its transform.

More generally, the following is performed for K-surfaces and conjugate/orthogonal
systems: It is clarified which smooth geometric data must be prescribed to determine
the respective continuous geometric object — and its transforms — uniquely. From
the smooth data, discrete data is defined, often simply by restriction. By an explicit
construction, discrete geometric objects are found. These converge to the sought
smooth object.

On the analytical side, the explicit discrete construction corresponds to solving a
Cauchy (or, more precisely, Goursat) problem for a system of hyperbolic difference
equations on the grid 2¢, which approximate a system of differential equations in the
limit € — 0. By our Theorem 2.1, convergence of the discrete solutions to the unique
smooth solution of the continuous Goursat problem is provided under relatively mild
hypotheses on the formal C'*°-convergence of the discrete equations. It is shown that
the error for the approximation of the smooth solution and all its partial derivatives
is linear in e. It is further shown that “C'*°-perturbations” of the discrete initial
data do not harm the convergence. There are relations to various older results (see
e.g. [Gi], [Ke], [Th] and the references therein) about solvability of mixed boundary
problems for hyperbolic equations and their numerical approximation. The quite
general type of nonlinear Goursat problem considered here has seemingly not been
treated before. Also, the proof of simultaneous convergence of transformations is
new.

For two-dimensional conformal maps, the equations are elliptic. A genuine Cauchy
problem is studied instead of a Goursat problem. The proof of the corresponding
analytical convergence Theorem 6.2 is harder, mainly because the continuous prob-
lem is well-posed in the space of analytic functions (or rather in a scale of these
spaces), which has no canonical analogue on the discrete side. The approximation
error decays quadratic in €, and only “analytic perturbations” of the discrete data
are allowed. Difference schemes discretizing ill-posed problems for elliptic equations
have been proposed and analyzed by various authors, e.g. [HHR]. Also, numerical
schemes for the related abstract Cauchy problems have been investigated, see [Su],
[GMS]. The available convergence results are tailored to particular situations, and
do not apply to the difference scheme considered here.

Some by-products of our investigations are of interest on their own. For example:

e a system of difference equations which constitutes a discrete analogue of the
Lamé equations (A general discrete Lamé system is seemingly new. Note that

equations are known for the special reduction of Darboux-Egorov-metrics, see
[AKV].)

e formulation of geometric initial value problems for smooth K-surfaces and
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conjugate/orthogonal systems
e approximation of curvature line parameterized surfaces by circular nets

e derivation of the classical Bianchi permutability theorems for transformations
from the results about multi-dimensional discrete lattices

e a new existence proof for solutions to semi-linear Cauchy problems, based on
discrete methods

Simplified Scheme of the Proofs

The individual geometric models are treated in the same manner. For all the “hy-
perbolic models”, one follows the following steps:

1. Differential and difference equations are derived from the geometric properties
of the smooth and discrete objects. These are classical for the smooth models.

2. The equations derived are brought into a special form we refer to as (discrete)
hyperbolic system. Also, the suitable Goursat problem is formulated in analyt-
ical terms. Formal approximation of the system of partial differential equations
by its discrete counterparts is verified.

3. Local well-posedness of the Goursat problem is proven. It is equivalent to the
important property of consistency of the system of difference equations.

4. The analytic approximation Theorem 2.2 now leads to a convergence result
for the solutions to the discrete equations. This needs to be interpreted in
geometrical terms.

Orthogonal circle patterns and CR-1-mappings are treated in a similar way. Instead
of a hyperbolic system, one derives a semi-linear PDE of first order in step two.

The Thesis is Organized as Follows

In Chapter 2, the specific notion of hyperbolic systems of differential and differ-
ence equations is introduced, the canonical Goursat problem is described, and the
main theorem about existence, uniqueness and discrete approximation of solutions
is proven.

Chapter 3 deals with K-surfaces. These are investigated from two different points of
view: Firstly, the approximation result is proven in the geometric setting where all
properties of the surface are described in terms of its Gauss maps. The hyperbolic
equations are equivalent to the Lorentz-harmonicity of the Gauss map. Secondly,
adapted SO(3)-frames yield an alternative, more algebraic approach. It is suited for
a simultaneous description of the whole associated family.
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Chapter 4 is dedicated to conjugate nets. They provide an example where the hyper-
bolic equations are almost immediately read off from the definition, and the main
theorem applies directly.

In contrast, the analogous considerations for orthogonal systems presented in Chap-
ter 5 are more sophisticated. Firstly, that orthogonal systems are rather objects of
Mobius than Euclidean geometry is reflected by difficulties in finding suitable dis-
crete hyperbolic equations in the classical (euclidean) setting. Hence, we pass to a
Mébius geometrical description of the lattice as suggested in [BHe|. A brief intro-
duction to the basic concepts of Mobius geometry and Clifford algebras is included
at this point. Secondly, neither the classical nor the discrete Lamé system is in-
trinsically hyperbolic in general dimensions. This makes it necessary to develop the
two-dimensional theory (for C-surfaces) first, where the hyperbolic form and the
respective approximation result is obtained. Eventually, the results for general or-
thogonal systems are proven by combining the two-dimensional theorems with those
about conjugate nets.

Chapters 6 and 7 constitute the second part of this thesis. Continuous and discrete
Cauchy problems are introduced. Their unique solvability and the convergence of
discrete solutions are the issue of the main theorem in Chapter 6. Though apparently
similar to the main theorem of Chapter 2, different techniques are needed for the
proof.

Applications of this theorem to CR-1-mappings and orthogonal circle patterns are
content of the last chapter. Again, the main difficulty is to reformulate the geomet-
rical questions in the form of Cauchy problems.
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Chapter 2

Approximation Theorem for
Hyperbolic Problems

2.1 Notations

2.1.1 Domains and Functions

For a vector € = (€1, ..., €yp) of M non-negative numbers, define the grid
BE = (e1Z) x ... x (eyZ) C RM. (2.1)

We refer to ¢; as the mesh size of the grid B€ in the i-th direction; a direction
with a vanishing mesh size ¢; = 0 is understood as a continuous one, i.e. in this
case the corresponding factor €;,Z in (2.1) is replaced by R. For instance, the choice
€= (0,...,0) yields B¢ = RM. We use also the following notation for sublattices of
BE

Bs={¢=(&,...,6m) €B| & =0ifi ¢ 8}, where § C {1,..., M}.
Considering convergence problems, the focus is on situations where
¢ =¢cfori=1,....m and ¢ =1fori=m+1,...,. M

with some integer 0 < m < M and some € > 0. Hence each £ € B€ is of the form

= (6,8 with § = (61,...,6n) € €Z™, E=(&,...,6w) € L™,

where m’ = M —m. We do allow m = 0 and m = M. We call the first m directions
quasi-continuous and the last m’ directions purely discrete. In our applications, &
lies in the domain of a particular m-dimensional immersion (¢ = 0) or its lattice
approximation (e > 0), while ¢ parametrizes an m/-dimensional discrete family of
such maps.

13
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The considerations about convergence are local, and the encountered continuous
functions are defined on compact domains; either on an M-cube

B(r, R)={(€6 €B0|0<E < 1 <& <R} =Bo(r) x Bo(R)
Bo(r) = [0,7]™, B.(R)={0,...,R}™

or on a subcube
Bs(r,R) = B(r,R) N Bs.
In the lattice context, ¢ > 0, we will use

B(r,R) = B(r,R)NB = By(r) x BL(R)
Bs(r,R) = Bg(r,R) NB".

The just defined sets serve as domains for functions u with values in some Banach

space X. Denote the restriction of a continuous map u : £ — X to the grid with
mesh sizes € by

[u] == ulge: QN B — X.
As usual, multi-index notation is used to denote higher-order partial derivatives:

9% = 1 ... e

We say that a multi-index o = (ay,...,ay) € NM is subordinate to a set § C
{1,..., M} and write a < 8 if a; =0 for i ¢ S. In the following, any multi-index «
will be subordinate to the set {1,...,m}, i.e., api1 =+ =ay =0.

For lattice functions u : Bg(r, R) — X, shift operators 7; and partial difference
operators §; = (1; — 1)/¢; for i = 1,..., M replace the partial derivatives in the
context of lattice functions u : Bg(r, R) — X, and are defined as

(ru)(€) = ul€ + ciey), and (5)(€) = — (u(€ + eres) — u(€)

7

at lattice sites £ € B(r, R) for which £ +¢;e; € B§(r, R), too. (Here e; is the ith unit
vector.) Multiple shifts and higher order partial differences are also written with the
help of multi-indices:

7O =T M 0 =000 ol =+ a. (2.2)

If the i-th direction is a continuous one, i.e., ¢; = 0, the difference operator 9; is
understood as the respective differential operator 0;, and 7; is the identity.
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2.1.2 Norms and Convergence

For the problems of interest here, it is natural to consider functions of the class
C*Y(Bs(r,R)) = {u : Bs(r, R) — X | 0%u is Lipschitz Va < §, |a| < s},
which have the norm
lulls+1 == inf {L > 0)\6%(5, §) = 0°u(&,§)|x < LIE = &V < 8, |al < s} :
As usual, |€]; = |&] + - + |&n| is the 1-norm of €. For u : Bg(r, R) — X, € > 0,
define discrete C*'-norms

P (0%
lellorr:= ottt gegrgr%?imn 0% 0(E)lx
a—<30

It is easy to see that for a function v € C'*!
[ufls+1 = sup [|[u][]s41-
e>0

In particular, the discrete norms ||[u]®||s+1 in general diverges as € — 0 for a function
u that is not C*'-smooth.

Definition 2.1 Let f be a C*-function defined on D C X, and let {f}c>0 be a
family of C*°-functions on domains D¢ C X. We say that f€ is O(e)-convergent to
1O if for every compact set X C D, there is an ¢o(K) > 0 so that K C D¢ for all
€ < €(X), and there is a sequence of positive numbers Cy,Csy, . . ., depending on X,
so that

1fe = f°]

for all € < €y and all numbers s =0,1,2,....

csx) < Cse

Despite its technical definition, O(e)-convergence in C'* is usually easily verified in
concrete examples, for instance with the help of the following immediate observa-
tions:

o If f,g°: D — X are O(e)-convergent families in C°(D), then so is f¢ + ¢¢,
to the sum of the individual limits. If X has an algebra structure, and the
multiplication is a smooth bilinear map, e.g., X = C, then the respective
statement holds for products f€- g°.

o If f: D — X is aC> function, then the family f¢:= ef is O(e)-convergent in
C>(D) to zero.

o If f:Q — X isa C*™ function on some open neighborhood €2 of 0 € X, then
the family f€ defined by

fe(u) = f(eu)
is O(e)-convergent in C°*(X) to the constant function f = f(0).
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e Suppose f above has f(0) = Df(0) = ---= D" ' f(0) = 0, then the family f°
with
fo(u) == " fleu)

is O(e)-convergent to the k-homogeneous function f(u) = D*f(0) - u®*.

Definition 2.2 Let u be a continuous function in C*'(Bs(r,R)), and let u be
a family of discrete functions defined on B(r, R), respectively. We say that u is
lattice-convergent to u in C*'(Bg(r, R)) if there is some C > 0 so that,

[uf = ful[ls11 < Ce.

If the limit u is in C* and u® is lattice convergent in every C*', then we say that u
is smoothly lattice convergent, or lattice convergent in C*°(Bs(r, R)).

A trivial, but very important example of a family «¢ which lattice-converges in C*! to
a function u of respective smoothness C*!, is the family of its restrictions: u¢ = [u]".
Analogously, §%[u]¢ is lattice convergent to 0%u in C*~1%l1 provided that |a| < s.
Consequently, there is an alternative characterization of lattice-convergence:

Lemma 2.1 If a family of discrete functions u® lattice-converges to a limit u in
C*Y(Bs(r, R)), then the first s partial derivatives of u are uniformly approximated
by the respective partial difference quotients of uc:

max max : |0%u(§) — 0%u(€)] < Ce.

\&C\lﬁ_jsﬁ'l EeBg (r—elal,R

The converse is not true, because Definition 2.2 also requires approximation of the
s + 1st partial difference quotients.

2.2 The Approximation Theorem

2.2.1 Hyperbolic Equations

Let X = X1 x --- x Xg be a direct product of K Banach spaces, equipped with the
norm
[ul = Julx = max |uelx,. (2.3)
(We will omit the subindices X and X whenever possible.)
Consider a hyperbolic system of first-order partial difference (¢ > 0) or partial dif-
ferential (e = 0) equations for functions u : B¢ — X:
djuy, = fr;(uc), 1<k<K, jel(k). (2.4)

The subset £(k) C {1,..., M} of indices is defined for each k = 1,..., K, and called
the set of ewvolution directions for the component wuy; the complementary subset



2.2. THE APPROXIMATION THEOREM 17

S(k)=A{1,... M}\ E(k) is called the set of static directions for the component uy. It
is convenient to partition (k) = Eo(k)UE (k) and S(k) = So(k) U8 (k) as follows:

Eo(k) = (k)N {L,....m}, & (k)=&k)N{m+1,... M} ,
So(k) = S(k)N{L,....m}, S,(k)=8(k)N{m+1,...,M}

Recall that for e = 0, the partial difference operators d; in the directionsz=1,...,m
are partial differential operators 0; by definition. Explicitly, the hyperbolic system
of partial difference and differential equations at € = 0 has the form:

Oue = fi,(u), 1<k<K,je&(k)
Tue = uk+ fr,(u), 1<k<K, jeli(k).

Each function fg; : Dj ; — X is supposed to be C"*°-smooth on an open domain
Dy ; C X. Define D = Njegr) Dy, ;, the common domain of definition.

We focus on the following special type of Cauchy Problem for (2.4):

Goursat Problem 2.1 Given functions U on B, (r, R) for each k =1,..., K,
find a function u® : B(r, R) — X that solves the system (2.4) and continuates the
initial conditions, i.e., u$,(§) = UL(§) for € € Bk (r,R).

Note that there is no formal distinction between the Goursat Problem for the dif-
ference (e > 0) and the differential (e = 0) equations. The idea is to consider a
whole family of discrete Goursat Problems, parametrized by the mesh size € > 0,
for fixed positive values of r and R. The content of the main Theorem 2.1 is that,
provided the functions ff ; satisfy some natural assumptions, lattice-convergence of
the discrete data Uf to C*!-functions U} implies lattice-convergence of the solutions
u® to a C*!-function u, which solves the Goursat problem for € = 0 with data U}.

The following considerations only apply to the purely discrete case € > 0. It is obvious
that, if u° solves the Goursat problem, then it is the only solution on B¢(r, R). The
question of existence of a solution, on the other hand, is not trivial. The problem is
twofold: First, u¢ might leave the domain of definition of the equations in (2.4).

Definition 2.3 We say that the solution of a Goursat problem blows up on Q C
Be(r, R) if there is a solution u¢ : Q — X to the Goursat problem such that u¢(§) ¢ D*
at some site & € Q0.

A second condition is more interesting: The equations (2.4) need to satisfy a com-
patibility condition. Discrete compatibility mimics the classical criterion

02F - alG
which is necessary and sufficient for the equations
Oowu=F, Oou=G@G,

to admit a solution in general. It is a local criterion insofar as it is concerned with
the solvability on an elementary cell of B¢(r, R) only.
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Definition 2.4 We say the system (2.4) at € > 0 is consistent if the Goursat
Problem on the elementary M-dimensional box B(e, 1), i.e., r = € and R = 1, is
formally solvable for all initial data.

Formally solvable means that there either exists a solution u¢ : B¢(e, 1) — X, or the
solution blows up on a subset of B¢(¢, 1). Consistency can be symbolically expressed
as the condition that

Writing this out, inserting (2.4), one obtains
& (fealmu) = Feaw)) = & (S (mu) = iy () (2.5)

It is implied that the function fi,;(u) depends only on those components uj, for
which j € &, so that 7u; = féj(uﬁ); otherwise, 7;uj; could be prescribed arbitrar-
ily as data, generating a contradiction in (2.5). Hence, the final algebraic form of
consistency is that

e fi,;(u) only depends on the components uy, for which &(k) C €(£) U {j}

e the identity
Ej_l <fk,Z(U6 + Ejfj(Ue)) - fk,z(U6)> — ez._l <fk,j(U6 + Ezfz(U6)> . fk,](U€)>(26)

holds for all U¢ € X for which both sides are defined. (f;(U¢) € X abbreviates
a vector whose Xg-component is fi;(U¢) if i € &, and arbitrarily defined
otherwise.)

One could take (2.6) as definition of consistency. However, it is often more practicable
to directly verify the solvability of the Goursat problem on the elementary box, using
geometric theorems.

Figure 2.1: Successive construction of a discrete solution
In summary,

Proposition 2.1 Let € > 0, and assume that the system (2.4) is consistent. Then
either the Goursat problem 2.1 has a unique solution u¢ on B(r, R), or the solution
blows up on a subset thereof.
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Proof: Let d(&) = |€]1/e + |€]1, which is an integer function for £ € B¢(r, R). The
domain B¢(r, R) is a finite union of elementary boxes of the type B¢(e,1). One
advances inductively from box to box, solving the Goursat problem there: Start
at & = 0; the solution to the Goursat problem on B¢(e, 1) provides data for the
Goursat problems on the elementary boxes associated to the points £ € B¢(r, R)
with d(§) = 1. The solution to the Goursat problem there — provided there is no
blow-up — supplies data for the boxes at points £ with d(§) = 2 etc. In figure 2.1, the
first four induction steps are indicated for a grid in dimensions m =2, m’ = 1, and
R = 2. The &;-direction, which is kept discrete, is vertically oriented. The drawn
boxes are those on which the Goursat Problem has been solved, and the corners are
the sites & € B¢(r,2) at which the “new values” u¢(§) are calculated. m

2.2.2 Statement of the Main Theorem

We begin by stating the main Theorem in its most general form; its proof is delivered
in the next subsection.

Theorem 2.1 Consider a system of hyperbolic difference/differential equations
(2.4) on the domains B(F, R), 7 > 0. Let respective Goursat data Uy, : By, () — Xy,
be given. Further, let an open set D € X be given, on which all functions f,gj are

defined. Provided that

i. the hyperbolic system is consistent for every positive €

i. the functions fi,, j € E(k), converge with O(e) in C=(D) to the limiting
functions f,SJ-

wi. the discrete initial data Ug for k = 1,...,K are lattice-convergent in
C5Y (B (7, R)) to the continuous data U at e =0

w. the solution u® for e =0 does not blow up on B, (R),
there is some ¢y > 0 and some positive r < 7, so that

1. a solution u = u® € C%' to the Goursat problem at ¢ = 0 exists on B(r, R)
and is the unique solution there

2. discrete solutions u® to the Goursat problem exist on B¢(r, R) for every positive
mesh size € < €

3. the solutions u¢ are lattice-convergent to u in C31(B(r, R)).

Remark: Lemma 2.1 implies that the partial derivatives 0%u of the smooth solution
w are uniformly O(e)-approximated by the respective partial difference quotients 0*u*
for |a| < S.
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Next, another version of the Theorem is formulated, which is a bit simpler and
tailored to most of the applications lying ahead: Either m’ = 0 so that all directions
are quasi-continuous, corresponding to the approximation of a single immersion; or
there is exactly m' = 1 discrete direction, and the approximation of the immersion
along with R = 1 of its transformations is investigated. In particular, the a priori
requirement that blow-up’s do not occur at f = 0 is replaced by an assumption
that is more easily verified. In the general setting of Theorem 2.1, smoothness and
approximation of the transformation is proven once it is known that they exist; now,
the existence of one transformation is part of the conclusions.

Theorem 2.2 Suppose that there is exactly m’ = 1 discrete direction, so M = m+1.
Consider the system (2.4) on the domains B¢(r, 1), with ¥ > 0, and with Goursat
data U, : Bes(k)(F,l) — Xy. Further, let an open set D € X be given, the role of
which s clarified below. Assuming

i. the system is consistent for all positive €

i. a) the functions ff , with j € E(k), i.e. j < m, are O(e)-convergent to the
limiting functions fy ; in C>(X)

b) the functions ff ,, converge with O(e) in C>(D) to f

wi. the initial data Ug, k =1, ..., K, are smoothly lattice-convergent to the limiting
data U}

. U°0) = (UY0),...,U%(0)) lies in D,
then there is some €y > 0 and some positive r < T, so that

1. the Goursat problem at € = 0 has a unique solution u € C*(B(r, 1))

2. the discrete Goursat problems have unique solutions u€ for all 0 < € < €y on
Be(r, 1)

3. the solutions u are smoothly lattice-convergent to u
The above statement carries over literally to the case that there are no discrete

directions, m' = 0, upon replacing the domains B (r, 1) by BE(r); the requirements
i1.b) and iv. above are void in this situation.

2.2.3 Proof of the Main Theorem
Structure of the Proof

The proof of Theorem 2.1 is divided into five major steps:
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1. Existence of solutions u¢ : B(r, R) — X to the discrete problems for some
r > 0 and all € small enough is proven.

2. Uniform, e-independent bounds on the solutions u¢ and their difference quo-
tients up to S + 1st order are obtained.

3. One solution v € C°' to the continuous problem is constructed.
4. Uniqueness of the solution u is shown.

5. The rates of convergence are verified.

In a sixth step, proofs of some technical estimates related to the discrete chain rule
are proven. After the first step, the changes needed to prove the reduced Theo-
rem 2.2 are listed. The (small) modifications mainly concern the definition of some
quantities.

The following technical lemma plays a crucial role and is repeatedly used:

Lemma 2.2 (Discrete Gronwall) Let be given a real-valued function W (t,T') for
arguments t = 0,€,2¢,...,tg and T =0,1,...,Ty. If at any point (t,T) at least one
of the implicit estimates

either t >0 and W(t,T) < (1+ely)W(t —¢€,T)+ €9y (2.7)
orT>0 and W(t,T) < (1+Ly)W(t,T—1)+Qy (2.8)
oo W(t,T)<W (2.9)

holds with nonnegative constants W, Q; and L;, then the following explicit estimate
18 true:

W(t,T) < (W +tQ; + TQy) exp(tLy + TLy). (2.10)

Proof: The estimate (2.10) follows from an induction argument over the integer
N = N(t,T) = L+ T. For N(t,T) = 0, one has t = T' = 0 and so (2.9) holds,
confirming (2.10). Let be given 7' < T and t < ty, with N(¢,7) = N, and assume
(2.10) is proven for all 7", ¢ with N(¢/,T7") = N — 1. If (2.7) holds, then

W(t,T) < (14 eL))(W + (t—€)Q; +TQs) exp((t — €)Ly + TLy) + €y
< (W49 +TQs)(1 + eLy) exp((t — )Ly + TLy)
< (W +tQy +TQy) exp(tLy + TL,

because 1 + x < e®. If (2.8) is true instead of (2.7), the estimate is completely
analogous. If both (2.7) and (2.8) fail, then (2.9) must be true, and (2.10) is trivially
satisfied. m
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Existence of discrete solutions

At ¢ = 0, the values of u2(0,¢), £ € B,(R), can be calcuted from the data U}
by a suitable finite iteration of the functions f,g’j, J > m, in the discrete evolution

equations. By assumption, the solution does not blow up here, so u°(0,¢) € D for
¢ € BL(R). Choose a real number A so that

0<A < min dist(u’(0,),0D). (2.11)
£€B+(R)

A > 0 is possible because D was assumed to be open. Further, define

Dy = | {uex)|u—u0(o,g)| < A}. (2.12)

] 2
§EBL(R)

The values of u;(O,g) are calculated in the same manner, iterating the respective
maps f; ; for the discrete initial data Ug. By assumption ii. about convergence of

f; to f2; and Uf to UY, the iteration is well-defined for e small enough, and u(0,¢)

converges to u°(0,€). Choose €, > 0 so small, that for all positive € < €

. . A
Da C D and |uf(0,€) — u®(0,€)| < T (2.13)
Let
Cy = sup max ||Ug|h
0<e<eg k
Cr = sup max ||ff llcim,)
0<e<eg jeéj(k)
These are finite positive quantities. Now choose r > 0 small enough to have
, A
mr(Cy + Cr) exp(m'RCr) < T (2.14)

Claim 1 With these choices for ey and r, the discrete solutions u® do not blow up
on B(r, R) for any € < €.

Actually, we show that u(§) € Dp for all 0 < € < ¢y and & € B(r, R). Our goal is
to use Lemma 2.2 to estimate the quantity

W (t,T) = max max [u(,£) — u(0, )]

1<t [Eh<T

Given ¢, T, let £ € B(r, R) be an arbitrary point with ¢ = |€|;, T = |£|;. For the
k-th field uy, at least one of the following is the case:
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o Initial data U () is prescribed at €.
Then, by definition of Cy,

Jug (€, €) — uf,(0,€)] = |US(E, €) — Ug(0,€)| < Cylé|y < Cymar.

o Thereis a j € Ey(k) such that £ > 0.
Let {' = £ — ee; and observe

i, (€,€) — ui,(0,9)] [ui, (€1, €) = ui (0, )] + |efi ;(u (€, )]

<
< W(t—¢€T)+eCp.

o There is a j € E4(k) such that £ > 0.
Define £ = ¢ — €,_m, so that
Ju (€, €) — ug(0,9))] (€, &) = u (0, )] + | it (u (€, €)) = fij(u(0,))]
< (14 Cp)u(é, &) —u(0,8)]
< (1+Cp)W(LT—1).

Recall that ]uﬁ(f, £) — u(0,€)] is the maximum of the K expressions |u2(§, £) —
u$,(0,&)|x,- Thus the implicit estimates (2.7)—(2.9) follow with

L1=0,Ly=Cp, Q =Cr, Q=0, W = Cymr,
and the explicit estimate (2.10) gives
[u(€,€) — u (0, 8)| < mr(Cr + Cu) exp(|€]:Cr), (2.15)
which, in view of (2.13) and (2.14), yields the claim.

Modifications for the proof of Theorem 2.2

To prove the reduced Theorem, some of the above choices are made differently. Note
that the value of u°(0,1) € X is well-defined because of the requirement iv., but
possibly does not lie in D. Instead of (2.11), one simply chooses a positive

A < dist(u°(0,0), 0D)

where u°(0,0) = (U?(0),...,U%(0)) € D by iv. In addition to the domain D defined
as in (2.12), let

A
D) = {u e X||u—u’0,0)] < 5}
And ¢ is picked so that

‘u6(07 0) - UO(O, O>|7 |u6(07 1) - UO(O, 1)| < and

A
4
\\, CDF, Da € D for all j € Eo(k)



24 CHAPTER 2. HYPERBOLIC PROBLEMS

holds for all € < €.

At sites € € B(r, 1) with € = 0, everything is exactly as before. However, one may
no longer conclude that w(¢,1) € D for (§,1) € B(r, 1), i.e., formally, there might
be a blow-up, but that does not hurt the arguments of the proof: The functions fj ;

with 7 < M are still defined for all values u(g ,1) € DA by the choice of ey, while the
functions ff 5, are never evaluated on u(€,1) which possibly lie outside of D¢. The
arguments in the subsequent steps of the proof are changend in the obvious manner;
one simply replaces explicit references to Da by Iy at the appropriate occurences.
For example, constants defined as

C 1= sup,, maxjeer) || f5 llcs@a) are replaced by

C:= MaXe<en MAXjegq (k) Hflg,]’

Cs(Da) T MaAXc<ceo MAXre (k) ’|f1§,M| C3(D)y)-

A priori bounds
Claim 2 There is a constant M > 0 such that
|ul|s41 < M

independently of € < €.

To verify this claim, we proceed inductively from s =0 to s = .S + 1, proving
Juclls < M (2.16)

for suitable constants M, independent of €, in each step. By the previous step, all
values u€(€) lie in DA, so for s = 0, a possible choice is

My := max{1, sup |u|}.

u€EDA

For positive values s < .S + 1 and positive € < ¢, define

€ — «, €
Wit T) = max max |0%u(§)]-
[€l1<t,[E1<T

We derive an estimate on W€(¢,T), based on Lemma 2.2 and the following;:

Lemma 2.3 Given an integer s > 1, there is a constant Cy such that for every
v : B(r,R) — D with arbitrary ¢ > 0, every C*°-function f : D — X, and every
multi-index o with |o| = s

0% F ()] < |1

o) (10%0(&)] + Csmax{L, [|[v]|3_1}) . (2.17)
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The proof of this lemma is based on the estimates related to the discrete chain rule,
and is found in the last subsection.

Define the constants

Cr = sup max Hflg,jHCS+l(DA)
0<e<ep jejé(k)

Cy = sup max||Ugllss1
0<e<eg

These quantities are finite because fi ; — f,gj in C*, and each U} lattice-converges
to U.
We estimate 0°u(€) with |a] = s and € € BE(r — es, R), setting ¢ := ||y, T := |€]s.

At least one of the following is true:

o 5°us, (&) can be calculated from Uf.
From the definition of C};, we conclude
|0%ui(€)] < Cu.
o There is a j € Ey(k) such that a; > 0.
If |o| =s=1,ie., 0% =0,, then
|0%u (§)| = [fi;(u (€))] < Chr.
Otherwise, define o’ :== a — e; and apply estimate (2.17) Lemma 2.3:
[6°ug (&) = 10% fi; (u(€))] < Cp(Myy + Co s My73).
o Thereis a j € Eo(k) such that & > 0.
Define £ = € — eej, then, by the estimate (2.17),
[6°ut (€, E) < 18%ui (€, )] + el 6™ (fi;(w))(E, 9]
< (L+€Cr) [0 ug(,€)| +eCrCM;
—_———

SW;(t—e,T)
o There is a j € E4(k) such that £ > 0.
With ¢ = € —e;_,, and (2.17),
5°ui,(§,€)] = [6°ug (€, &) + [(8° S5 (u))(E, &)
< (14 Cp) [8%ui (€, )| +CrC M,
—————
SW;(t,T—l)

This confirms the implicit estimates (2.7)—(2.9) with constants independent of €. So
the explicit estimate (2.10) gives an e-independent bound on the values WE(t, T') for
t <mr —es, T <m'R. This completes the induction since one can choose

Mg = My 1 + WE(mr — es,m'R)
in formula (2.16).
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Existence of a continuous solution

With the a priori estimates on the difference quotients at hand, one can basically
follow a standard procedure (see, e.g. [P]) to obtain a sequence €, — 0 such that
u lattice-converges to a function u : B¢(r, R) — X in C%L.

To begin with, extend the discrete functions u® : VfBE(r, R) — X by plecewise linear
interpolation to functions 4 on B(r, R): So if (£,§) € B(r, R) and (£9,€) € B(r, R)
is so that 0 < & — &Y < efor j=1,...,m, then

ﬂé(é? g) = ue(éO’ g) + Z(éj - g?) ' 5ju6(éoa g)
j=1

The same is done with the functions §*u¢ for |a| < S, which are linearly interpolated
to functions @ : B(r, R) — X.

Now by the a priori estimate ||u€||s11 < M, it is clear that |[6®u||; < M if |a| < S.
Hence, M is a B(r, R)-uniform Lipschitz constant for the piecewise linear functions
™, independent of €. In particular, each e-family {a(®}, is equicontinuous.

Choose a sequence €2 — 0. Apply the Arzela-Ascoli Theorem: As an equicontinuous
sequence of continuous functions on a compact domain, {Hfg}n posseses a subse-
quence which is uniformly convergent to a continuous limit function @ : B(r, R) — X,
i.e., i — @ in C°(B(r, R)) for a suitable infinite subsequence {e:}, C {%},,. Next,
observe that {ae;(a)}n with, say, a = ey, is an equicontinuous sequence, too. Choose
a suitable subsubsequence {€2}, C {e!}, such that @) — @) in C°(B(r, R)).
Repeat this procedure for all multi-indices o with |a| < S, obtaining in each step
an infinite subsequence {€**1}, C {€*}, of the previous one by the Arzela-Ascoli
theorem, so that the respective gen' (@) converges uniformly to a continuous limit
a® : B(r,R) — X. There are only finitely many multi-indices o to be processed.
Let € — 0 denote the respective sequence obtained in the last step. Obviously,

acn @ 5 (@ in CO(B(T, R)) as n — oo for all |Oz| < S.

It is also immediately seen that each @(® is also Lipschitz-continuous on its domain
with the Lipschitz-constant M from the a priori estimate.

Claim 3 The function u := @ is of class C5Y(B(r, R)) with 0°u = a'® and solves
the continuous Gousart problem.

Below, it is shown that each 4(®) with |a| < S is differentiable and
9;u ) = aloter), (2.18)

From this, the claim follows: Iteration of this argument yields that u is indeed S
times differentiable, and 0“u = @(® is a Lipschitz-continous function, so u € C*%,
Also, from the equation §;ug, = ff ;(u®) of (2.4) one concludes that

@) = fe (@) + O(e)
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with an B(r, R)-uniform implicit constant in O(e), so that

Ojuy, = %) = lim @) = lim fr (@) = f,gj(u),

n—~o0

and u solves the equations of the limiting system (2.4) at e = 0. Finally, the Goursat
data are obviously attained, uy = U}, at the respective boundary subsets Bg) (7, R)
because of the lattice-convergence U — U}.

Thus is remains to prove (2.18). In the equivalent integral form, it reads:

. . & . .
GEE) ~ a8 = [T A + ey Dy (219)
0
which is supposed to be true for all (é, £) € B(r, R), where &=¢— éjej. But from
the obvious fact that for arguments (&, €) from the grid B¢(r, R)

€j/e—1

(8°u)(€,€) = (0°uY(E, &) = € > 6;6°u (' + meey, ).
m=0
Replacing the purely discrete by the respective interpolated functions, one obtains:

. - & . .
WOEE) —wEE) = [+ ey, -+ 0

where the arguments are no longer restricted to the grid, at the price of introducing
an error O(e) for which, however, the implicit constant is independent of f € and e
Now (2.19) is obtained by passing to the limit € = ¢ — 0 on both sides: Uniform
convergence of each @® on B(r, R), implies convergence of the integrals to the
integral of the respective limit function @(®.

Uniqueness of the continuous solution

Assume u and @ are two solutions to the continuous Goursat problem, defined on

B(r, R).
Claim 4 u(&) = u(&) for all € € B(r, R).
The crucial technical tool is the continuous analogue of Lemma 2.2.

Lemma 2.4 (Continuous Gronwall) Assume W : [0,t0] x {0,..., 75} = R is a
continuous real function. If at any point (t,T) at least one of the implicit estimates

either t >0 and W(t, T)<Lf W(s,T)ds+ Q
or T>0 and W(t,T) < (14 L)W(t,T —1)+0 (2.20)
or W(t,T)<W

holds with nonnegative constants W, Q and L, then the following explicit estimate
18 true:

W(t,T) < (W + (t+ T)Q) exp((t + T)L). (2.21)
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To prove this lemma, combine the classical Gronwall Lemma with the estimates in
the proof of Lemma 2.2. The goal is to apply this lemma to

W(t,T) = sup max |u(§) — a(£)|
1€l <t lEh<
Further, define
Cr = H}ﬁx ||f£,j“01(9<)
ek
where the compact set K C D is chosen so that u(),u(§) € X for all £ € B(r, R);
consequently, C'r is finite.

In order to confirm the implicit estimates (2.20) for W(¢,T) at an arbitrary point
€ € B(r,R) with [£|; =t, |£]; = T, consider the k-th fields wuy, 1y there. One of the
following is true:

o Thereis a j € €, (k) with § > 0.
Define ¢ = ¢ — e;_,,, and observe

~

ue(§,€) —a(,&) < [u(€,&) —al&, )+ &) — £, )
< (14+0p) uE, &) —al€, &)
<W(T-1)

o There is no j € (k) with & > 0.
But then, there exists some & € By(r) such that initial data U(£',€) is pre-
scribed and £ — £’ lies in the span of the evolutionary directions, i.e.,

é,—é: Z )\jej.

j€&o(k)
Since u solves the system of differential equations, it has the integral represen-
tation

A~ ~ ~ ~ l A~ A~ ~ ~
(€ d) = @6+ /0 SN + o€ — €),)do
~ ~ ] 1 ~ ~ ~ ~
= BHEH+ TN [ B + ol - 6.0

and the same is true with @ in place of u. Substracting these equations leads
to

(.6 — (€. &)
l ~ ~ ~ ~ ~ ~ ~ ~
< SONCr [ (€ ol =€), — ¢+ (€ =€), E)ldo
1
< Celél [ Wioléh T)do
0

t
:C'F/ W(s,T)ds.
0
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Thus, Lemma 2.4 is applicable with Q = 0, forcing W (¢,T) = 0 for all ¢ < mr,
T < m'R. But this is equivalent to @ = u.

Rates of convergence

Claim 5 There is a constant R > 0, independent of € > 0, such that
[u® = [ullls < Re

for all positive € < €.

We proceed inductively from s = 0 to s = .5, proving in each step that
[Ju — [u]]ls < Rye (2.22)
for some e-independent constant R,. We use Lemma 2.2 to estimate the quantity

W(T) = mas max1570(6) — 0 (©))
= e (e 2T

We also need

Lemma 2.5 Given an integer s > 1, there is a constant Cs such that for every pair
of discrete functions v,w : B(r,R) — D with arbitrary e > 0, for every pair of
C*®-functions f,g : D — X, and for every multi-index o with |a| = s

0(f (v) = g(w))(&)| < Cillf = gllesm)@s
Fllgllesrrm) (16%(v = w)(€)] + Csllv — wl|s-1Qs) (2.23)

where
Qs = max{1, |[v[|3, [lwl]|3}.

This lemma is again an application of the estimates on the discrete chain rule. Its
proof is put in the last subsection.

And we repeatedly make use of the relation

16[u] = [95u)ls < ellullsyo: (2.24)
Define

Cr = max [[f;lleso,)

JEEM)
Ce = sup et max ||f]:7j_fl(c),j“CS(DA)

O<e<eo ;8
Co = swp e max |Uf - U5

0<e<eo k

Observe that @, < M?# by the a priori estimates. This specializes the estimate (2.23)
in Lemma 2.5.

Consider the difference §%ug (£) — 6*[ulj (€) for |a] = s at § € B(r, R), with ¢ = €1,
T = |£|1. At least one of the following is true:
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o 5%u (&) can be calculated from the data.
Trivially, by the definition of Cy; above,

6% (g, — [u]) (€)] = 16°(Ug — [U]) ()] < Cue

o There is an j € E(k) such that a;; > 0.
If s =1, ie., o =e;, then, observing the estimate (2.24),

10;(u = [W])E)] < | (fi;(u) = fij(w) ()] + ellulla
< N llermal(u = u)(€)]

+fe; = foillcows) + Me
CFR()E + CGe + Me.

IN

If s > 1, define o = a — e;. Then, exploiting (2.24),

[6%(u = [W])E)] < 16% (Fia(u) = [([u])) ()] + ellull st
S CF(RS—IE + Cs—le—2€Ms_1)
+OS_1CGMS_1E + Me.

where we have used estimate (2.23) of Lemma 2.5.

o There is an j € E(k) such that &; > 0.
Let £ =& — ee;.

6% (u — (W)€, )] + € ulls1
el (fi () = £ ([W))(E €]
< (14 eCp)W(t —¢,T) + Mé?
+eCsM?(Rs_1€ + Cge).

6% (u — [u]) (€, )|

IN

o There is an j € E(k) such that §; > 0.
Define ¢’ =& —e;_,.

162 (f 5 (ue) = £ 5([u])) (€, )]
CrWe(t,T — 1)+ CsM*(Rs_1€ + Cge).

6% (uf — [u])(€,€)|

<
<

These considerations confirm the implicit estimates (2.7)-(2.9) of Lemma 2.2 with
constants L1 = Ly = CF independent of € and source terms Qp, Qo, W = O(e). But
this means that, with an appropriate choice of R,

We(t, T) < Rse for all € < ¢

This completes the induction and proves O(e)-convergence of the family u¢ to the
smooth solution u in C¥(B(r, R)).
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Estimates for the Discrete Chain Rule

The Lemmata 2.3 and 2.5 are consequences of Lemma 2.6 below, which general-
izes the chain rule for higher-order partial difference quotients. For a convenient
formulation, introduce the following notations:

We say that an s-tupel J = (ji,...,Js) of directions jr € {1,...,m} is an ordered
representation of the multi-index o with |a| = s, if

=1 4.

Given an ordered representation .J, define for A C {1,...,s}

o7 =110

leA

Furthermore, let Z; be the set of partitions of {1,...,s} into exactly k& nonempty
subsets,

Z,Z:{A:(Al,...,AkHAHé@, UAg:{L...,s}}.

As usual, we understand D* f(u) with f : D — X, u € D, as the symmetric k-linear
X-valued functional over X that represents the k-th derivative of f at u. To indicate
the evaluation of the functional on the vectors w; to wy, we write D¥ f(u)[wy, . .., wg].

Lemma 2.6 (discrete chain rule) Assume f: 1D C X — X is a function of class
C*, andu : BS(r, R) — D. Let be given a multi-indez o, || = s > 1, and an ordered
representation J = (j1,...,Js) for a. Then:

; gﬁ/”kd@ D’f Su) [ 81(5§1u),...,m(5§m)]) (2.25)

In this formula, s, = s — # Ay, and the operator

ng’ with gz > 0, Zg@—l

18]<s

yields a convexr combination of shifts of the functzon it 1s applied to, with weights gg
depending on © € [0,1]%, k, J and A, but not on u, f or the point of evaluation.

Proof of Lemma 2.6: We prove the lemma by induction on s.
If s =1, then o = e; and J = {j}. We write

0flu) = %(f(TjU)_f(U»
- /1 ddDf((1 — 0)u + O7;u) - %(Tju —u)

= | doprGs
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and (2.25) is verified in this case.

Now let |a| = s+1 and assume the lemma is proven for all 5" < s. If the given ordered
representation of ais J = (j1,...,Js+1), then define j = jopq and J = (j1,...,7s),
which is an ordered representation of o’ = o — e;. Take the discrete derivative d; of
both sides in the formula (2.25) for o/, J’. The operator §; obviously commutes with
summation and integration, therefore it suffices to investigate the difference quotient
of the expression in brackets for arbitrary, but fixed choices of £ < s, a partition
A= (Ay,..., A;) and © € [0,1]*. Note that these choices completely determine the
weights ¢ inside the operators p. One finds

5 (DHF ) (53, (6 w)]
> DM f(mptu) et (55w), - 6 (S5, (65 )]

! k+1 s+1 s1( SA1L sk SAk SIS
+ [ do(DH e ) . 5. (650))

0

It is easy to see that this is the sum of k + 1 expressions of the form

TS s1 i s A
DY () [ (87 ), - (0 )

where

1. either ¥ = k and A’ = {A;,..., 4, U{s+1},..., Ay} € Zi™ for some ¢
between 1 and k,

2. or: k' =k+1and A' = (Ay,..., Ay, {s+1}) € Z; 1.

From these representations, it is easily verified that: If A’ € ZZTl for some k' < s+1,
then A’ can be obtained from an appropriate A € Z3, either by means of 1. or 2.
above (neccessarily k' = k" or k' = k”+1). And the element A is uniquely determined
by A’. This concludes the induction on s. m

Proof of Lemma 2.3 Let £ € B(r — s¢, R) be arbitrary. First, observe that
for & = 1, the sum in formula (2.25) contains only one term, corresponding to

A={{1,...,s}}:
Df(p*u)(§) - (0%u)(§).

It now follows immediately:

0" f@)E)] < IDFEu)E)] - (6™u) >|
> (i@l IT e )

k=2,..,s AZ; 0=1,....k
< lfllerm - 16w+ Cull Fllow) - (max{L, [[ull3~1}),

Cs being the number of terms in the summation. This proves the desired formula
(2.17). =
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Proof of Lemma 2.5 Substract the respective formulas (2.25) for f(u) and g(v)
from each other. This yields a sum (over k, A and ©) of terms

DF f(psu) [ (554 u), - . ., (655 u)] — DFg(psv) [ (571 v), . . ., s+ (57*)]
- (D! o) = DAg(ue0) ) [ (33 w), . o (575)] (2.26)

+ DG ([ 0 ), (O] = [ (), (0 0)]) (2.27)

where the weights g are the same in corresponding symbols p. To estimate (2.26),
observe that for an arbitrary & € B¢(r — se, R):

| DEf (pu) (€) — DPg(pv)(6))]
< [DFF(au)(€) = DFgluu) (©)| + [ DPglu)(€) = Dhg(uv)(€)
<|If = gller@) + lgllerrrmllu = vllo
Also, for the k-linear function Q(&) := D* f(usu)(&) — D¥g(utv)(€),
As for the expression (2.27) there holds:
D) (€) ([0 (0 u)(E). o1 (74 u) ()™ (33 0) (), (5740 (E)])|
< 3 [ DR OU ) o 3 ). (510 )]

L=1,...k <L L
_ _ se (A
< lglloweoy - max{L, lull i3 olls=i} - D 1= (85 (u = 0)(©)]

In combination, one concludes

10°(f (u) = g(0)) (€]

.....

+ > Cillglloxmkllu = vlls- max{L, Julli=, o]

+llgllor @)% (u = v) ().

Cy is the number of elements of Z;. From here, with a proper choice of Cj, the
estimate (2.23) follows immediately. m
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Chapter 3

Surfaces with Constant Negative
Gaussian Curvature

3.1 K-Surfaces by Their Gauss Maps

In this chapter, two approaches to the approximation theory of surfaces with con-
stant negative curvature are presented. The first, presented below, is based on inves-
tigations of the surfaces’ Gauss maps. The starting point for the second approach is
their description by moving frames.

3.1.1 Definitions and Basic Properties

We start by considering surfaces without transformations, therefore we work on
domains B(r) in M = 2 dimensions, both quasi-continuous, m = 2, m’ = 0.

Definition 3.1 A (continuous) K-surface is a smooth asymptotic line parameteri-
zation f: B(r) — R?® of an immersed surface with constant negative Gaussian cur-
vature. We denote by n : B(r) — S? the corresponding Gauss map and by 8§ C R?
the tmage of f.

Recall that for an asymptotic line parameterization, the second derivatives 0? f, 93 f
lie in the tangent space, spanned by 0, f, 02 f. It is a classical result that an immersed
surface 87 in asymptotic line parameterization is of constant negative Gaussian cur-
vature if and only if [0 f(&1, &)| is independent of &, and |05 f (&1, &2)| is independent
of &.

Definition 3.2 A discrete K-surface is a map f€ : B(r) — R3 of two discrete
variables, for which

e the five points f(&1,&s), [(&1 L€, &), [(&1,& £ €) are coplanar

35
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o [61f°(&,&2)| is independent of &, and |62 f¢(&1,€2)| is independent of &
We call n¢ : BE(r) — S? with

ne — (01f) x (021°)
[(61f€) x (02 f€)|’

its Gauss map. The discrete surface 8y is the lattice image of f€ in R3.

The vector n(&) is normal to the plane through the five points f€(&1, &), f€(&1%¢, &),
f€(&1,& £ €). Hence the term “Gauss map” is justified.

The starting point of our considerations are two observations — from which the first
one is classical and the second one was first made in [Wu], then exploited in [BP1]
— which, in our notations, read:

Proposition 3.1 4 map n : B(r) — S? is the Gauss map of some K-surface f :
B(r) — R3 iff it is Lorentz-harmonic

010on = pn, p: B(r) — R. (3.1)

f is uniquely determined by n up to translations and homoteties of the image in R3.
In particular, given a Lorentz-harmonic map n : B(r) — S?, then for an arbitrary
positive number k and any point F' € R3, the unique solution of

f(0,0)=F, O1f = kn x Oin, Oof = —kn X Oyn (3.2)

is a K-surface f for which 8; has constant Gaussian curvature —k~2, and whose
Gauss map is n.

Remark: Lorentz-harmonicity of the Gauss map n : B(r) — S? is equivalent to
the fact that n forms a two-dimensional Chebyshev-net on S2. The latter is defined
by the property, that the length |01n(;, &2)| is independent of & and |0yn (&, &s)] is
independent of &.

Proposition 3.2 ([BP1]) A map n° : B(r) — S? is the Gauss map of some
discrete K-surface f€: BE(r) — R3 iff it is discrete Lorentz-harmonic, i.e.,

€

91090 = %(ﬁn6 + 1nc), pf: B(r) — R. (3.3)

f€ is uniquely determined by n up to translations and homoteties in R3. In particular,
given a discrete Lorentz-harmonic map n® : B(r) — S2%, then for any positive
number k and any point F € R3,

f(0,0)=F, 61 f = kn X 01n, dof = —kn X dan (3.4)
determines a discrete K-surface f¢ which has n as its Gauss map.
Remark: The discrete Lorentz-harmonicity of n€ is equivalent to n® being a discrete

Chebyshev-net in 52, meaning that n(£;, &) and n(&; +¢, &) enclose an angle which
is independent of &, and the angle between n(&;, &) and n(&;, &2+€) is independent

of 52.



3.1. K-SURFACES BY THEIR GAUSS MAPS 37

3.1.2 Approximation of K-Surfaces
We first derive a hyperbolic system in the case of smooth K-surfaces.

Lemma 3.1 Any K-surface f : B(r) — R3 with Gauss map n : B(r) — S? gives
rise to a solution of the system

Of = kKnxu Oof = —kn Xy
omn = v 0o = s (3.5)
vy = —pn vy = —pn

where p = —uvy - Vg, (3.6)

Here vy,vy : B(r) — R3 are suitable functions, and k > 0 is chosen so that the

Gaussian curvature of the corresponding immersed surface 8 is —k™2.

Conversely, given a solution to the system (3.5) so that n(&1,&2) are unit vectors,
then f 1s a smooth K-surface and n its Gauss map.

Proof: Let some K-surface f with its Gauss map n be given. Define the auxiliary
functions

vy = O0n, vy = Oyn.

Proposition 3.1 implies that n has the property (3.1) of Lorentz-harmonicity, and f
itself satisfies (3.2) for the obvious choice of F' and k. So the system (3.5) holds. To
calculate p, take the scalar product of (3.1) with n to find

p=mn-010en = 01(n-0n) — n - dn.

Since the values of n lie in S?, we have n - 9;n = 0 everywhere, and (3.6) follows.

Conversely, given a solution to (3.5), the function n is obviously Lorentz-harmonic.
The values of n are unit vectors by assumption, so it can be interpreted as the
Gauss map of the immersion given by f, which then is a K-surface with necessity
by Proposition 3.1. =

We turn to the theory of discrete K-surfaces.

Lemma 3.2 Any discrete K-surface f€: B(r) — R3 with respective discrete Gauss
map n¢ : B(r) — S? gives rise to a solution of the system

nhfe = Rn® Xy dof¢ = —KN® X5
hnt = of dont = v§ (3.7)
ooy = —p<(n°+5i+vs)) G = —p(n°+ 5(v] +v5))

where p¢ = (v{ - v§) - (14 §n° - (v{ +v5) + %vf ~v§)h (3.8)

K 18 some positive number and v{, v are suitable functions.

Conversely, given a solution to (3.7) for which n®(&1, &) are unit vectors, then f€ is
a discrete K-surface and n® its Gauss map.
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Proof: Assume f€is a discrete K-surface, n¢ is its Gauss map, and introduce
€ . __ € € .__ €
V] 1= 01nS, v = dyn.

Proposition 3.2 implies the remaining equations of the system (3.7), with a suitable
choice of k and the function p¢ from equation (3.3). To derive the formula (3.8) for
p°, rewrite (3.3) as

€

7179 = (1 + 62%)(7'1716 + 1n) — nt.

The left side is a unit vector, so the norm of the right side has to be equal to one,
leading to

2n° - (n° + 1n°)

1 2 € —
T |T1n€ + Tone|?

which eventually results in (3.8).

Conversely, given a solution to (3.7), then n¢ is obviously discrete Lorentz-harmonic.
As the n(&) are unit vectors, the function n¢ is, by Proposition 3.2, the Gauss map
of the discrete K-surface f¢. m

Recall that the eventual goal is to obtain a convergence result for discrete K-surfaces
to a smooth limit. Observe that the systems (3.5) and (3.7) are already in the
hyperbolic form (2.4). Hence Theorem 2.1 applies.

We choose (omitting the parameter k)
X =R} xR xR} xR} .

The quantities f and n are assigned no static directions, while the first direction is
static for v; and the second direction is static for v,. Since the right-hand sides of
(3.5) are always defined, it is natural to take D = X.

Correspondingly, the Goursat problem for (3.5),(3.7) reads

Goursat Problem 3.1 (for K-surfaces) ' Given a point F© € R3, a unit vector
N¢ € S2, and two smooth functions Vi : BS(r) — R, i = 1,2, find a solution to

(3.5) resp.(3.7), such that f<(0,0) = F<, n°(0,0) = N and v§[ge(y= Vi, i = 1,2.
We conclude our considerations of the hyperbolic equations with
Lemma 3.3 The discrete system (3.7) is compatible, and the right-hand sides of

the difference equations O(e)-converge in C*°(X) to the respective right-hand sides
of the differential equations in (3.5).

!Throughout this thesis, Goursat problems are considered simultaneously for the smooth (e = 0)
and the discrete (e > 0) equations.
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Proof: Compatibility of the equations for n¢ is immediate since
n(rne) = nc+e(vS + v) + 20505,

T (men) = n°+e(v] +0v5) + 62511)5,

and the expressions for d;v5 and d,v{ are identical. Calculation of the two expressions
To(T1f¢) and 71 (72 f€) leads to the same result,
fe+r(l— gp) (en® x (v — v5) — € (v X v5)) .

It is elementary to verify the statement about convergence. m

Figure 3.1: Two discrete Amsler surfaces with different mesh sizes €

With the help of Theorem 2.2, we prove the following approximation result:

Theorem 3.1 Let be given two families of unit vectors, Ny, No : [0,7] — S? with

1. There is a smooth K-surface f : B(r) — R3 for which the Gauss map n :
B(r) — 5% satisfies n(&1,0) = Ni(&1) and n(0,&) = Na(&) for 0 < &, & <.
f is unique up to translations and homoteties.

2. Construct the family {f€: B(r) — R3} of discrete K-surfaces as solutions to
the Goursat problem 3.1 with data F¢ = f(0,0), N = Ny1(0), V¥ = 6 [ V]S,
Vs = 03[ No]. Choose k so that —k™2 is the constant negative Gaussian curva-
ture of 8¢. Then, as € — 0, the family {f} is smoothly lattice-convergent to
[ In particular, the images 85 lie O(e)-close to the surface 8, and the 5-tuples
of planar points approximate the respective tangent spaces.
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Remark: The approximating family f¢ attains the prescribed surface normals,
n(&1,0) = Ni(&) and nf(0, &) = Na(&2).

Example: The convergence result is illustrated in Figure 3.1, where two discrete
approximations of an Amsler surface for different values of the mesh size € are
displayed. A — smooth or discrete — Amsler surface is a K-Surface for which two
asymptotic curves are in fact straight lines. They are easily constructed by means
of the Theorem above: If v;,v, € R? are the directions of the two straight lines,
one simply chooses the initial data Ny and Ny so that N; is orthogonal to v;, i.e.,
Ni(&) - vy = No(§) -ve =0 for € € [0,7].

Proof: By Theorem 2.2, there is a unique solution (f,n,vy,vs) : B(r) — X to the
continuous Goursat problem 3.1 with F' € R? arbitrary, N = N;(0) and V;(&,0) =
O1N1(&1), V2(0,&) = 05N2(&2). And the solutions (f€, n¢, v, v§) : B(r) — X to the
discrete Goursat problem with data as prescribed in the theorem lattice-converge
to the smooth solution in C*°(B(r)); in particular, f€ converges to f. It remains to
show that f and f¢ are smooth and discrete K-surfaces, respectively. To apply the
second part of Lemma 3.1 and 3.2, respectively, one needs to verify that the values
of n and n¢ lie in S%. By the above choice of initial data,

n°(&1,0) = Ni(&1) and n°(0, &) = Na(&2)

are unit vectors for 0 < &1,& < r. By the calculation from the proof of Lemma 3.1
and the form (3.8) of the function p9, it is clear that: If n®(§), mn(¢) and mn(¢)
have norm one, then so does 7;75n°(€). Hence the functions n¢ are indeed S?-valued,
and so is the limiting function n. m

3.1.3 Backlund Transformations

From any given K-surface, one can construct a two-parameter family of new K-
surfaces by means of the following special transformation.

Definition 3.3 For two K-surfaces f, f™ : B(r) — R3 we say that f* is a Backlund
transformation of f if their Gauss maps n,n* : B(r) — S? are related as follows:

ont —om || nt +n, Oon™ + Oon || nt —n. (3.9)

Remark: Equivalently, the normals satisty the following differential equations:

t.0m

+ n_a +
+ . a

+ no-oen o4

Geometric interpretation: The length of the derivatives of n are preserved:

01" (§)] = |0in(§)] and [0en™(§)| = |0an(E)], & € B(r). (3.12)
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Equivalently, corresponding asymptotic lines on f and f* are parameterized equiv-
alently:

01f ()] = [00f(§)] and |02 T (§)] = [0 (£)], € € B(r), (3.13)

assuming that f* is suitably scaled to have the same Gaussian curvature as f.
Furthermore, the normal vectors fields n™ and n enclose a constant angle 6,

n*(€) - n(€) = cosb, € € B(r). (3.14)

The claims can be verified by direct calculations starting from (3.10) and (3.11).
These two geometric properties yield one of the classical definitions of the Backlund
transformation. Starting with these, one concludes that either the relations in (3.9)
hold as stated, or they hold with the role of the first and second axis interchanged.

A comment on the uniqueness of Béacklund transformations is in place: It is clear
that the Gauss map of f* — provided f* exists — is completely determined by the
Gauss map of f up to the choice of n* at one point, say N* = n*(0). Thus f* itself
is determined by f and a free parameter N in S?, up to translation and homotety.

The corresponding definition for discrete Backlund transformations reads as follows:

Definition 3.4 For two discrete K-surfaces f€, f<* : B(r) — R? we say that f< is
a Bicklund transformation of f€ if their discrete Gauss maps n®,n" : B¢(r) — S?
are related by

Snt —on || nt +mn SonT 4+ donc || nT — mnS (3.15)

Remark: Equivalently, the discrete Gauss maps satisfy

20;n - n* + €|d;n|?

nT = 4on pE— (nt +7n) (3.16)
26;n-nt — e|d;n|?
st = —dm+ 2 e 7'»71‘\; | (nt —7n) (3.17)
j

Geometric interpretation: The discrete Backlund transformation preserves the
angles of the discrete Chebyshev-net

|51 (§)] = [01n°(§)] and |62 ()] = |02n°(£)], € € B(r). (3.18)
Equivalently, it preserves the lengths of the line segments
00f ()] = [00f(E)] and [62f(&)] = [02£()], € € B(r), (3.19)

provided f€* is suitably scaled. Furthermore, the Gauss maps n¢" and n¢ enclose a
constant angle 6,

nt (&) - n (&) = cosb, & € B(r).

One says that n and n* together form a 2 + 1-dimensional discrete Chebyshev-net
on S? for obvious reasons. Also, the remarks about uniqueness carry over from after
Definition 3.3.
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3.1.4 Approximation of Backlund Transformations

We switch to three-dimensional domains B(r, 1), i.e., M = 3, with m = 2 quasi-
continuous and m’ = 1 discrete directions, and we write 73f = f1 etc. in the
following. To incorporate Backlund transformations, the hyperbolic system (3.5) for
smooth K-surfaces is enlarged by the equations

osn = 2w
Gav1 = =27 (n + w) (3.20)
(53’02 = —2U2 — QTfU‘Z’w

which represent the relations (3.10) and (3.11).

Analogously, the system (3.7) is enlarged by the following hyperbolic equations that
are equivalent to (3.16) and (3.17):

d3ne 2w*
e _ vi-we € € €€

030] = 21+n6.w6+ev§.we (n® 4w + 5vf) (3.21)
€ € vg-we—g\va? €€

d3vs = —20v5 — 2 (w — $v5)

\w5|2—ew€~v§+%|v§\2

For the quantities f and w, the third direction is the only static direction. For v; and
vg, the first or second axis, respectively, is static, while n has no static directions.
The Banach space is

X =R} xR} xR} xR} xRS,

The equations in (3.20) are defined whenever neither |w| nor 1 + n - w vanishes.
Consequently, we define

D:{(f7n7Ul>U2>w) eX ‘ w#ovnw% _1}

Goursat Problem 3.2 (Béacklund Transformations) Given two functions V{ :
Bé(r) — R3, V¥ : BS(r) — R3, along with two points F€ and F, a unit vector N¢ €
S?, and some W€ € R3, find a solution to the system (5.5)€(3.20) or (3.7)€9(3.21),
respectively?, with £€(0,0,0) = F¢, f(0,0,1) = F*, n<(0,0,0) = N¢, and v¢ = Vf
on Bi(r), v§ = V5 on BS(r), respectively.

Again, note that f¢ corresponds to a K-surface only for those solutions, for which
v§ and v§ attain values in S? only.

Proposition 3.3 The discrete system (3.7),(3.21) is compatible. The right-hand
sides of the equations in (3.21) are O(e)-convergent to the respective expressions in

(3.20) in C>=(D).

2Recall that the smooth and the discrete case are considered simultaneously. The system
(3.5)&(3.20) corresponds to € = 0 while (3.7)&(3.21) corresponds to € > 0.
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Proof: The convergence of the equations is immediately seen.

For a geometrical approach to consistency, see Wunderlich’s original paper [Wu].
There, consistency is formulated as the question of existence of a geometrical figure,
called “windschiefes Parallelepiped” (warped parallelepiped). The eight vertices of
this figure — four of which can be prescribed freely — correspond to the image of
an elementary 3-cube B(e, 1) under f¢. Hence, the existence of the warped par-
allelepiped implies local solvability of the discrete Goursat problem. However, the
existence proof seems to contain a gap, or is at least unclear at the essential point?.

We present another approach here. Observe that the system (3.7),(3.21) of first
order difference equations is equivalent to the following second-order system (cf.
egs. (3.16)&(3.17)):

TTenS = g (mnS,ne mn) (3.22)
T3’ = g (mnS,ne m3ne) (3.23)
Tom3n® = g_(Ten, nS m3nc) (3.24)
where
Q-(P+R)
Q-(P—-R)
(P = Q- ———="(P—R).
opor) = -0 g

Solvability of this system on an elementary cube B¢(e, 1) is investigated: From
the Goursat data prescribed, one has n(0,0,0) = N¢, n(¢,0,0) = N+ €V(0),
nc(0,€,0) = N¢ + eVs(0), and n°(0,0,1) = N + 2W¢. Furthermore, the value of
n(e, €,0) is calculated from (3.22), n(e, 0, 1) is calculated from (3.23), and n<(0, €, 1)
from (3.24). From these values, n°(¢, ¢, 1) can be defined in three different ways, using
an arbitrary one of the equations (3.22)-(3.24). Consistency means that if n®(e, ¢, 1)
is calculated from any of the three equations, then also the other two equations hold
as well. Hence, it is sufficient to prove that the following three expressions coincide
for all choices of unit vectors Ny, N1, Ny and Ns:

g1 = g-(g+(N1, No, N2), N1, g (N1, No, N3)) (3.25)
92 = g+(g+(N1, No, Na), Na, g (N2, No, N3)) (3.26)
g3 = g+(9+(N1, No, N3), N3, g (N, Ny, N3)) (3.27)

Coincidence of the expressions (3.25), (3.26) and (3.27) are most easily verified with
a computer algebra system. Parameterize the unit vectors by

3From the given points, the four remaining points of the warped parallelepiped are constructed
in an ad hoc manner. In our language, a function u¢ is defined on B€(e, 1), which attains the
Goursat data and solves a selection of equations from (3.7),(3.21). Certain claims are formulated
about the constructed figure. They correspond to the assumption that also the remaining equations
are satisfied, and u° is a genuine solution. However, these claims are not proven but are argued to
be obvious from a supplementing figure. The author strongly disagrees with the obviousness.
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With the help of MATHEMATICA, it is checked that the functions g1, g and g3 coincide
identically in x;, y;. ®

Theorem 3.2 Let be given a smooth K-surface f : B(F) — R?® and a unit vector
N, which is not normal to 8¢ at f(0).

1. Up to translations and homoteties, there is a unique Bdcklund transform f+ :
B(r) — R3 of f, for which NT is the value of the Gauss map at & = 0.

2. Let a family of discrete K-surfaces {f} be given and assume that {f} con-
verges to f in C°(B(r)). Construct another family {f"} of discrete K-
surfaces, so that each f" is a Bdcklund transformation of f€, for which N* is
the value of its Gauss map at & = 0. Then the family {f} smoothly lattice-
converges to T (after a suitable scaling and translation of the f€ if necessary).

Remark: For the approximating sequence in 2., one may choose the solutions to
the discrete Goursat problem 3.1 with data F° = f(0) and V¢ = 6;[n]°, where
n: B(r) — S?%is the Gauss map of f.

Proof: Let n : B(7) — S? be the Gauss map of f. Solve the Goursat problem 3.2 for
¢ = 0 with data F' = f(0), some F* € R3, N =n(0), W = L(N* — N), V1(&,0) =
0in(&1,0), V5(0,&) = 09n(0,&2) on B(r,1). The parameter x > 0 is chosen so that
—k ™2 is the Gaussian curvature of 8. Then the K-surface f* := f(-,1) : B(r) — R3
is a Backlund transformation of f with the required properties. Observe that, except
for the arbitrarily chosen parameters F'* and k, the Goursat data are determined
by f and N*. Other choices of F* and s correspond to translation and scaling,
respectively.

For the second part, let N¢: B¢(7) — S? be the respective Gauss maps and solve for
each € > 0 the Goursat problem 3.2 with data F° = f€(0), F°t = F'", N° = n®(0),
We= N+t — Ne, ‘/16(51,0) = (51716(51,0), ‘/26(0,52) = (52716(0,52) on Be(’f’, ].) Since fe
was assumed to lattice-converge to f smoothly, so do the data derived from f€, and
lattice-convergence of f¢* to f* now follows from Theorem 2.2. m

3.2 K-Surfaces by Lax Matrices

The approach presented in this section is more algebraic. Smooth and discrete K-
surfaces are described with the help of adapted frames. This leads naturally to the
so-called Lax pair representations of the Sine-Gordon-Equation and of the Hirota
equation in the smooth and discrete case, respectively.

3.2.1 Associated Families of Smooth K-surfaces

It is a classical observation that each K-surface f is member of a distinct one-
parameter family { f)}, of K-surfaces, called the associated family of f. All elements
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fx have the same Gaussian curvature and the same second fundamental form. Fur-
thermore, the f\ depend continuously on the parameter A\, which varies over some
finite, closed interval J. The approach via adapted frames and Lax matrices allows
to investigate all elements of the associated family at once.

For technical simplicity, assume that the interval J contains a neighborhood of 1 but
does not contain 0.

Definition 3.5 The associated family {f\ : B(r) — R3}yeq is a family of K-
surfaces parameterized by A € J for which the angle between asymptotic lines at
corresponding points is independent of \,

Z(OfA(§), 02 fa(8)) = £(01f1(§), 02f1(8)) for all § € B(r),

and the lengths of corresponding tangential vectors scale as
0Lfa] = Moifil, 102fa] = A7H 0o fil-

The surface f generating the associated family {f,}, embeds as f;. Existence of the
associated family for a prescribed f and a suitable interval J is a classical result.

The most convenient description of the associated families is given in terms of A-
dependent frames with values in SU(2). We use the standard identification between
the Lie algebra su(2) and R?, see e.g. [BP3], and we will not distinguish between
the two.

Definition 3.6 A frame ¢ : B(r) — SU(2) is called adapted to the K-surface
f:B(r) — R if =1 (&)er(€) is parallel (with the same orientation) to O f(€) for
all £ € B(r), and p~tesy) : B(r) — S? is the Gauss map of f.

An associated family determines its frames uniquely; the frames determine the as-
sociated family up to a A-independent homotety and a A-dependent translation of
the immersions in R3.

The following results can be found in [B1]:

Proposition 3.4 Let ¢, : B(r) — SU(2), with A € I, be frames adapted to an
associated family { fx : B(r) — R3} of K-surfaces. Then the logarithmic derivatives,
or Lax matrices, Uy, V) : B(r) — su(2) defined by

Ovhx = Ux - by, Doty = Vi -1y (3.28)

are of the form

i o  —al ot 0 %ew

with suitable real functions a,b,c, 3 : B(r) — R independent of . Naturally, the
zero-curvature condition is satisfied

O U\ — OV + [U)\, V)\] =0, (330)
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which is equivalent to
Oya = 01b =0, Oy = absin 3, 010 = a. (3.31)

Conversely, given a solution to the equations (3.31), define the matrices Uy, V) :
B(r) — su(2) according to (3.29). Then (3.28) has a solution vy : B(r) — SU(2)
and the Sym formula

fr = 262051 - (Oata) (3.32)

produces an associated family { fr} of K-surfaces. The immersions 8y, have constant

negative Gaussian curvature —k?, and each frame 1y is adapted to the corresponding
K-surface fy.

Naturally, K-surfaces that differ only by an Euclidean motion are considered as
equivalent. In the present context, it is convenient to assume that the immersions fy
are generated by the Sym formula 3.32 from the adapted frame 1. Multiplication of
the function ¢, by a A-dependent matrix from the right simply results in translations
and rotations of the individual f,.

The interpretation of the functions in (3.29) is the following:
pAa =01 fal, KATD = |0ofal, = 018, B = Z(9ifr, Do), (3.33)

i.e., B(€) is the (A-independent) angle between the two asymptotic lines crossing at
fr(€); the identity (3.31) shows that it satisfies the classical sine-Gordon-equation

01053 = absin 3. (3.34)

As for single K-surfaces, there exists a notion of Bécklund transformations for asso-
ciated families. These transformations produce a new associated family {fy} from
a given one {fy}. The induced transformation for each fixed A € J coincides with
the Backlund transformation from Definition 3.3.

Definition 3.7 An associated family of K-surfaces { f\'} is called a Bécklund trans-
formed of another associated family {f»} iff the corresponding adapted frames 1y,
Yy are related by

U =W (335)
with matriz functions Wy, : B(r) — SU(2) of the form
1 e —icA

Wa="7 T (c\)? ( —icA e ) (33

where ¢ is a non-zero real constant and vy : B(r) — R is a smooth function, both
independent of \.
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The motivation for the ansatz for W, is that it represents the simplest (namely,
up to a factor affine in \) of the associated loop group of the frame (see [BP3] for
details).

Note that W' is of the same form as Wy. Hence {f,} is also a Biicklund transform
of {f\'}.

Geometric interpretation: The geometric properties stated after Definition 3.3
carry over: For each fixed A € J, the immersions f, and f," are equivalently pa-

rameterized, see eq. (3.13) and (3.12), and their Gauss maps enclose the constant
angle

1 — (c))?

T (oo (3.37)

6 = arccos

see eq. (3.14). In addition, the Sym formula (3.32) implies
f;— - f)\ + QHAQZJXI(W;I . a)\W)\)'(ﬂ)\.

One calculates that W' - 9\ W, is of length ¢/(1 + (cA)?), so the distance between
the points f{(€) and f)(¢) is

2KCA

Ay = 1+ (cA)?

(3.38)

Also, Wyt - 9\ W, is orthogonal to e, so the vector fi(£) — fA(€) is tangent to 8y, at
f2(€). Since fy is also a Bicklund transformation of fyf, the fif (&) — f1(€) is tangent
to 8+ at fy(€), too.

Corollary 1 If {f\} is a Backlund transform {f\}, then the vectors fy (&) — fr(€)
have an §-independent length and are tangent to both immersions 8y, and Sf; at the
respective points.

This corollary actually represents the most classical definition of the Bécklund trans-
formation. Furthermore, it yields an geometric interpretation of the geometric pa-
rameters that determine a Backlund transformation: Given the original family { f)},
a Bécklund transform {f;"} is fixed by a point, say f;"(0), in the two-dimensional
affine tangent space of 8, at f1(0).

Algebraically, a Bécklund transform is fixed by two real parameters: the constant
¢ > 0, and the value of I" = 7(0). The function ~ is then determined as solutions to
two ordinary differential equations:

Proposition 3.5 If {f\} is a Bdcklund transform of {f\}, so that the respective
adapted frames ¥y, 1y are related by (3.55) with Wy, of the form (3.56), then

Oy = —a+ % sinvy, Oyy = besin(f + 7). (3.39)
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Conversely, let {f\} be an associated family of K-surfaces with adapted frames 1y.
Let ¢ # 0 be arbitrary and assume 7 : B(r) — R satisfies (5.39). Then 1y =Wy -,
with Wy, as in (3.36) are frames adapted to a Bdicklund transformed family {fy} of
K-surfaces. The corresponding quantities in the Laz matrices for fy are

at =a, bt =0, ot = —a+ 2% sin v, BT = B+ 2. (3.40)
c

Proof: The frames 9™ have logarithmic derivatives
U;— = W)\U)\W;l + (81W)\)W)_\1, V;_ = W)\V)\W;l + (82W)\)W;l (341)

The requirement that these are of the form (3.29) is equivalent to the equations
(3.39). Inserting (3.39) into (3.41) implies the relations (3.40). =

3.2.2 Associated Families of Discrete K-surfaces

Definition 3.8 A discrete associated family {f{ : B(r) — R3}\ey is a family of
discrete K-surfaces, parameterized by A € J for which the angles between adjacent
edges at corresponding points are independent of A

L8113, 0215) = £(01f1,0217)
and the lengths of the edges scale as

A1 f5]
1+ (261 f5])

A0, fr]

onfxl = .
e ERFESENAE

27 ‘62f§‘ -

We will need adapted frames for discrete K-surfaces. An algebraic definition takes
the place of the geometric Definition 3.6 given in the smooth case:

Definition 3.9 A family of maps {15 : B(r) — SU(2)} is called adapted to an
associated family of discrete K-surfaces {f¢ : B(r) — R3}, iff (¢5) ‘esw§ is the
Gauss map for f5, and the logarithmic derivatives, or discrete Lax matrices, US
and VY defined by

Yy = Uy - 9%, Ty = Vi -9y (3.42)

are of the special form
6%015 _@ae
. %e € 4
(e H), .

Ve — —< e re ige 2 ) (3.44)
A VI+ (5092 \ sxbe™ 1

with suitable real functions a®, b, ac, B¢ : B(r) — R.
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Any given associated family of discrete K-surface possesses a family of adapted
frames. The frames are not uniquely determined by the surfaces alone, see the dis-
cussion about the gauge freedom of the Hirota variables in [BP1] for more details.
The interpretation of the quantities in the Lax matrices is:

01ff] = a®, |d2f5] = b
af + 7'20[6 - 251567 4(51.](‘)6\7 52f)6\> - 66 + %Of

Proposition 3.6 Let {f5} be an associated family of discrete K-surfaces with
adapted frames . The respective Lax matrices (3.42) satisfy the discrete zero cur-
vature condition

(RUS) - Vi = (1V3) - Us. (3.45)
Equivalently, the coefficients satisfy

52&6 = 5166 = 07 (520{6 = qe7 5166 =+ %qe’ (346)
with ¢¢ = —%ab* arg(1 — S/ +599), (3.47)

Conversely, given a solution to the system (3.46), define matrices U and VS ac-
cording to (3.43) and (3.44) and let i), satisfy (3.42). Then the Sym formula

F5 = 26A(¥5) 7" - (0av5). (3.48)

yields an associated family {f5} of discrete K-surfaces. For each X\ € J, the frame
Y5 s adapted to f5.

Like in the continuous case, immersions f§ are considered equivalent if they only
differ by an Euclidean motion. For simplicity, we will henceforth assume that the
immersions f{ are generated by the Sym formula (3.48) from an adapted frame.

Let us introduce the so-called Hirota variable h¢ : B¢(r) — R by §,h° = 30 and
h¢+1ht = €. Starting from (3.46), one can show that h° is a solution to the Hirota
equation:

; € € ; € € ; € € € €
6z(h +711m2h¢) 67,(7'1/1 +712h®) _ aebe(l o ez(h +7T1h¢+mhé+T1m2h ))

Y

which was suggested by Hirota in [Hi] as discretization of the sine-Gordon-equation®.

The definition of a Backlund transformations for associated families of discrete K-
surfaces carries over literally from the smooth setting:

4Note that there is also a geometric discrete analogue of the sine-Gordon-equation, which relates
the four angles in an elementary quadrilateral. The equation can be found in [BP1].
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Definition 3.10 An associated family of K-surfaces {fy"} is called a Bécklund
transform of another associated family { f5} iff there are adapted frames ¢5*, 5 for
them, related by

o = W5 - (3.49)
with matriz functions WS : BE(r) — SU(2), A € 3, of the form

1 iy i€
We— (¢ i) (3.50)
T+ (N2 \ —ic A oe ™
Here ¢ a positive real constant and ¢ : B¢(r) — R.

Geometric interpretation: For each individual K-surface f5, the definition above
agrees with Definition 3.4. The lengths of line segments are equal (possibly up to a
global homotety), see (3.19) and (3.18), and the Gauss maps of fy and f, enclose
the constant angle  from (3.37). Moreover, if the Sym formula is used to construct
the lattices from the discrete frames, then corresponding points f5(€) and f;(€)
have constant distance A, from (3.38), and their connecting line is orthogonal to
the Gauss map at these points. Corollary 1 carries over literally and is not repeated
here.

Proposition 3.7 If {f{*} is a Bdcklund transform of {f5}, so that the respective
adapted frames $, 5 are related by (3.49) with WS, of the form (3.50), then

517° = —af—Zarg(l — £Le0 209
€ 'CEE € ! . 1
67¢ = —Zarg(l — £bcce’0 ), (3.51)

Conversely, let {fs} be an associated family of discrete K-surfaces with adapted
frames 5. Let ¢ > 0 be an arbitrary constant and ¢ : B(r) — R a solution to
(3.51). Then ¥5H = WS -5 with W5, as in (3.50) are frames adapted to a Backlund
transform {fy"}. The corresponding quantities in the Laz matrices (3.43) and (3.44)
for fiF are

a6+ e CL67 b6+ - b,
0t = o~ darg(1 - gt 3:2)
Bt = B4 29— 2arg(l — £bc e’ ),

Proof: The logarithmic derivatives of the transformed frames 1{" are
UST = (mW5) - US - (W)™, VS = (W5) - V5 - (W5) ™

We require that these are of the forms (3.43) and (3.44), respectively. A first conse-
quence is that the expressions under the square roots in the formulas (3.43), (3.44)
must be the same for UST and US, and for V§' and V¢, respectively, so that a“" = a€
and b" = b°. This simplifies the further calculations which eventually lead to the
equations in (3.51). These, on the other hand, immediately imply a‘" = a° and
bt = b, so the calculation can be reversed, and one eventually finds that the sys-
tem (3.51) is truly equivalent to saying that U5, VT are of the forms (3.43), (3.44).
The remaining identities in (3.52) follow. m
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3.2.3 Approximation of Associated Families

Note that the compatibility conditions written out in (3.31) and (3.46) are already in
the form of a continuous and discrete hyperbolic system, respectively. We summarize
the equations again. For the smooth case, one has

oy = Uy~ Doty = Vi~
b = 0 dha = 0 (3.53)
0f = « Oyae = absinf
The matrices Uy = Uy(a, @) and V) = V,(b, B) are given by formula (3.29).

In the discrete case, the system reads:

oYy = Ug-95 05 = VX-U5
516 = 0 5t = 0 (3.54)
013 = a'+5¢° 00 = ¢

where we have used
€ 1 € € 1 €

with U§ = US (a%, o) and V§ = V5 (b, 3¢) as defined in (3.43) and (3.44). Also ¢° is
a smooth function of the involved quantities, see (3.47).

For a and «, the & -direction is static and the &-direction is evolutionary; for b and
0, it is the other way around. v, has no static directions.

As Banach space X, we choose
X =M\ xR, xRy x R, X Ry
where the first component
M[A] = {¢ : I — Mat(2 x 2,C)|¢ continuously differentiable}

consists of C'-matrix functions depending on A and is equipped with the usual C'-
norm. Pointwise (matrix-)multiplication of functions is a bilinear C'*°-mapping from
M[A] x M[A] to M[A]. It is obvious that the matrix functions UL and V' lie in M[A],
and their dependence on a(®, b, a9 and B¢ is smooth. Therefore, the expressions
Uy -y ete. in (3.53) and (3.54) are indeed C* from X to M[A].

Goursat Problem 3.3 (for associated families) Given a A-dependent frame
ve € M[\|, a pair of real functions A, A on B(r) and another pair B¢, B¢ on
Bs(r), find a solution to (3.53) or (3.54), respectively, so that 5 (0) = US; a® = A
and af = A€ on B(r); b° = B and 3¢ = B on B5(r).

Lemma 3.4 The discrete system (3.54) is compatible, and the functions on the
right-hand sides O(e)-converge smoothly to the respective functions in (3.53).
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Proof: The only compatibility condition to check is 9(719¢) = 71 (m21°), or, equiva-
lently, the discrete zero curvature condition (3.45). But by Proposition 3.6, the con-
dition (3.45) is in fact equivalent to to the last four equations of (3.54). Convergence
of the right-hand sides is verified using the elementary rules following definition 2.1.
[

Theorem 3.3 Assume two positive functions A, B : [0,7] — R and two general real
valued functions, ¢1, ¢o : [0,7] — R are given, satisfying $1(0) = ¢2(0).

1. For any given positive number k, there is an associated family {fy : B(r) —
R?’})\eg of K-surfaces with constant negative Gaussian curvature —r~2, and
some positive r < T, that satisfies

01f2 (61, &2)| = KAA(&L), [02f2(&1,&2)| = KA B(&),
Z(0112(61,0), 02 £2(61,0)) = #1(&1), (3.55)
Z(01f2(0,&2),02£2(0,&2)) = ¢2(&2)

forallA € J and all &, & € [0,7]. {f\} is unique up to a A\-dependent Euclidean
motion. Without loss of generality, they are normalized by

f2(0) =0, 01 £(0) || €1, na(0) = e3.

2. For e > 0, denote by 5 : B(r) — M|\ the frames associated to the solutions
to Goursat problem 3.3 with A° = [A]¢, B® = [B]¢, A = [01¢1]°, B = [¢2]
and S = 1. And denote by {f5 : B(r) — R3},cy the associated families of
discrete K-surfaces obtained by the Sym formula (3.48). For each X\ € J, the
discrete surfaces fx lattice-converge to the smooth K-surface fy from above in

C®(B(r)).

Proof: The Goursat Problem 3.3 with data A, B as given in the assumptions,
A(&1,0) = 0191(&1), B(0,&) = ¢2(&) and ¥, = 1 has a unique solution
(¥,a,b,a, ) : B(r) — X by Theorem 2.2. The Sym formula (3.32) yields an asso-
ciated family {fy : B(r) — R3}, of discrete K-surfaces. Since the matrix functions
(&) € M[A] are continuously differentiable in A for any £ € B(r), the functions
fr: B(r) — R? are indeed well-defined. Each f, : B(r) — R?® is a K-surface of
Gaussian curvature —x~2 by Proposition 3.4. Also, fy is smooth since the Sym for-
mula smoothly combines the functions ¥, ' and 9y, which are obviously C*° with
respect to . The conditions (3.55) are a consequence from the interpretation of the
quantities a, b, o and (3 given in (3.33). The normalizations follow from our choice
\If)\ =1.

Now consider the family {{f5}.}¢ — which is parameterized both by ¢ > 0 and by
A € J — constructed according to the second part of the Theorem. By Theorem
2.2, the frame functions ¢ : B¢(r) — M|\ that are component of the solutions to
the discrete Goursat problem 3.3, are smoothly lattice-convergent to the respective
frame ¢ : B(r) — MJ[A] of the continuous solution defined above. Since convergence
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in C' means uniform convergence of the function and its first derivative (w.r.t.
A), both ¢ and 0,95 smoothly lattice-converge for any fixed A € J to the limits
¥y and O\1by. Hence also the matrix product (¢§)~! - (9y)5) is lattice-convergent in
C>(B(r)) (w.r.t. &) to (¥x)~t(O\1)y), proving convergence of the discrete associated
families to the smooth one. m

3.2.4 Approximation of Backlund Transformations

Finally, the picture is completed by including both associated families and Backlund
transformations in a convergence result.

Change to M = 3 dimensions with m = 2 quasi-continuous and m’ = 1 discrete
directions. Incorporating the transformation theory in our hyperbolic description,
new equations are added to the systems (3.53) and (3.54). To interprete Bécklund
transformations as a shift in the third direction, it is natural to consider the trans-
formation parameters ¢ and v as functions on the respective B(r, 1), too. For both
quantities, the third direction is static. This is in coherence with the interpretation
of a sequence of Backlund transformations: At each step, parameters ¢ and I' = ~(0)
can be arbitrarily prescribed. Equations for v have been presented in (3.39) and
(3.51), and since ¢ is a constant for each step of the transformation, it trivially
satisfies 01c = Osc = 0.

We enlarge the system (3.53) by the defining equation (3.35) of continuous Béacklund
transformation and the equations (3.39) and (3.40) derived from it:

Ity = Wiy

(53@ = 0 (53[) =0

Oic = 0 Osc = 0 (3.56)
d3a = —2a+2%siny 030 = 2y

Oy = —a+%siny Oy = besin(B+ )

where W, = W, — 1 is the matrix function of ¢ and 7 given by (3.36). Respectively,
the discrete hyperbolic system in (3.54) is enlarged by the definition given in (3.49)
and the derived equations (3.51) and (3.52)

53¢§\ = Wf‘lbf\

(53(1,E =0 (SgbE =0

5106 =0 5206 =0

530(6 = _—92qf — %arg(l _ %‘Cl_:ei('ye_go‘e)) (357)
830 = 29°—2arg(l — £bce’ )

v = —af = Zarg(1 — 520" ie)

S = —Zarg(l - sbictell ),

The canonical extension of the Banach space is

X =M\ xR, xRy x Ry x Rg x R. X R,
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and the domain of definition of the right-hand sides in (3.56) and (3.57) is D =
{c¢ > 0} C X — this restriction does not cause any analytical difficulties, since c*
is independent of £. (The absence of singularities is an advantage of Definition 3.7
compared with Definition 3.3.) As mentioned before, the new quantities ¢ and 7 have
the third as their only static direction, and all other fields keep the static directions
assigned before.

Goursat Problem 3.4 (BT for associated families) Given a frame VS € M[)]
and real valued functions A€, A€ on BS(7, R), B¢, B¢ on BS(7, R), and C¢, T on
BS(7, R), find a solution to the system (3.56) or (3.57), respectively, with ¢5(0) =
U, a¢ = A af = A° on BY(T,R), b° = B, 3° = B on B4(T, R), and ¢ = C°,
v =T on B§(T, R).

Proposition 3.8 The combination of the discrete hyperbolic systems (3.54) and
(3.57) is compatible and the right-hand sides of the equations in (3.57) are O(e)-
convergent to the respective right-hand sides of (3.56) in C*(X).

Proof: Compatibility of the discrete system is a direct consequence of the existence
of the Backlund transform for discrete K-surfaces. The latter has been proven in
[BP1]. There, more general matrices W, with polynomial dependence on \ are con-
sidered, corresponding to iterates of the transform. Below, an abridged argument
tailored to the simpler situation at hand is presented.

Consider the three-dimensional cube B€(¢, 1), and let data a€, b, ¢ and af, 5, ~¢
be given at the origin, or, equivalently, matrices U5, V§ and WS. Compatibility is
proven if one can show:

Claim: To each point £ € B(¢,1) a frame (&) € M[A] can be assigned, so that the
matrices Ty - Uy, Totbx - Wy and T3y - 5 are of the forms (5.43), (3.44) and
(3.50), respectively. And in particular, 711 (0)- (12 (0)) ™1 = US, 7212 (0)-(¥2(0)) 7! =
VS and 1315 (0) - (¥(0)) 7 = WK,

The claim implies that the hyperbolic equations (3.54) and (3.57) are satisfied be-
cause of their equivalence to the discrete zero-curvature conditions of the Lax ma-
trices.

We turn to verify the claim. By Propositions 3.6 and 3.7, there is a unique possibility
to consistently assign frames 15 (€) to all £ € B¢(e, 1), except for £* = (¢,¢,1). There
are three different ways to calculate ¥§(£*) from the data. We choose to use system
(3.54) to define the matrices US(E), V5(£) at points & with £ = 1, and ¥5(£¥)
accordingly. The claim is obviously proven if ¥ (£*) = W5 - ¢5 (¢, €, 0) with a matrix
family W3 of the form (3.50). The latter can be shown by closer inspection of the
the following two representations of Wy:

W; = V;(Eu 0, 1) ’ W;(Eu 0, 0) ’ (V;(Eu 0, 0))_1 (358>
W; = ;(07 €, 1) ’ W;(()? €, O) ’ (u;(oa €, 0))_1 (359>
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From these two equations, one learns that

W = (14 () () ML) (3.60)
Wi = (1 ()04 (G0 M) (3.61)

where M;(A\) and My(\) are matrix Laurent polynomials in A, with algebraic sin-
gularities at most at A = 0 and A = oo. Since the expression in (3.60) is singular
at a point A only when (3.61) is, and vice versa, the factors containing a¢ and b
necessarily cancel with a zero of M; and My, respectively. Thus,

WS = (L+ (V)72 M (),

where M3 is meromorphic with poles at most at A = 0 and A = oo. Investigation of
the limiting behavior of the expressions in (3.58) as A — oo, and in (3.59) as A — 0
show that W¢ is indeed of the form (3.50). m

Theorem 3.4 Assume {fy : B(F) — R3} is an associated family of of K-surfaces.
For simplicity, let { f\} be normalized so that f5(0) = 0, 01 fA(0) || ;1 and nx(0) = es.
Further, let a point F* € R? be given, F't # 0, which lies in the plane orthogonal
to €s3.

1. {fr} possesses a unique Bicklund transform {fy : B(r) — R3*} with f;7(0) =
Fr.

2. Let further for each € > 0 an associated family {f5} of discrete K-surfaces be
given. Assume that each f5 with A\ € J is smoothly lattice convergent to the
corresponding fx. For simplicity, also assume the normalizations f5(0) = 0,

91 f5(0) || e1 and n§(0) = es.

Then, for each € > 0 small enough, there is a Backlund transform {f5* :
Be(r) — R3}y of {f<}, such that fiT(0) = F*. And for any fivred X € J, the

discrete K-surface f* is smoothly lattice-convergent to fy .

Proof: Let v, be the family of frames adapted to {f)}. Because of the normaliza-
tions, it is obvious that {f\} can be thought of “generated by the Sym formula”
from its adapted frame 1, which obeys ¥,(0) = 1. Choose I' = Z(F* — F, 0, f1(0))
and C' so that C'/(1+ C?) = |F* — F|. Defining W), according to (3.36) with ¢ = C
and v =T, it is easy to check that

F*—F = (¢1(0) 7" (W93 W,) 41(0). (3.62)

This requirement also makes the choice of C' and I'" unique. To prove the state-
ment about smooth Backlund transformations, solve the Goursat problem 3.4 above
with the help of Theorem 2.2 on B(r,1) for the data A(&,0,0) = |0y f1(&1,0,0)],
B(0,8,0) = [02£1(0,&,0)] and A(£1,0,0) = 916(£1,0,0), B(0,&2,0) = ¢(0,,0)
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where ¢ = arccos(0; f1 - 02 f1) is the angle between asymptotic lines on the f), and
C, T' as above. Then use the Sym formula to construct the immersion of the associ-
ated family of the Backlund transform:

S = 26N (1300) 7 - (OaT3n).

In combination with equation (3.62) above, it follows that f;" = FT.

The proof of the statement about approximation is another direct application of
Theorem 2.2: Read off the discrete Goursat data from the frames 1§ adapted to the
f5 (to make the discrete frames unique, choose 1,(0) = 1), and solve the Goursat
problems with the additional data C*=C and I'“=T". m



Chapter 4

Conjugate Nets

Definitions of continuous and discrete conjugate nets and their transformations are
given. A Goursat problem is formulated, and convergence of discrete conjugate nets
towards continuous ones are proven.

4.1 Definitions and Basic Properties

Let M, m be positive integers, € = (€1, ..., €y) a vector with positive entries.

Definition 4.1 A map x : © C R™ — R s called an m-dimensional conjugate
net in RY, if 9;0;x € span(9;x,9;x) at any point & € Q for all pairs 1 <i # j < m,
i.e. if there exist functions c;;, cji : 2 — R such that

aian = CjiaiX + Cijan . (41)
Discrete conjugate nets were introduced by Doliwa and Santini, see [DS1].

Definition 4.2 A map x : Q¢ C B¢ — R is called an M-dimensional discrete
conjugate net in RY, if the four points x, 7,x, 7,%, and 7,7;x are coplanar at any
£ € QF forall pairs 1 <1 # j < M, i.e., there exist functions c;j : Q¢ — R such that

(SZ‘(S]'X = Cji(SiX + Cij(SjX. (42)

To improve readability of the following formulae, the super-index € for the discrete
quantities will be suppressed whenever confusion is unlikely. We return to the usual
notation in the formulation of the theorems. We investigate discrete conjugate nets
first. And we assume that Q¢ = B(r, R) for a suitable choice of m,m/,r and R.
Introducing M = m + m’ new functions w; : B¢(r, R) — RY, we can rewrite (4.2)
as system of first order:

0x = w;, (4-3)
hiw; = cjw; +cywi, 1 F g, .
dickj = (Tjcin)erj + (Tjcwi)cij — (Tickj)cij, @ # J # k #i. (4.5)

57
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For a given discrete conjugate net x : B¢(r, R) — RY, equation (4.3) defines the
functions wj, then (4.4) reflects the property (4.2), and (4.5) is just a transcription
of the compatibility condition 0;(d;wy) = 0,(d;wy). Conversely, for any solution of
(4.3)-(4.5) the map x : B¢(r, R) — RY has the defining property (4.2) and thus is a
discrete conjugate net. So, discrete conjugate nets are in a one-to-one correspondence
to solutions of the system (4.3)-(4.5).

This system almost suits the framework of the hyperbolic systems (2.4); the only
obstruction is the implicit nature of the equations (4.5): their right-hand sides de-
pend on the shifted variables like 7;¢;; which is not allowed in (2.4). For the moment
being, we handle the system (4.3)-(4.5) as if it would belong to the class (2.4). In the
context of hyperbolic systems, we have to assign to every variable a Banach space
and static/evolution directions. Abbreviating w = (wy, ..., wy) and ¢ = (¢;5)izj, wWe
set
X =RY x (RMM 5 RMM-1),

with the norm from (2.3). We assign to x no static directions, to w; the only static
direction ¢, and to ¢;; two static directions 7 and j.

Proposition 4.1 The system (4.3)-(4.5) is consistent in any dimension M.

Proof: The geometric version of this Proposition is proven in [DS1]. We only estab-
lish the link between the Goursat problem an the geometric interpretation: Recall
the definition of compatibility: One needs to show that the discrete Goursat prob-
lem is formally solvable on the elementary M-cube B€(e, 1), i.e., either there exists
a genuine solution, or the solution blows up on a subset of B(e, 1). Goursat data
on the elementary M-cube are a vertex x(0) € RY, M vectors w;(0) € RY, and
M(M — 1) real numbers ¢;;(0), with i #j=1,..., M.

First, calculate 7;w;(0) for i # j with the help of (4.4). Next, construct the (%)
vertices 7;x(0) and 7;7;x(0) by means of (4.3); the two expressions for 7;7;x and 7;7;x

agree since
Ej’w]' + EiTj?,UZ' = Ej(l -+ EiCij)?,Uj + El(l + ejcjl-)wi = €W; + Ej’TZ"lUj.

Now, by [DS1], it is possible to build an M-dimensional polyhedron which has all
the previously defined vertices as corners. Le., one can define x(¢) € RY for all
¢ € B(r, R) such that the following is true: Any four points that are corners of a
2-face in the elementary M-cube are mapped to a common plane in RY by x. Thus,
the map x : B(r, R) — RY has the properties of a conjugate net. From x, one
can then read off the quantities w;(£), and also ¢;;(€), provided there is no blow-
up (the coefficient ¢;;(&) is well-defined only when the vectors w;(£) and w;(&) are
linearly independent for i # j; see the discussion below). These read-off quantities
necessarily fulfill (4.3)-(4.5). m

We turn to the implicit nature of the system (4.3)—(4.5): Its geometric interpretation
is the following. Consider the image of an elementary 3-cube under x¢; from the seven
vertices x°(§), X (€ + €;€;), x°(§ + €;€; + €;€;), it is always possible to find an eights
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one, x*, so that the vertices are the corners of an hexahedron with flat surfaces.
However, it can happen that the resulting hexahedron is degenerate; for instance, if
the new vertex x* coincides with a prescribed one. Typical situations are illustrated
on Fig.4.1. While the example on the left of Fig. 4.1 is fine, the right one does not

Figure 4.1: A non-degenerate and a degenerate hexahedron.

have the combinatorics of a 3-cube (the top-right edge has degenerated to a point).
As a result, some of the quantities cj; used to describe the geometric properties of
the lattice are not well-defined; this is reflected by the fact that the equations (4.5)
are implicit and there is no (or no unique) solution 7;c;; for certain initial values.

To investigate this point, rewrite (4.5) as
Oick; = Flijiy(c) + €(05¢ik)crj + €j(05¢ki)ci — €i(Bick;)cis
Introducing vectors dc and F(c) with M (M — 1)(M — 2) components labeled by
triples (ijk) of pairwise distinct numbers 1 <1, 5,k < M,
5C(ijkz) = 5Z'ij
Flijiy(c) = cincrj + cricij — crjcij,

we restate the above equations in the form

(1 —Q(c))oc = F(o), (4.6)

with a suitable matrix Q¢(c¢). We need to find conditions for 1—Q¢(c) to be invertible.

4.2 Approximation of Conjugate Nets

We start with the case of m quasi-continuous and m’ = 0 purely discrete directions.
Since all directions are quasi-continuous, in equation (4.6), one learns from the form
of equation (4.5) that Q°(c¢) = €A(c) with an e-independent matrix A(c). Considering
() as a matrix-valued function on some compact subset K C X, then for ¢ > 0 small
enough, the function 1 — Q¢ is pointwise invertible and the function (1 — Q¢(c))™*
of the inverse matrices is smooth on K, and O(e)-convergent in C*°(K) to 1. So, the
system (4.6) is solvable, and

dickj = Flijiy(c) + O(€) = cincrj + cricij — crjcij + O(€),
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where the implicit constant in O(e) depends on K only.

The limiting equations for (4.3)-(4.5) in this case are:

ox = w; (4-7)
&-wj = CjW; + Cij W 4.8
OiChj = CikChj + CriCij — CijCij- (4.9

For any solution (x,w, c¢) : By(r) — X of this system the function x : Bo(r) — RY is
a conjugate net, because equations (4.7) and (4.8) yield the defining property (4.1).
Conversely, if x : B(r) — RY is a conjugate net, then equation (4.7) defines the
vectors w;, these fulfill (4.8) since this is the defining property of a conjugate net,
and (4.9) results from equating 0;(0,wy) = 0;(0;wy).

Lemma 4.1 The right-hand sides of the equations (4.3)-(4.5) are O(€)-convergent
in C*(X) to the right-hand sides in (4.7)-(4.9), which describe continuous conjugate
nets.

We state the Goursat Problem for this situation:

Goursat Problem 4.1 (for conjugate nets) Given a point X< € RN, M func-
tions W¢ : BS(r) — RN on the coordinate axes, and M(M — 1) functions Cf;
Bs;(r) — R on the coordinate planes, find a solution (x°,w*,c?) : B(r) — X to the
difference equations (4.3)-(4.5) or the differential equations (4.7)-(4.9) satisfying the
initial conditions

x(0) =X wilg=WS,  cla,=Cy (4.10)

We are now ready to formulate and prove the main results of this chapter.

Theorem 4.1 (approximation of a conjugate net) Let there be given: m
smooth curves X; : B;(T) — RN, i = 1,...,m, intersecting at a common point
X =X(0) =+ =X,,(0); and for each pair 1 < i < j < m, two smooth functions
Cij, Cji : Bij(T) — R. Then, for some positive r < T:

1. There is a unique conjugate net x : B(r) — RN such that

x[5,=Xi, ¢jlz,=Cij. (4.11)

2. The family of discrete conjugate nets {x: B¢(r) — RN} uniquely determined
by requiring

XTae= (X7, clag =[Gyl (4.12)

where c; are the respective coefficients of the net x°, lattice-converges in

C>(B(r)) to x.
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Proof. The requirements (4.11) are immediately reformulated into data for the
Goursat problem 4.1 at e = 0:

X and Cz'j as given, Wz = 8ZXZ

For (4.12), it is
X as given, WS =6[X], Cj; = [Cy] (4.13)

The smooth lattice-convergence of the discrete data is obvious, and the claim follows
directly from Lemma 4.1 and Theorem 2.2. m

4.3 Jonas Transformations

In this and the following section, the talk is about pairs of — discrete and continuous
— conjugate nets. Consequently, we switch from m’ = 0 to m’ = 1 purely discrete
directions, and we frequently identify the two m-dimensional immersions x~, x" :
Bi(r) — RY with a single function x¢ defined on the M = m+ 1-dimensional domain
Be(r,1) by x°(-,0) = x(+) and x°(+, 1) = x"(-). We call x the composite map.

Definition 4.3 Two m-dimensional smooth conjugate nets x—,x" : Bo(r) — RN
are called a Jonas pair, if three vectors 0;x~, 0;x" and dyyx = x* —x~ are coplanar
at any point & € Bo(r) for all 1 < i < m, i.e. if there exist functions ¢y, cari -
Bo(r) — R such that

_l’_

@XJF — aiX_ = CMZ'aiX_ -+ CiM(X — X_) . (414)

Remarks.

e x" is also called a Jonas transformation of x~. One can iterate these trans-
formations and obtain sequences (x(@ x(M ... x()) of conjugate nets, i.e.,
each pair x) and x**1 of nets is in fact a Jonas pair. These sequences are
canonically identified with a single composite map x : B(r, R) — R¥.

e A Combescure transformation x* of x~ is a Jonas transformation for which
vectors 0;x* and 9;x~ are parallel, 7 = 1,...,m. This class of transformations
is singled out by requiring ¢;3; = 0 in equation (4.14).

Definition 4.4 A pair of m-dimensional discrete conjugate nets x=,x : B§(r) —
RY is called a Jonas pair, if the composite map x : B(r,1) — RY is an m + 1-
dimensional discrete conjugate net according to Definition 4.1.

By definition, the equations describing discrete Jonas pairs are identical to the sys-
tem (4.3)-(4.5) describing a single conjugate net x in m+1 dimensions. The analytical
difference is that in (4.6) the matrix 1—Q¢(c) is no longer a small perturbation of the
identity, since €); = 1. More precisely, the matrix Q(c) is block—diagonal, its (Ag[)
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diagonal blocks Qf{i jk}(c) of size 6 x 6 correspond to non—ordered triples of pairwise
distinct indices {1, j, k}, with rows and columns labeled by the six possible permuta-
tions of these indices. Blocks for which i, j, k # M are of the form considered before
— their entries are either zero or of the form ec;;. Blocks where, say, k = M, admit
a decomposition Qf,;,/,(c) = A(c) + eB(c), where the matrices A and B do not de-
pend on e. It is not difficult to calculate that det(1 — A(c)) = (14 car) (1 + earj). So
1-— Q?ij M}(c) is invertible if ¢y, cpr; # —1, provided e is small enough. The inverse
is smooth in a neighborhood any such point ¢, and O(e)-convergent to (1 — A(c)) ™.
Hence, the natural choice for the domain I is

D= {(x,w,c) € X|cp; #—1 for 1 <i<m}.
As C*-limit of (4.3) and (4.4) on D, we obtain (i # j):

0x = w; (1 <i<m), (4.15)
SyX = wa, (4.16)
Jw; = cjw; + ciw; (1 <i<m), (4.17)

Iyw; = Ccjpwiy + Caw;. (4.18)

There are also four different limits of equation (4.5), depending on which directions 4
and j are kept discrete. We shall not write them down; they are easily reconstructed
as the compatibility conditions for (4.17), (4.18), like dp(Oywy) = 0;(dpwy) ete.
Comparing (4.15)—(4.18) with the definition of the Jonas transformation (4.14), the
following is demonstrated.

Lemma 4.2 The equations describing a Jonas pair are O(e)-convergent in C*°(D)
to a limiting system describes Jonas pairs of continuous conjugate nets.

The Goursat Problem 4.1 formally carries over, with indices running from 1 to
m—+1, and after replacing the quasi-continuous domain B¢(r) by B¢(r, 1); or even by
B<(r, R), when iterated Jonas transformations are considered, cf. the remark above.

4.4 Approximation of Jonas Transformations

Recall that we work in m quasi-continuous and m’ = 1 purely discrete dimensions.

Theorem 4.2 (approximation of a Jonas pair). Let, in addition to the data
listed in Theorem 4.1, be given: m smooth curves X : By(7) — RN i=1,...,m,
such that all X; intersect at a common point X* = X{(0) = ... = X (0), and
such that for any 1 < i < m and for any point & € B,;(T) the three vectors 0;X;(§),
0 X (&) and X (&) — X;(€) are coplanar.

Assume that X* — X is not parallel to any of the m vectors 9;X;(0). Define the
functions Cyr;, Cing - B; — R by the formula

Then, for some positive r < T:
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1. In addition to the conjugate net x= : Bo(r) — RN which is the smooth solution
x from Theorem 4.1, there is its unique Jonas transformation x™ : By(r) — RY
such that

xTlg=X7 (1<i<m); (4.20)

2. The e-family {x° : B(r,1) — RN} of discrete m + 1-dimensional conjugate
nets, uniquely determined by
xTpe= [Xi]  cflm=[Cyl, (1 <i#j<m) (4.21)

ij

and
xT(0) =X, cyulee=[CumilS,  cylse= [Cin]® (1<i<m)  (4.22)

lattice-converges in C*°(B(r)) to the continuous Jonas pair above, in the sense
that x¢ converges to the composed map X.

Proof. Consider the Goursat problem 4.1 for M-dimensional discrete conjugate nets
(corresponding to the composed map) with the initial data

X=X, Wr=§[X], W50 =X"-X, (i=1,....,m) (4.23)

and
Co=[Cyl,  (<i#j<M). (4.24)

The statement of the theorem follows by applying Theorem 2.2 to this situation.
This, in turn, is possible due to Lemma 4.2 and the following observation. The
condition of the theorem yields that X;F (&) — X;(€) is not parallel to any of 9;X; (£)
not only at £ = 0, but also in some neighborhoods of zero on the corresponding axes
B,;. Now one deduces from the definition (4.19) of the rotation coefficients Cjpr, Chyi
that in the same neighborhoods C};; # —1. Hence, the data of our Goursat problem
belong to the set D. m

We close with the following remark: The cases m’ > 1 with more than one parame-
ter for the Jonas transformations are handled in an analogous manner; formally, the
Goursat problem does not change, and because of Lemma 4.1, the discrete prob-
lems are locally well-posed for any choice of m and m’. Applying the more general
Theorem 2.1 to the situations m’ = 2 and m’ = 3, one arrives at the permutability
properties of the Jonas transformations:

Theorem 4.3 permutability of Jonas transformations

e m' =2 Given an m-dimensional conjugate net x(-;0,0) : Bo(r) — RY and
its two Jonas transformations x(+;1,0),x(+;0,1) : Bo(r) — RY, there exists a
two-parameter family of conjugate nets x(-;1,1) : Bo(r) — RY that are Jonas
transformations of both x(-;1,0) and x(+; 0, 1). Corresponding points of the four
conjugate nets are coplanar.
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e m' = 3 Given three Jonas transformations
X(7 ]-7 07 O)7X<7 07 17 0)7 X(a 07 07 1) : ‘BO(T) - RN

of a given m—dimensional conjugate net x(-;0,0,0), as well as three further
conjugate nets

X(7 ]-7 170)7X<';07 17 ]-),X(, 1707 1) : ‘BO(T) - RN

such that x(-;1,1,0) is a Jonas transformation of both x(-;1,0,0) and
x(+;0,1,0) etc., there exists generically a unique conjugate net

x(+1,1,1) : Bo(r) — RY

which is a Jonas transformation of all three x(-;1,1,0),x(-;0,1,1) and
x(+;1,0,1).

These results are proved in the same spirit as Theorem 4.2: One translates the pre-
scribed nets into Goursat data at e = 0, finds the unique solution of the continuous
hyperbolic system with the help of Theorem 2.1, and then interpretes the solu-
tion geometrically. The two parameters in 1. correspond to the freedom of choosing
x(0,1,1) in the 2-plane through the points x(0,0,0), x(0,1,0) and x(0,0,1); the
conjugate net x(+, 1, 1) exists and is unique for a generic choice of this point.



Chapter 5

Orthogonal Systems

Smooth and discrete orthogonal systems form subclasses of smooth and discrete
conjugate nets. Smooth orthogonal systems are subject to the additional condition
that coordinate lines intersect orthogonally. The corresponding reduction to ob-
tain discrete orthogonal systems was first formulated by Bobenko [B2] in the three-
dimensional case, then generalized to arbitrary dimensions by Doliwa and Santini
[DS2]. Discrete orthogonal systems are discrete conjugate nets in which elementary
quadrilaterals are circular.

This reduction comes rather natural in the context of Mobius geometry, which will
play a prominent role in this chapter. Since the class of smooth orthogonal systems is
invariant under the Moebius group, the same is supposed to be true for a reasonable
definition of discrete orthogonal systems. And as the invariant objects of Md6bius
geometry are spheres of any dimension, the above definition is sensible.

A Goursat problem is formulated for orthogonal systems, and the approximation
of smooth orthogonal systems by discrete ones is proven. Also, Ribaucour trans-
formations are considered, and a result about simultaneous approximation of an
orthogonal system and its transform is obtained.

The crucial step in the derivation of hyperbolic equations for discrete orthogonal
systems is to pass from the classical, Euclidean picture to a Mobius description.
There, adapted frame can be defined, and the hyperbolic difference equations follow
from the respective moving-frame equations.

5.1 Properties of Orthogonal Systems

5.1.1 Definitions and Classical Description

Let m, M > 1 be integers, and € = (€1, ..., €y) of vector with positive entries.

65
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Definition 5.1 A conjugate net x : @ C R™ — RY is called an m-dimensional
orthogonal system in RY, if
ékx . 8]'}( =0. (51)

If m = N, then x is also called orthogonal coordinate system.

Definition 5.2 A map x: Q¢ C B¢ — RY is called an M-dimensional discrete
orthogonal system in R, if the four points x, 7,x, T7;x and 7,7;x are concircular for
all1 < j# 57 < M, everywhere on €.

As in the previous chapter, the super-index € will be suppressed whenever possible
to increase readability of the formulae.

Remark: Two-dimensional orthogonal systems, smooth or discrete, are called C-
surfaces. The following fact is easily verified: If a surface is parameterized by x so
that x is a conjugate net, 010sx € span{0;x, dsx}, and orthogonality 0ix - dox = 0
holds, then the coordinate curves of x are curvature lines of the surface. Hence,
smooth C-surfaces in R?® are surfaces in curvature-line parameterization, and the
“concircular nets” coming from discrete C-surfaces are regarded as their discrete
analogue.

The classical description of continuous orthogonal systems is this (in the following
equations it is assumed that i # j # k # i):

ox = hyw;, (5.2)

ov; = P, (5.3)

Oih; = hiBij, (5.4)

OiBrj = Brilbij (5.5)

8Zﬂm + c%ﬂjz- = —aﬂ)i . 8jvj . (56)

Equations (5.2) defines a system {v; }1<i<m,m of m orthonormal vectors at each point
¢ € Bo(r); the quantities h; = |0;x| are the respective metric coefficients. Conjugacy
of the net x and normalization of v; imply that (5.3) holds with some real-valued
functions ;. Equation (5.4) expresses the consistency condition 0;(0;x) = 0;(0;x)
for i # j. Analogously, (5.5) expresses the consistency condition 0;(0;vy) = 0;(0;vx)
for i # j # k # i. The m equations (5.4) and (') equations (5.5) are called Darboux
system; they constitute a description of conjugate nets alternative to the system
(4.7)—(4.9) used before. The orthogonality constraint is expressed by (') additional
equations (5.6), derived from the identity 0;0;(v;,v;) = 0. In the case m = N the
scalar product on the right-hand side of (5.6) can be expressed in terms of rotation
coefficients f3;; only:

0iBij + 0385 + Z Brilrj = 0. (5.7)

ki,

The Darboux system (5.4), (5.5) together with equations (5.7) forms the Lamé
system.
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The classical approach as presented is based on the Euclidean geometry. However,
the invariance group of orthogonal systems is the Mobius group, which acts on the
compactification RY U {oco} ~ SV, rather than on RY. This is a motivation to
consider orthogonal systems in the sphere S and to study their Mobius-invariant
description. In particular, this enables one to give a frame description of orthogonal
systems which can be generalized to the discrete context in a straightforward man-
ner. This turns out to be the key to derivation of the discrete analogue of the Lamé
system.

5.1.2 A Sketch of Mobius Geometry

Below, a brief presentation of Mobius geometry is given, tailored to the current
needs. A more profound introduction may be found in [He].

The N-dimensional Mébius geometry is associated with the unit sphere SV ¢ RV,
Fix two antipodal points on SV, py = (0,...,0,1) and ps = —po. The standard
stereographic projection o from the point p. is a conformal bijection from SY =
SN\ {pso} to RN that maps spheres (of any dimension) in S to spheres or affine
subspaces in RV, Its inverse map

lifts an orthogonal system in R, continuous or discrete, to an orthogonal system in
SN,
The group M(NV) of N-dimensional Mobius transformations consists of those bi-

jective maps p : SN — SV that map any sphere in SV to a sphere of the same
dimension; it then follows that u is also conformal.

Fact 1 The notion of orthogonal system on S™ is invariant under Mobius transfor-
mations.

Mobius transformations can be embedded into a matrix group, namely the group of
pseudo-orthogonal transformations on the Minkowski space R¥*11 i.e. the (N + 2)-

dimensional space spanned by {ej,...,eni2} and equipped with the Lorentz scalar
product
N+2 N+2 N+1
< Z U;€;, Z Ujej> = Z UkVkr — UN42UN2-
i=1 j=1 k=1

To do this, a model is used where points of SV are identified with lines on the light
cone

LN+ {u € RV | (u,u) = O} c RVHLL
This identification is achieved via the projection map
T RN+1’1 \ (RN+1 % {O}) N RN+1,

(U1>-~7UN+1,UN+2) = (ul/uN+27-~7uN+1/uN+2)>
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which sends lines on LV*! to points of SV. In particular, the lines through

e = §(GN+2 +ent1) and e = §(eN+2 —en+1)

are mapped to the points pg and p.., respectively.

The group OT(N + 1,1) of genuine Lorentz transformations consists of pseudo-
orthogonal linear maps L which preserve “the direction of time”:

(L(u), L(v)) = (u,v) Yu,v € RNTHL (L(eni2),en+t2) <O0. (5.8)

For L € OT(N + 1,1), the projection 7 induces a Mébius transformation of SV via
(L) = mo Lor~t Indeed, L is linear and preserves the light cone because of (5.8),
so 1(L) maps S to itself. Further, L maps linear planes to linear planes; under 7,
linear planes in RN+ project to affine planes in RV*!. Since any sphere in SV is
uniquely represented as the intersection of an affine plane in R¥*! with SV ¢ RV*+!,
we conclude that spheres of any dimension are mapped by (L) to spheres of the
same dimension, which is the defining property of Mobius transformations. It can
be shown that the correspondence L +— p(L) between L € OF(N +1,1) and M(N)
is indeed one-to-one.

Recall that we are interested in orthogonal systems in R”; their lifts to SV actually
do not contain p.,. Therefore, we focus on those Mobius transformations which
preserve poo, thus corresponding to Euclidean motions and homoteties in RY =
o(S™N). For these, we can restrict our attention to the section

% = {u e RVFUL L () = 0, (u, en) = —1/2} = LV (e +elt)

of the light cone. (The notation u™ stands for the hyperplane orthogonal to u.) The
canonical lift
A RY S X,
X = X+ e+ [x]%es,
1

factors the (inverse) stereographic projection, c~! = wo A, and is an isometry in the
following sense: for any four points xi,...,x4 € RY one has:

(A1) = M), Alxa) — Ale)) = (1 — %2) - (x3 — x4). (5.9)
We summarize these results in a diagram

XK SN LN+1 C RN—H,I
A T lﬂ'

RN o ! SN C RN+1

Denote by O (N + 1, 1) the subgroup of Lorentz transformations fixing the vector
€~ (and consequently, preserving K). The same arguments as before allow one to
identify this subgroup with the group E(N) of Euclidean motions of RY.
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Fact 2 Mobius transformations of SN are in a one-to-one correspondence with the
genuine Lorentz transformations of RNTUL. Euclidean motions of RN are in a one-
to-one correspondence with the Lorentz transformations that fix e..

A wuseful technical device in this context Clifford algebras which are very convenient
to describe Lorentz transformations in RV¥*1! and hence Mébius transformations in
S . Recall that the Clifford algebra €(N +1,1) is an algebra over R with generators
er,...,eyxro € RVTL subject to the relations

uv +vu = —2{u,v)1 = —2(u,v)  Vu,v € RVTHL (5.10)

Relation (5.10) implies that u? = —(u,u), so any vector u € RN*HL\ LNF1 hag
an inverse u~' = —u/{u,u). The multiplicative group generated by the invertible
vectors is called the Clifford group. It contains the subgroup Pin(N + 1, 1) which is
a universal cover of the group of Mébius transformations. We shall need the genuine
Pin group:

H=Pin"(N+1,1) = {uy---uy, | ul = -1},

and its subgroup generated by vectors orthogonal to e..:
Hoo = {1+ up | u? = =1, (u,es) =0} C H.
H and H,, are Lie groups with Lie algebras
h = spin(N+1,1) = span{ez-ej 4,7 €{0,1,...,N, 00}, i;«éj}, (5.11)
boo = spine(N +1,1) = span{eiej i je{l,... N,oo}, i# j}. (5.12)

In fact, H and H,, are universal covers of the previously defined Lorentz subgroups
Ot(N+1,1) and OF (N+1,1), respectively. The covers are double, since the the lift
(L) of a Lorentz transformation L is defined up to a sign. To show this, consider
the co-adjoint action of ¢ € H on v € RVTL1L:

Ay (v) =~ oy (5.13)
Obviously, for a vector u with u? = —1 one has:
A, (v) = v rou = 2(u, v)u —v. (5.14)

Thus, A, is, up to sign, the reflection in the (Minkowski) hyperplane u™ orthogonal
to wu; these reflections generate the genuine Lorentz group. The induced Mobius
transformation on S (for which the minus sign is irrelevant) is the inversion of
S in the hypersphere 7(u™ N LYTY) C SV, inversions in hyperspheres generate the
Mobius group. In particular, if u is orthogonal to e, then A, fixes e, hence leaves
XK invariant and induces a Euclidean motion on RY, namely the reflection in an
affine hyperplane; such reflections generate the Euclidean group.

Fact 3 Mobius transformations of S are in a one-to-one correspondence to ele-
ments of the group H/{%1}; Euclidean transformations of RN are in a one-to-one
correspondence to elements of Hoo/{£1}.
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5.1.3 Orthogonal Systems in Mobius geometry

For an orthogonal system x, continuous or discrete, consider its lift to the conic

section X:
x=Xdox:0°— XK. (5.15)

Functions v : Q¢ — H, will be used as frames to describe x in an M&bius geometric
(or, rather: Clifford-algebraic) manner: For a frame function adapted to X in a sense
to be defined, the zero-curvature condition, i.e. 6;(6;¢) = 6;(d;¢), yields a system of
hyperbolic differential and difference equations, respectively. The solutions to this
system are in one-to-one correspondence with (lifted) orthogonal systems x. In the
continuous case, we end up with the classical equations (5.2)-(5.6). The equations
presented for discrete orthogonal systems seem to be new.

Continuous orthogonal systems

In the following, we work in m > 1 dimensions, all of which are continuous, m’ = 0.
For simplicity, assume = B(r) for some r > 0.

Define 0; : B(r) —» TX fori=1,...,m by
0ix = h;v;, h; = |0:x|. (5.16)
The vectors v; are pairwise orthogonal, orthogonal to e,,, and can be written as
0; = v + 2(z,v;)ex (5.17)

with the vector fields v; from (5.2). As an immediate consequence, these vectors
satisfy

with the same rotation coefficients ;; as in (5.3).
Definition 5.3 Given a point x € X and vectors v; € T; K, 1 <i<m, we call an
element 1 € H, suited to (X;01,...,0m) if

Ayler) = %, (5.19)

A frame 1 : B(r) — Hy is called adapted to the orthogonal system X, if it is suited
to (X;01,...,0m) at any point & € By(r), and

with some scalar functions B;.
It is an immediate observation that the vectors Ay(e;) for ¢ = 1,..., N form

an orthogonal basis in 7K at the point Ay(ey) € K. Hence, a frame suited to
(X;01, . ..,0m) exists iff the the vectors 0; are pairwise orthogonal elements of T3X.
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Proposition 5.1 For a given continuous orthogonal system = : B(r) — K, an
adapted frame 1 always exists. It is unique, if m = N. If m < N, then an adapted
frame is uniquely determined by its value at one point, say & = 0. An adapted frame
1 satisfies the following differential equations.

e Static frame equations:

o = —ejhs; (1 <i<m) (5.22)
with s; = (1/2)0;0;.
e Mouving frame equations
o =—Siep (1<i<m) (5.23)
with .
S; = A;%p(sz) =35 ;ﬁkiek — hies, (5.24)

where the functions B;; and h; constitute a solution to the Lamé system (in
the following equations the indices 1 < 1,7 < m and 1 < k < N are pairwise

distinct):
Oih; = hifij, (5.25)
lk; = Bribiy, (5.26)
0By + 085 = — Z BB - (5.27)
ki

Conversely, if B;; and h; are solutions to the equations (5.25)-(5.27), then the moving
frame equations (5.23) are compatible, and any solution is a frame adapted to an
orthogonal system.

Proof. For an orthogonal coordinate system (m = N) the adapted frame is uniquely
determined at any point by the requirements (5.19) and (5.20), while egs. (5.21)
follow from (5.20). If m < N, extend the m vectors 0;(0), 1 <i <m, by N —m
vectors Ux(0), m < k < N, to a orthonormal basis of Ty XK. There exist unique
vector fields 0 : B(r) — TK, m < k < N with these prescribed values at £ = 0,
normalized (07 = —1), orthogonal to each other, to 9;, 1 <4 < m, to X and to e,
that satisfy the differential equations

with some scalar functions ;. Indeed, orthogonality conditions yield that neces-
sarily By = —(0;0;, 0x). The equations (5.28) with these expressions for fi; form
a well-defined linear system of first order partial differential equations for o,. The
compatibility condition for this system, 0;(0;0x) = 0;(0i0x) (1 < i # j < m), is
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easily verified using (5.18). The unique frame ¢ : B(r) — Hy with Ay(ey) = %,
Ay(er) =0 (1 <k < N)is adapted to x.

Next, we prove the statements about the moving frame equation. The equations
9;Ay(e0) = hiAy(ei),  O;Ay(exr) = Bridy(e:)
are equivalent to

[eo, (O)Y 1] = hiey, [er, (00)Y "] = Bie; .

Since, by (5.12), (9;4) 14 is spanned by bi-vectors, we come to the representation
of this element in the form (9;¢) 'y = —S,e; with S; as in (5.24). The compatibility
conditions for the moving frame equations, 0;(0;1) = 0;(0;1), are equivalent to

8jSZ-ej + &'Sjei + Si(ez-SjeZ-) + Sj(ejSiej) = O,

which, in turn, are equivalent to the system (5.25)-(5.27). Conversely, for a solution
Y B(r) — Ho of the moving frame equations, define x = Ay (eg) and v, = Ay(ey).
Then 0;x = h;v;, and orthogonality of v; yields that x is an orthogonal system.

We conclude by showing the static frame equation. If ¢ is adapted, then (5.24) in
combination with the orthogonality relation of the v; yields:

1
s; = Aeiw(si) = §Zﬁk1Aeiw(ek)_hiAeiw(ew>
i

1 1 A 1
= —5 ; ﬁszw(ek) + hiAw(eoo) = —5 ; OriUk + hies = 5 0;0; .

The last equality follows from (y; = —(0;0;, 0) and the fact that the e,.—component
of 0;0; is equal to 2h; (the latter follows from (5.17)). m

Discrete orthogonal systems

Now consider a discrete orthogonal system x : B¢(r) — K. Although we are only
interested in the case of m > 1 quasi-continuous and m’ = 0 discrete directions, we
also include the cases m’ > 0 in our considerations here by explicitly allowing for dif-
ferent mesh sizes ¢; > 0; this simplifies the treatment of Ribaucour transformations
later. So if m’ > 0, read B(r, 1) instead of B¢(r) in the following.

Appropriate discrete analogues of the metric coefficients h; and vectors v; are

These are unit vectors, i.e. 92 = —1, representing the reflections taking % to 7;% in

)

the Mobius picture, cf. Fig. 5.1:
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Figure 5.1: An elementary quadrilateral of a discrete orthogonal system

It is important to note that the vectors v; are not mutually orthogonal.

Next, we derive equations that are discrete analogues of (5.18). Since four points X,
7;X, ;X and 7;7;X are coplanar, the vectors 7;0,X and 7;0;x lie in the span of d;%x and
0;%X. The lift A is affine, therefore the same holds for the ¥;:

705 = (nja) ™"+ (05 + pjiti)- (5.31)

Here p;; are discrete rotation coefficients, with expected limit behavior p;; = €;€; 3,
as € — 0, and
n% = 1+ pf + 2p5u0s, 05) (5.32)

is the normalizing factor that is expected to converge to 1 as € — 0. Circularity
implies that the angle between ;X and ¢;% and the angle between 7;0;x and 7;0,%
sum up to :

<Tj1A)i,'lA1j> + <ﬁ2a TﬂA)j> =0. (533)

Under the coplanarity condition (5.31) the latter condition is equivalent to
0;(70:) + 0i(7:0;) = 0. (5.34)

Inserting (5.31) and (5.32) into (5.33), one finds that either (v;,0;) = 1, i.e., the
circle degenerates to a line (we exclude this from consideration), or

From (5.32) and (5.35), it follows:

ng =n5 =1— pijpji. (5.36)

So, the orthogonality constraint in the discrete case is expressed as the condition
(5.35) on the rotation coefficients; recall that in the continuous case this was a
condition on the derivatives of the rotation coefficients, see (5.6), resp. (5.7).

The following definition mimics the static frame equations of the continuous case.
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Definition 5.4 A frame ¢ : B(r) — Hy, is called adapted to a discrete orthogonal
system X, if

Aylen) = %, (5.37)

Ty = —ept; (1 <1< M). (5.38)

Existence of such a frame is a consequence of the circularity condition. Indeed, the
consistency 7;7;¢) = 7;7;1 reads

eiejwﬁj (Tj@i) = ejez‘w@i(Ti@j)'

which is equivalent to (5.34). An adapted frame is uniquely defined by the choice
of ¥(0) (and thus is not unique, even if M = N). Indeed, (5.38) together with the
definition (5.29) of v; imply: If (5.37) holds at one point of B¢(r), then it holds
everywhere.

Proposition 5.2 An adapted frame 1 for a discrete orthogonal system X satisfies
the moving frame equations:

) ==Y (1<i<M) (5.39)
with .
S = AgL(0;) = Nie; + 5 > Brier — €ihies, (5.40)
ki
where ,
2 _ € 2
NP=1-7 ;&k (5.41)

and the functions (3;; and h; solve the following discrete Lamé system (in the equa-
tions below 1 <i,7 < M, 1<kE<N,andi#j#k#i):
Tihy = (njie;) ™" - (5l + eshipyg),
TilOks (njies) ™"+ (€;0k) + €iBripis),
Ty = (ne;) ™" (2Nipij — €;Bi5),
. €i€5
pij + pji = Nifbije; + N;jBjie; — b k;ﬂkiﬁkj.
Zh]

where the abbreviation ny; = (1 — p;;p;i)Y/? is used, and p;; are suitable real-valued
functions. Conversely, given a solution [3;; and h; of the equations (5.42)-(5.45),
the system of moving frame equations (5.39) is consistent, and its solution v is an
adapted frame of a discrete orthogonal system.

Proof. From the definition ¥; = A;ﬁ(@z) it follows that ¥; is a vector without ey—
component, i.e. admits a decomposition of the form (5.40). Again, from the definition
of ¥; and the moving frame equation (5.38) we find:

Aei(Ej) = eiejw@jw_lejei s TZ-E]» = —ejem@i(n@j)@ﬂb_leiej .
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Upon using the identity 0;(0; 4 pj;0;)0; = 0+ p;;0; , which follows easily from (5.35),
we can now represent eq. (5.31) in the following equivalent form:

nji(Ti%;) = —Ae,(5;) — pijAe, (3i). (5.46)

This equation is equivalent to eqgs. (5.42)—(5.44). Next, the consistency 7;(m1) =
7;(7;9) of the moving frame equations (5.39) is equivalent to

(TiZj)Ae]. (22) + (szi)Aei (2]) = 0 (547)
Inserting the expressions for 7;%; and 7;%; from (5.46) into the left side give:
Aoy (35) A, (3) + Ae, (Z0) Ae, (25) + pjiAei () + pij (Ae, (20))?

= NiBjiei + N;Bije; — (ei€j/2) Z BribBrj — (pij + pji) = 0,
ki,

the last equality delivers (5.45). Conversely, (5.42)—(5.45) imply (5.46), as well as
the compatibility of the frame equations (5.39). So for an arbitrary initial value
¥(0) € Hyo, the frame equations for ¢ : B(r) — Hy can be solved uniquely. Set
X = Ay(ep), 0y = Ae;p(X;). From (5.46), (5.47) for the quantities 3; there follow
(5.31), (5.33) for the quantities ¢;. Using the fact that 3; has no e;—component,
one shows easily that there holds also (5.30). Therefore, X is a discrete orthogonal
system. ®m

5.2 Approximation of Orthogonal Systems

5.2.1 Hyperbolic Equations

It would be tempting to derive an result about approximation of continuous orthog-
onal systems by discrete ones from the observation that the classical Lamé system
(5.2)-(5.6) is the limit of the discrete system (5.42)-(5.45). However, these systems
are not of the hyperbolic type (2.4). And it turns out that in dimensions M > 3 it is
necessary to enlarge the set of dependent variables and equations in a cumbersome
manner to obtain the hyperbolic form. The way around is based on the following
fundamental lemma, which allows one to take care of two—dimensional orthogonal
systems (associated to the coordinate 2-planes) only, and to use then the results of
Theorem 4.1 and Theorem 4.2 for conjugate systems.

Lemma 5.1 If for a conjugate net x, continuous or discrete, its restriction to each
plane B;j, 1 < i # j < M, is a C-surface, then x is a (continuous or discrete)
orthogonal system.

Proof in the discrete case is based on the Miguel theorem, and can be found in
[CDS]. For the continuous case it is a by-product of the proof of Theorem 5.1 below.
[
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So, suppose we are in dimension M = 2. Then the moving frame equations (5.39) and
the system (5.42)-(5.45) take the form (1 <i4,j <2, 1 <k< N, i#j#k#1i):

N; —1 1
oY = ( -5 Zﬁkz’ekei + hieooei)zb, (5.48)
€; 2 ’
ki
i 1—
Sihy = Plp 4" (5.49)
€;n €n
2N;pi;  14+n
0iBi; = Py _ Bij (5.50)
Qqn €n
5¢ﬁkj = pZ] ﬁkm (551)
€;n
P12+ p21 = €2N1512 + €1 No o1 — €1620. (5.52)

Here we use the abbreviations

n=mniz =ng = /1 — piapa, Zﬁmﬁm, N =1-—+ Zﬁlﬂ (5.53)

k>2 k;éz

We show how to re-formulate the above system in the hyperbolic form and to pose
a Cauchy problem for it.

5.2.2 Approximation of C-Surfaces

In the derivation of the system above, we have worked with possibly different mesh
sizes €; and €5. Now, we turn to the case at hand, with m = M = 2 quasi-continuous
directions, so we have €; = e = € in (5.48)-(5.52). Set

pr2 = €eNifi — (52/2>(@ =), (5.54)
pa = eNofoy — (/2)(© + ), (5.55)

with a suitable function v : B, — R. It can be said that the auxiliary function
~ splits the constraint, making the Lamé system hyperbolic. This splitting plays a
crucial role for our approximation results. In the smooth limit 2y = 01815 — 0221
(cf. egs. (5.56), (5.57) below).

As a Banach space for the system take
X =, xRy Y < R2 xR,

where h stands for h; and hy, and 3 denotes the collection of By; with & = 1,2,
1 <j <N,k #j. H is the space of an (arbitrary) matrix representation of
Spin(N + 1,1); note that if ¢ € H, C H at some point, then eq. (5.48) guarantees
that this is the case everywhere.

Both directions ¢ = 1,2 are assumed to be evolution directions for 1; for h; and
Ori there is one evolution direction j # 4, while for the additional function v both
directions 7 = 1, 2 are static.
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Lemma 5.2 The hyperbolic system (5.48)-(5.51) with (5.54), (5.55) is consistent.
The right-hand sides in the equations are O(e)-convergent in C*°(X) to (5.23) with
(5.24), (5.25), (5.26) for pairwise distinct indices 1 <i,j <2, 1<k <N, and

01 = —(1/2) Zﬁklﬁm + 7, (5.56)
k>2

Bofr = —(1/2)> Bz — 7, (5.57)
k>2

which describe continuous C-surfaces.

Recall that the C-surface x itself is calculated from the solution to the hyperbolic
system by x = A1 (Ay(ep)).

Proof. Consistency is easy to see: the only condition to be checked is 61021 = 02012,
but this has already been shown in Proposition 5.2.

The other statements are obvious from
N; =1+ 0(é), Ny =14+0(?), n=1+0(?),

where the remainder constants in O—symbols are uniform on compact subsets of X.
Notice that hyperbolic equations (5.56), (5.57) come to replace the non-hyperbolic
orthogonality constraint (5.27). m

Goursat Problem 5.1 (for C-Surfaces) Given V¢ € H, functions Hf
B(r) — R and Bi;, : B§(r) — R fori = 1,2, 1 <k < N, k # i, and
I : B, (r) — R, find a solution to the equations (5.48)-(5.51) with (5.54), (5.55) if
€ > 0, or to the limiting system described in Lemma 5.2 above if ¢ = 0, respectively,
so that

$(0) = 0 hlm=Hf, Bulm= B, lm,=T"

Now we discuss the way to prescribe the data in the Goursat problem 5.1 in order
to get an approximation of a given smooth C-surface. Unlike in the case of general
conjugate nets, it is not possible to prescribe the discrete curves X{ = x[ 3¢ coincid-
ing with their continuous counterparts X; = x[3, at the lattice points. However, it
can be achieved that each Xf is completely determined by the respective X;.

Given a curve X; : B; — K, one has the corresponding tangential vector field 9;X;,
and therefore the function h; = \8 X;| and the field of unit vectors o; = h7'9,X;.
Take ¥ € H,, suited to (XZ(O) :(0)). Then by Proposition 5.1, there is a unique
frame 1 : B; — Hoo adapted to the curve X; with ¢(0) = ¥; this frame is defined as
the unique solution of the differential equation 9;v0 = —S;e;1 with S; given by eq.
(5.24). According to the proof of Proposition 5.1, the latter equation is equivalent
to the system of equations

00 = Brii, B = —(0, 0i0i),  k # 1.
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So, in order to determine the rotation coefficients fBg; : B; — R for 1 < k < N,
k # i, one has to solve the latter system of ordinary differential equations with the
initial data 0;(0) = Ag(ex). This produces the functions h; and f;, or, what is
equivalent, the Clifford elements

1
S = 5 ;ﬂkiek — hiex

for a given curve X;:B; — K. We say that h;, O; are read off the curve X;.

Definition 5.5 The canonical discretization of the curve XZ : B, — K with respect
to the initial frame U € H, suited to (X;(0);0,(0)) is the function X$ = Aye(ey) :
B — K, where ¢ : BS — Hy is the solution of the discrete moving frame equation
T = —X;e;0° with

2 1/2
B € 9 €
Ez’ = (1 — Z ; ﬂkz) e, + 5 ;ﬂmek — ehz-eoo (558)

with the restricted quantities h; and (3;; read off from Xi, and the initial condition

v(0) = 0.

Obviously, 1€ is an adapted frame for the discrete curve X¢. As € — 0, the canonical
discretization X lattice-converges to X; smoothly.

Proposition 5.3 (approximation for C—surfaces). Assume m = M = 2, and
let there be given: two smooth curves X; : Bi(F) — RN (i = 1,2), intersecting
orthogonally at X = X,(0) = X2(0), and a smooth function I : B(F) — R. Assume
U € Hy, is suited to (X;01(0),95(0)). Then, for some r > 0:

1. There exists a unique C-surface x : B(r) — RY that coincides with X; on B;(r)
and satisfies

a1612 - a2621 = 2I'.

2. Consider the family of discrete C—surfaces {x: B(r) — RN }oco, defined as
the solutions to Goursat problem 5.1 with data

U=, Hze - [Hi]ev BZ@ - [Bki]ev = [F]Ev

where the functions H; and By; are read off the smooth curves X;, so that X[ pe
are the canonical e-discretizations of X;. This family of discrete C—surfaces is
smoothly lattice-convergent to x.

Proof follows from Lemma 5.2 and Theorem 2.2. m
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Figure 5.2: Two curves determine a discrete C—surface via Proposition 5.3.

5.2.3 Approximation of General Orthogonal Systems

Theorem 5.1 (approximation of an orthogonal system). Let (g”) smooth C-
surfaces 8 : By;(F) — RY be given, labeled by 1 < i # j < m with 8;; = 8;;. Assume
that for given i, the surfaces 8;; intersect along a common curvature line X; = 8;;[s,;
the X; are pairwise orthogonally intersecting at X = X1(0) = -+ - = X,,,(0).

Set h; = |8£XZ-\, assume h;(0) # 0, and set further v; = h; '0;X;. Let ¥ € Ho(N) be
suited to (X, 01(0),...,0m(0)). Construct the discrete C-surfaces S5; : BE;(r) — RN
according to Proposition 5.3, 0 < 7 < T, with functions I';; = (0;0;; — 0;5;i)/2-

Then for some positive r < 7:

1. There exists a unique orthogonal system x : B(r) — RY, coinciding with 8;;

on Bij (’f’)

2. There exists a unique family of discrete orthogonal systems {x°: B(r) —
R }ocece, coinciding with 85; on BS;(r). The family x° lattice-converges to x
smoothly.

Proof. C—surfaces are special two-dimensional conjugate nets, therefore the surfaces
8;; can be supplied with the respective coefficients C;;,Cj; : B;;(r) — R. Now
Theorem 4.1 applies: It yields the existence of a unique conjugate net x which has
X; as image of the ¢-th coordinate axes and Cj;, C; as coefficients on the respective
Bij-

Similarly, discrete C—surfaces are special discrete two-dimensional conjugate nets,
so for each 8F;, the coefficients Cf;, C%; are defined, and they lattice-converge in C*
to the coefficients C;;, Cj; of the respective 8;;. Note that for any 1 < ¢ < m the
discrete surfaces 8j; intersect along the discrete curve Xi = §j; [5,, which is the
canonical discretization of the curve X;. The conclusions of Theorem 4.1 is still valid
if the Goursat data for cf; in (4.12) are taken as Cj; instead of Cjj, i.e. read off S
instead of 8;;. Thus, Theorem 4.1 delivers a family of discrete conjugate nets {x}
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that is smoothly lattice-convergent to x. Since the restrictions of x¢ to the coordinate
planes B, are discrete C-surfaces, the discrete variant of Lemma 5.1 implies that
the nets x° are actually discrete orthogonal systems. It remains to show that the
limiting net x is an orthogonal one. But this follows immediately from the fact of
C>—convergence and equation (5.34): indeed, we can conclude that for the net x
everywhere holds
@j@i + @z@] =0 < <@Z, @]> = 0,

that is, 0;x - 0;x =0. =

This result immediately implies Theorem 1.1 from the introduction: to bring its
assumptions into the form of Theorem 5.1 above, one needs only to introduce a
curvature line parameterization on surfaces &F; such that the curves X; are parame-
terized by arc-length.

5.2.4 Example: Elliptic Coordinates

The simplest nontrivial example, to which the above theory can be applied, is the

approximation of two-dimensional conformal maps by circular patterns. Starting
with a conformal map F : R?> — R?, ie. M = N = 2,

h = \(%F\ = |82F‘ and (91F : 82F = O,

one calculates the metric and rotation coefficients according to equations (5.2) and
(5.4), and the quantity v according to (5.56):

oh Oh

h1:h2:h’7 /612:—7 621 :Ta

h v = 01012 = =020

To construct a discrete approximation of F', solve the Goursat problem 5.1 for € > 0
with data Hf, Bj; and I'“ that are close to the values of the respective functions h;,
Bi; and 7y at corresponding lattice sites. A good choice is, for example, to prescribe

Hi(&§1) = h(& +€/2,0),  H5(&) = (0,6 + €/2),
B3 (&) = B (& +€/2,0),  Biy(§2) = Bi2(0,& + €/2),
[(61, &) = v(&1 +¢€/2,8 +¢/2),

for £1,& =ie, 0 <i < R.If ¢ : B(eR) — Hy is the frame of the respective
solution to the system (5.48)-(5.51), then the function

F°:BY(Re) = R*,  F(&, &) =7(¥(6, %) "eotr(61,&))

is a two-dimensional discrete orthogonal system, i.e., the points F({y, &), F(&
€,&2), (&1, Eate) and F(§1+¢, &) lie on a circle C(€y, &) in R?, and F(&1, &)
F(&,&) 4+ O(e).

This is illustrated with the planar elliptic coordinate system:

F(&1,&2) = (cosh(&y) cos(§y), sinh(&;) sin(&a)),

+
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Figure 5.4: Approximation of elliptic coordinates, ¢ = m/20.

whose coordinate lines are ellipses and hyperbolas. One finds

h= (sinh®(&) + sin®(&)) 7,
Bra = sinh(2&;)/(2h%), Bo1 = sin(2&,)/(2h?),
v = (1 — cosh(2¢;) cos(2&2)) /(4h%).

Results are displayed on Figs. 5.3, 5.4. Their left sides show the original coordinate
lines of F', and on the right sides the circles C¢(&;,&;) are drawn; each intersection
point of two coordinate lines on the left corresponds to an intersection point of four
circles on the right. There are small defects (the circles do not close up) on the very
right of the pictures since, in contrast to F', the discrete maps F'¢ are not periodic
with respect to &.

In figure 5.5, three intersecting discrete C-surfaces are shown, which are coordinate
surfaces in a discrete triply orthogonal system. This discrete system approximates
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Figure 5.5: Coordinate surfaces in a discrete triply orthogonal system.

the (degenerate) elliptic coordinates

cosh (&) cos(&2)
x(§1,&2,83) = | sinh(&y) sin(&2) cos(&3)
sinh(;) sin(&,) sin(&3)

around the point (&1, &2,&3) = (1,7/4,0).

5.3 Ribaucour Transformations

5.3.1 Definitions and Mobius Description

Now transformations of m-dimensional orthogonal systems are considered. As before,
we pass from an m-dimensional description of the R+1 individual orthogonal systems
x® : B¢(r) — RY to the M = m + 1-dimensional composite map x¢ : B¢(r, R) —
RY, where m’ = 1 direction is purely discrete. Of particular interest are pairs of
systems x, x7.

Definition 5.6 A pair of m-dimensional orthogonal systems x=,x* : Bo(r) — RN
is called a Ribaucour pair, if for any 1 <1 < m the corresponding coordinate lines
of X~ and x envelope a one—parameter family of circles, i.e. if it is a Jonas pair of
conjugate nets and

< 0;x™ 0;x~

. + —
\aix+\+\8ix—\) (x* —x) = 0. (5.59)

Remark: There are different definitions of Ribaucour transformations in the litera-
ture (cf. [He]). We have chosen the one that is best suited for our present purposes.
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Definition 5.7 A pair of discrete m—dimensional orthogonal systems x~,x*
Bi(r) — RY s called a Ribaucour pair, if the composite map x : B(r,1) — RN is
an m + 1-dimensional discrete orthogonal system.

The system x7 is also called a Ribaucour transformation of x~; Ribaucour trans-
formations can be iterated, obtaining a sequence (x(@ x® ... x() of orthogonal
systems, where for each k < R, the systems x*) and x**1) form a Ribaucour pair.
We will stick to the description of the original system and its R transformations as
a single function on the M = m + 1-dimensional domain B¢(r, R); in the following,
the super-index + denotes the shift in the M-th direction, i.c., xT(£,€) = x(£, €+ 1)
etc. The results for Ribaucour pairs are singled out by choosing R = 1.

To find a Clifford-algebraic picture of Ribaucour transformations of orthogonal sys-
tems, one combines the discrete and continuous elements from the descriptions de-
veloped in subsection 5.1.3. Again, we consider the orthogonal system lifted to the

section K of SV:
x:=Xox:B(r,R) — XK.

The description of discrete Ribaucour transformations was already part of the con-
siderations about discrete orthogonal systems in subsection 5.1.3; one simply chooses
e, =cfori=1,...,mand ¢ = 1 in the equations obtained there, and replaces the
domains by B¢(r, R).

Thus, we turn to continuous Ribaucour transforms: Denote by h;, 0;, §;; for i # j <
m the metric and rotation coefficients for x, as in the definitions (5.16), (5.18) of
subsection 5.1.3. (So that h;(-, k) is the function of metric coefficients for the k-th
transformation ) etc.) Let 05, be unit vectors such that

Xt = _Af)M ()A()v (560)

cf. eq. (5.30). The defining property (5.59) of Ribaucour transformations and the
normalization of ¥, imply:

oF = —As,, (), (5.61)
%(@%L@i) = a;(0; — (O, 0i)0nr), (5.62)

with m auxiliary functions «; : B(r, R) — R.

dioy =

Definition 5.8 A frame ¢ : B(r, R) — H., is called adapted to the composite map
of Ribaucour transformations X : B(r, R)RXK, if 1(-,0) is adapted to x(-,0), and

W = —enhin. (5.63)

Proposition 5.4 Let 1) be a frame adapted to the composite function x of Ribaucour

transformations. Then each frame (-, k) is adapted to the k-th transformation x*),

and in the moving frame equation for 1,
Yt = —Yyent, (5.65)
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one has
1 .
ki
~ 1
EM = Ae_;[w(UM) = NMGM + 5 Z 5kMek — hMeom (567)
kM
1
N2, = 1-— 1 > B (5.68)
k£M

The functions hy, B;; are solutions to the system (5.25)-(5.27), and the following
equations are satisfied (for 1 <i#j<m, 1<k<N,and i £k # M #1i):

By = Bri+ Brma (5.70)
B = —DBui+ 2Ny, (5.71)
Oihy = % (hi + b)) Bint (5.72)
1
Oibrm = B (Bri + B5) Bint » (5.73)
1
Obir = =5 Y (B B)Bear + N (Basi — i) (5.74)
ki, M
1

Conversely, given solutions h;, 3;; of the system above with suitable auxiliary func-
tions «y, the moving frame equations (5.64), (5.65) are compatible, and the solution
¥ is a pair of frames adapted to a composite function of Ribaucour transformations.

Proof. First we show that " = (-, 4+ 1) is an adapted frame for x* = x(t+1 if
¥ =1(-,t) is adapted to x = x(+,t): We have for 1 <i<m, 1 <k < N:
Aw"' (eO) - AﬁMAeMlZJ(eO) - _AffM (}A{> - }A(+7
Aﬂ”’ (el) = AﬁMAeMw(ei) - _Af)M (ﬁl) = @‘+>
Ay (er) = 0;(Asy Aeypler)) = £0;(Asy, Apler))

= :]:az(qu(ek) - 2<@M7Aw(ek)>@M)
= zl:(ﬁ]m - 20-’i<'&M> Aw(ek») U; — 2<ﬁM> '{]Z>,&M)
= (B — 20 (00, Ap(er)))0f = B0,

where the minus sign applies iff £ = M (and if & = 0, the latter calculation goes
through almost literally, with replacing B, i by hi, h™, respectively). Next, from
Y= A;\iw(ﬁM) there follows:
B = 2(Xnm,ep) =2
hM = 2<2M,e0> = 2

Nu = (Bu,em) = (0ur, Aeyrp(enr)) = (0, Ay(en)).



5.3. RIBAUCOUR TRANSFORMATIONS 85

This proves egs. (5.69)—(5.71). Further, eqs. (5.72)—(5.74) are readily derived by
calculating the i-th partial derivative of the respective scalar product. Finally, eq.
(5.75) comes from the consistency condition 0;(0;0r) = 0;(0;0nr).

Conversely, given a solution to the equations (5.25)—(5.27) and (5.69)—(5.75), the
moving frame equations are consistent, thus defining the frame . It follows from
Proposition 5.1 that all x*) = Ay(.k)(eo) are orthogonal systems. Furthermore, eq.
(5.65), yields the defining relations (5.60)—(5.62) of the Ribaucour transformation,
with ’lAJM = AeMw(EM). |

5.3.2 Approximation of Ribaucour Transformations

The following is the direct analogue of Lemma 5.1, but for pairs of orthogonal
systems:

Lemma 5.3 If for a Jonas pair x,x", continuous or discrete, the net X~ is an or-
thogonal system, and the corresponding coordinate curves X~ [g: and Xﬂg; envelope
one—dimensional families of circles for alli = 1,...,m, then x ,xt form in fact a
Ribaucour pair of orthogonal systems.

As we did before, we reduce our considerations to the case of M = 2 dimensions,
now with only m = 1 quasi-continuous and m’ = 1 purely discrete direction. Recall
that in this case, B(r, R) = B§(r) x B (R) consists of R+ 1 copies of the discrete
interval B(r). The shift 7 is still denoted by the superscript “+”. We start again

Figure 5.6: A pair of curves enveloping a circle congruence

from the system (5.48)—(5.51), but now ¢; = € while e, = 1. A good resolution of
the constraint (5.52), leading to two curves enveloping a circle congruence (Fig. 5.6)
in the limit € — 0, is to write

P21 = €Q, p12 = N1f12 + €(Nofo1 — © — a); (5.76)

with a suitable function « : B¢(r, R) — R.

As the Banach space where the system lives we choose, exactly as before,

X =3y x REM Y x R2 xR,
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Also, we designate the subset

D= {(¢,5, hioha,a): > B2 < 4} c X (5.77)
k#£2

Lemma 5.4 The hyperbolic system (5.48)—(5.51) with (5.76) is consistent. The
right-hand sides are O(e)-convergent in D; the limiting system for e = 0 consists

of equations (5.23) with (5.24) for i =1, (5.89) with (5.40) fori =2, and

Othy = Bia(hy +ahy/2), (
OBre = BB +abke/2), k>2, (
OBz = 2(Nafor — O —a) + aff,/2, (

hif —hy = ahs, (5.81
G =B = abr, k>2, (
By = Bn = 2(Naax — fa1), (

and describes Ribaucour transformations of curves.

Recall that, although the orthogonal system x itself does not appear in the hyperbolic
system, is is immediately extracted from any solution as x := A™'(Ay(eg)). In this
sense it is to be understood that the solutions describe curves.

Proof. Consistency is shown exactly as in Lemma 5.2, the limiting system is calcu-
lated directly from (5.48)-(5.51) using (5.84). One sees that the system of the lemma
coincides with (5.69)-(5.74) for M = 2.

In the right-hand sides of the equations, we have:

1
NZ=140(), N=1-23f, n=1-SaBp+0(&),  (5.84)
4#2 2

where the constants in O—symbols are uniform on compact subsets of X. However,
the system itself is not defined on all of X but only on the subset D where N2 > 0.
[

Goursat Problem 5.2 (for Ribaucour transformations of curves) Given a
frame V¢ € H,, real functions Hy and Bf, on the quasi-continuous interval B§(r),
more real functions HS and By, on the purely discrete interval B (R), and another
real function A on all B(r,R), find a solution to the discrete equations (5.48)-
(5.51) with (5.76) if € > 0, or to the limiting system described in Lemma 5.4 above
if =0, on B(r, 1) with the Goursat data

$(0) =W, Mlm=Hi, fuls=Bj, alz= A
hgrggz HS, ﬁk2r‘B§: Blec2
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We now go back to Ribaucour pairs, i.e. R = 1 in the following. It is not hard to see
that in this case, the data Hs and Bj, need only be prescribed at one point, £ = 0,
and the auxiliary function A€ needs only to be defined on the discrete interval B(r)
in order to determine the geometry — the frame ¢ on B¢(r, 1) — uniquely.

Proposition 5.5 (approximation of a circle congruence) Letm =1, M = 2,
and let there be given: a smooth curve X~ : By(F) — RY, a smooth function A :
Bi(F) — R, and a point XT(0) € RYN. Set Hy(0) = |XT(0) — X—(0)|, ©2(0) =
Hy(0) (X +(0) =X~ (0)). Assume that U € Hy, is suited for (X7 (0): 9,(0)), and set
0r(0) = Ay (ey) for k # 2. Then, for some r > 0:

1. There exists a unique curve X : Bo(r) — RY through the point X (0) such
that the pair (X~,XT) envelopes a circle congruence, and

XT| = X | = A [XT —X]. (5.85)

2. Consider the family of pairs of discrete curves X<, X" defined as the solutions
to the Goursat problem 5.2 with the data

ve=w, [—[1E = [Hl]e> Blecl = [Bkl]€> Ac = [A]€>
H5 = Hy(0), Bjy = —2(02(0), 91(0)).

where the functions Hy and By are read off the smooth curve X~, so that
X s the canonical e-discretization of X~. These discrete curves smoothly
lattice-converge to (X—, XT).

Proof follows from Lemma 5.4 and Theorem 2.2. m

Theorem 5.2 (approximation of a Ribaucour pair) Let, in addition to the
data of Theorem 5.1, there be given m curves X; : B;(F) — RY with a common
intersection point X+ = X{(0) = ... = X1 (0), and such that each pair (X;,X;")
envelopes a circle congruence. In addition to the discrete surfaces 85; from Theorem
5.1, construct discrete curves X according to Proposition 5.5, with the functions
A; = (10X | = 10,X4]) /|1X = Xi|. Then for some positive r < 7:

1. There exists a unique Ribaucour pair of orthogonal systems x~,xT : Bo(r) —
RN such that x~ coincides with 8;; on By;(r), and x* coincides with X} on
BZ(’T’)

2. There exists a unique family of Ribaucour pairs of discrete orthogonal systems
{x° : B(r) — RV}ocecq, such that x coincides with 8; on B(r) and x*
coincides with XSt on BS(r). The family x¢ lattice-converges to the pairs x,x "
smoothly.
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Proof is similar to that of Theorem 5.1, with the only change in the concluding
argument: for the limiting Jonas pair x,x" of orthogonal nets we derive from eq.
(5.34):

which is the defining property of the Ribaucour pair. m

The above considerations are of course easily extended to the cases of more than
one purely discrete directions: Two-dimensional Goursat problems are posed on all
two-planes of the respective B¢(r, R), and the solution is extended into the interior
of B¢(r, R) as a conjugate net (cf. the discussion there). The following theorem is
an application of the Theorem 2.1 to the cases m’ = 2 and m’ = 3.

Theorem 5.3 (permutability of Ribaucour transformations) 1. Given
an m-dimensional orthogonal system x(-,0,0) : B§(r) — RN and its two
Ribaucour transformations x(-,1,0),x(-,0,1) : Bo(r) — RN and, there is
a one-parameter family of orthogonal systems x(-,1,1) : Bo(r) — RY that
are Ribaucour transformations of both x(-,1,0) and x(-,0,1). Corresponding
points of the four conjugate nets are concircular.

2. Given three Ribaucour transformations
X('v 17 07 0)7 X<'7 Oa 17 O)a X('7 07 07 1) : BO(T) - RN

of a given m-dimensional orthogonal system x(-,0,0,0) : PPy(r) — RY, as
well as three further orthogonal systems

x(+,1,1,0),x(-,0,1,1),x(-,1,0,1) : Bo(r) — RY

such that x(-,1,1,0) is a Ribaucour transformation of both x(-,1,0,0) and
x(+,0,1,0) ete., there exists generically a unique orthogonal system

x(,1,1,1) : By(r) — RY

which is a Ribaucour transformation of all three x(-,1,1,0),x(-,0,1,1) and
x(+,1,0,1).



Chapter 6

Approximation Theorem for
Cauchy Problems

6.1 The Approximation Theorem

Discretizations of the following semi-linear Cauchy problem are investigated

Owu(t,z) = M Oyu(t,z) + f(u(t,z))

u(0,z) = wup(x). (6.1)

Here u : Q C R? — C? is a function of two arguments, x and t. The matrix M
is constant and the nonlinearity f is analytic. By the classical Cauchy-Kowalevsky
Theorem [Ta|, problem (6.1) has a local solution about any point (z,t) = (x0,0),
provided that ug is analytic at z.

Now consider discrete Cauchy problems of a similar form: u is replaced by a function
v defined on a square grid of mesh size €, and differential operators are replaced by
suitable difference operators. So formally,

vt = M 5, + f(v°). (6.2)

Initial values are calculated from the original data ug. The solution v to (6.2) is
readily constructed by discrete time-iteration.

The main Theorem 6.2 states that — under mild hypotheses on f¢ — the solutions v¢
are convergent to the solution u of (6.1) as ¢ — 0. The convergence is uniform with
an approximation error quadratic in e. Furthermore, central difference quotients
of v¢ of arbitrary order converge to the respective derivatives of u in the same
manner, justifying the notion that the convergence is C'*°. This result is of interest
of its own since it provides approximation of solutions to a Cauchy problem by an
explicit, natural and extremely simple scheme. Moreover, the proof also provides a
new approach to showing existence of solutions to (6.1).

Two situations in which Theorem 6.2 immediately applies are given below: Solutions
to an ill-posed elliptic and parabolic problem are approximated by discrete functions.

89
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The applications of main interest in this thesis, i.e., the convergence theorems for
CR-1-mappings and orthogonal circle patterns, are deferred to the next chapter. It
is likely that for other models from discrete differential geometry, which are related
to elliptic PDEs or mixed elliptic/hyperbolic systems (e.g. isothermic and minimal
surfaces [BHS]), a similar method can be applied to prove approximation of the
respective smooth models.

The strategy to obtain the convergence result is closely related to the proof of an
abstract version of the Cauchy-Kowalevsky Theorem [N], which is formulated in a
scale of Banach spaces. (See also [Tr]. Furthermore, [Wa] provides a simple proof
and an overview over the history of abstract Cauchy problems.) In the situation of
problem (6.1), the Banach spaces are sets of analytic functions equipped with the
maximum norm. The key step in the proof here is the definition of analogous Banach
spaces and norms for functions only defined on a grid.

6.1.1 Main Theorem

A function u : I — C¢ defined on a closed interval Iz = [—¢,+¢] C R is called
analytic, if it is C*°-smooth and there exists a p > 0 such that the Taylor series at
any point x € I has radius of convergence larger than p. A function @ : D — C¢
is called a complex extension of u : I — C%, if @ is (complex) analytic on the open
complex domain D C C, and u(x) = u(x) for z € DN L

Solutions u = (u(), .. ., u()) : @ — C% to problem (6.1) are considered on diamond-
shaped domains

Q=Q(r) = {(t,x) € R?

|z| + |¢] Sr}.

We assume that the d x d-matrix M is constant and f is analytic near uo(0) € C%.
The abstract version of the Cauchy-Kowalevsky-Theorem [N] implies

Theorem 6.1 Suppose ug is analytic on 1. Then there exists a positive r < & for
which the problem (6.1) has a solution u on Q = Q(r), analytic in x.

Replace u by a function v¢ = (vfl), . ,vfd)) defined on the discrete set

Q=Qr) = {(t,x) € Q(r)

x+t€eZ},

which is the intersection of Q(r) with the 45-degree rotated standard lattice (A\Z)?
of mesh size A = ¢/v/2. Also, its “dual” lattice

Qs (r) = {(t,x> cOlr—9)

§+x+t€eZ}

will frequently be used. Define for each ¢ > 0 the canonical difference quotient
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Figure 6.1: A CR-1-mapping v¢ : Q¢(r) — R2. Left points of Q¢(r) and Q¢ (marked
e and o, respectively) are shown. Initial data for v¢ is prescribed at the bold marked
sites.

operators

which map functions on ¢ to functions on 2. The problem (6.1) is replaced by

ov(t,x) = M (t z) + f(vo)(¢t, x) ((t,x) € Q)
ve(0,2) = vi(x ((0,z) € Q) (6.3)
v(5,7) = vi(x) ((5:2) € €X)

The nonlinearity F(v)(t, x) is of the form

[t ) = FE(u(t,x + 5),v°(t,x — §),v°(t — 5, 2)).

Theorem 6.2 Assume that ug is analytic on some interval I, that f is analytic on
a neighborhood D C C¢ of ug(0) and that F€ is analytic on D x D x D C C3? for
all € > 0. Furthermore, assume that

[Fe(utu™ ut) = f()] < K (et fut—u])? (6.4)

holds for all u™, u=, u* € D with K > 0 independent of ¢.

Then there exists a positive r < & such that the solutions v¢ to problem (6.3) on
Q(r) with the initial data

vo(z) = uo() ((0,2) € Q<(r))

vi(2) = uo<x>+;(Maxuo<x>+f<u(><x>>) (o)) O

|
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converge to a continuous function u on Q(r). In particular, the following estimate

holds

sup  |u(t,z) —v(t,z)| < O (6.6)
(t,x)eQe(r)
with some C > 0. The function u is analytic in x and differentiable in t, and
constitutes a classical solution to Cauchy problem (6.1). Moreover, u is the only
classical solution to (6.1) on Q(r) in the class of x-analytic functions.

Note that Theorem 6.1 is a corollary of Theorem 6.2. In other words, the proof of
Theorem 6.2 also provides an alternative proof for the local solvability of the Cauchy
problem 6.1.

Certain “soft” perturbations of the initial conditions v§ and v¢ are allowed.

Theorem 6.3 Assume hi, hy, : D' — C? are families of analytic functions on a
common complex neighborhood D' of x = 0, bounded independently of € there. Under
the hypotheses of Theorem 6.2, the estimate (6.6) still holds if the initial conditions
v§, v5 are replaced by v§ + €2h§, vS + €2hS..

The convergence of v¢ to u turns out to be C'*°. To make this precise, introduce in
addition to Q¢(r) and Qf(r) also the “shrunk” domains Qf (r) by

crn | Q(r—ke) if k is even
;,(r) = { Qc(r — (k—1)e) if k is odd

The central difference quotients §7'671)¢ of a function ¢¢ on Q¢(r) are naturally
defined at the points of Q¢ (7).

m-+n

Theorem 6.4 Under the hypothesis of Theorem 6.2, there are real numbers C,,,
such that
sup 0767 v (1) — OO u(w, t)| < Crne’. (6.7)
(z:)€Q5, 4, (1)

In particular, u is infinitely often differentiable.

A remark is in order here: The error estimate of order O(¢?) in (6.7) is only pos-
sible because we consider central difference quotients here. For the usual one-sided
difference quotients used in the previous chapters, one would face an error of order
O(e) even if v¢ is identical to u on the grid. For central difference quotients, it is an
exercise in elementary calculus to prove that
sup |, 1) — P (e, )|
(z,t)€Q, (1)
< (m+4n) sup (|07 2u(z,t)| + |07 200 u(x, 1))
(z,t)eQ(r)

for an arbitrary functions u : Q(r) — C? of class C™""*2. Here u¢ denotes the
restriction of u to Q¢(r).

Before the proofs of Theorems 6.2 - 6.4 are given in section 6.2, we shortly present
two canonical applications.
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6.1.2 Examples: Two Ill-Posed Problems

As pointed out before, our main applications of Theorem 6.2 is to derive conver-
gence results for orthogonal circle patterns and CR-1-mappings towards conformal
mappings. However, the following two basic examples are intended to show that the
Theorem is useful in many more situations (not necessarily geometrically motivated).

A Nonlinear Elliptic Problem

Rewrite the ill-posed elliptic problem

Oio(t,z) + 0ho(t.x) = g(d(x,1)) (6.8)
¢(0,2) = ¢o(x) (6.9)
99(0,x) = ¢y(x) (6.10)

for the scalar function ¢ in the form (6.1):

U(l) 0 0 0 U(l) U(g)
O | ) = 0 0 1 ]0:| wy + 0 . (6.11)
U(g) 0 —1 0 U(g) g(U(l))

Here uny = ¢, up) = 0,¢ and w(z) = 0,¢. For functions ¢y, ¢ analytic on [—§, +£],
the respective initial data woq)(z) = ¢o(z), uee) = Oudo(x), ugz = ¢4(x) are
analytic there, too. Assuming further that the nonlinearity g is analytic at ¢o(0), a
solution to (6.11) exists on some 2 = Q(r) and is unique.

To approximate (6.11) by a discrete problem (6.3), pick
Fe(v+7 U_u U*) = %(UEE.) + U(_g)a 07 Q(U(J;)) + g(v(_1)>)

as nonlinearity, independent of e (and of v*). The assumptions of Theorem 6.2 con-
cerning analyticity and boundedness of F'* are obviously fulfilled. A Taylor expansion
of g around V' = (U(J;) +vy)/2

(v = vy)g' (V) + O([vt — v f?)

N[

19wl +9(vyy) = 9(V) +

implies the estimate (6.4). Due to Theorem 6.2, the component vy of the discrete
solutions to problem (6.3) converges to the smooth solution ¢ on Q(r’) with a suitable
positive ' < r in the sense of (6.6).

Sidewards heat equation

The 1+1-dimensional sidewards heat equation

Ofo(t,x) = 0po(t,x) + g(o(t, x)) (6.12)
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is obtained from the standard heat equation after exchanging roles of time and space.
Posing initial data ¢(0,z) = ¢o(z) and 0:¢(0,x) = ¢ () corresponds to prescribing
the temperature and its spatial derivative at a fixed point over some time interval in
the physical world. Introducing w1y = ¢ and u) = 0;¢, equation (6.12) is equivalent

to
0 0 U U
o) = (Vo)a (o )+ (ot )
t(“@) 10 we ) T\ glun)

Local solvability is guaranteed by Theorem 6.2 for analytic nonlinearity g and ana-
Iytic initial data ¢°, ¢*. A discrete scheme of type (6.3) with convergent solutions
is obtained in the same fashion as for elliptic problems.

6.2 Proof of the Main Theorem

Let us — informally — recall the classical existence theorem by Nirenberg first: In [N],
abstract Cauchy problems

O = F(u), u(0)=1um (6.13)

are considered. It is assumed that the action of the non-linear operator F' is “not
worse” than that of 0, on an analytic function, i.e., F' satisfies a certain Cauchy-
type estimate. To show existence of a solution to problem (6.13) locally in time, it
is rewritten as an integral equation

u(t) = J(u)(t) :== ug —i—/o F(u(s))ds.

A scale of Banach spaces X; C X5 C --- C X is defined so that J maps X} into
X1 and is a contraction. By adaption of the Banach contraction principle to scales
of spaces, it is shown that the iteration u*+Y := J(u®)) converges to a solution
u € X4. The procedure is a simple example of the so-called Nash-Moser-iteration.

Our general strategy to prove Theorem 6.2 is to translate the idea to consider scales
of Banach spaces and the essential estimates from the proof of the contraction prop-
erty

a0 = gy < L = ut D,

to the discrete situation. Below, we define a scale of norms on (finite-dimensional)
spaces of discrete functions. In these norms, we are able to estimate the difference
u—v° between the smooth and the discrete solution at some instant of time in terms
of their difference at the previous time step; roughly, we obtain

I (¢ +5) —ult + 3)ll gy = LIv(E) = ul®)llw-

The norms for discrete functions are by no means immediate generalizations of the
ones used in the continuous setting. For complex-analytic functions u, one usually
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considers the supremum of |u| on a complex disc of prescribed diameter; there exists
no obvious analogue for discrete functions v, which are only defined on finitely
many points on the real axis. It is a nontrivial fact (see Lemma 6.1) that our discrete
norms posses the fundamental properties of the supremum-norm, which are essential
to derive the contraction property.

6.2.1 Discrete norms and their properties

Without loss of generality, we assume that |u|* = u%l) +o u%d) and |Mu| < u for

all u € C% Let D(p) C C denote the complex disc of radius p centered at 0, and
forp > 1, DP(p) = D(p) x --- x D(p) C CP is a p-dimensional poly-disc. Given an
interval I, = [—§, +¢] and p > 0, then

By(lg) ={z € C|dist(z, L) < p}
is its complex extension of width p. For an integer m > 0, define discrete intervals

7o _ {—=%€6...,—€0,¢,...,Fe} if mis even
m {—-%6...,—%5,5,..., 3¢} if mis odd

containing m + 1 points. Given a function v : J¢ — C its difference quotient with
respect to z is

6,v:95 1 —Ch () (z) =1 (v@+5) —v(x—%).
Define also the half-shifts and the restriction
Tpv I — Ce, (r2v)(z) = v(z £ §)
I, — C% (mv)(x) = v(x).
as well as the linear interpolation

€

r—z° r—

Ju(a) +

€ €

Ev:[—fm,+£im] — C% (Ev)(z)=(1— v(zf +e),

where z¢ € J and 0 < x — 2° < e. For p > 0, define a functional on discrete
functions v : J¢ — C? by

n k

_ - k
lolly = 2_ 57 Jmax [0%(z)].
k=0
The following lemma summarizes the essential properties of the || - || ,. These norms

behave in many ways similar to the maximum-norm for analytic functions. In par-
ticular, the estimate on difference quotients (item 2) comes as a substitute for the
classical Cauchy estimate

1

sup [0:u(z)] < Z— sup [u(2)],

|2l<p P zl<p

which holds for analytic functions u : D(p’) — C.
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Lemma 6.1 The functionals || - ||, provide a scale of norms on discrete functions:
Foru:J35 — C? and 0 < p < p/, one has ||u||, < ||ul|,. In addition, each | - ||, has
the following properties:

1. Submultiplicativity: |lu; vil|, < |lwil|,]|vill,-
2. Estimate on difference quotients: ||ul|, + €||oul|, < ||ul| pte

3. Estimate on compositions: If f is analytic on D*(vU), v > 1, and ||ul|, < U,
then f(u) is defined on IS, and

Ifu)ll, < (1 —=2)"* sup |f]. (6.14)
Di(yU)

4. Estimate on restrictions: If u : I — C% extends analytically to By (I) and u is
its restriction to J5, C 1, then, provided p < p,

Jull, < (1 —=p/p")~" sup [ul. (6.15)
B,,(I)

5. Completeness: For a sequence ¢ — 0, let functions v¢ : J¢. — C¢ with n‘e >
£ >0 and |[v°), < C be given. Then there exists an analytic u : Iy — C¢,
possessing a complex extension to B,(l¢) which is bounded by C' there, so that:
E5F0®) converges to 0Fu uniformly for each k > 0 and a suitable subsequence

e(k) — 0 of e.

This lemma is proven in subsection 6.2.7.

In the following, it will be shown that for an appropriate » > 0 and e small enough,
discrete solutions v° exist on ¢(r), and a limiting function u can be defined on Q(r).
Let N = [%] be the largest integer such that $N < r. The integer variable n < N
denotes the discrete time step, i.e., t = en. Let " = N —n.

For integers n with |n| < N, the functions

up () = u(gn,)
() v(5n, )

are naturally defined on J¢,. In our notations, the problem (6.3) takes the convenient
form

Upy = TU5_y + €0,05 + €fr(v°) (6.16)
fo(v) = FYryv;,, v, 7m0, ) (6.17)

where pointwise evaluation of the arguments is understood.
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6.2.2 Existence of a Continuous Solution

Without loss of generality, it can be assumed that uo(0) = 0. (If @ := uy(0) # 0 in
the beginning, replace ug(z) — uo(x) — @, f(u) — f(u-+u) etc.) For an appropriate
choice of U > 0, f is defined on D¥(2U) and F*° on D3¢(2U), respectively. Let
F = 2% sup o SUP 1t o e epaqry | F (0T, 07, 0%)].

Choose &' € (0,&) and ¢y > 0 so that
|uo ()], [uo(w) + §(M,uo(x) + fluo(2)))| < § (6.18)

for all z € Jg and all positive € < €. Since g is analytic, it has a complex extension
to a neighborhood of I./. By the property 4 of Lemma 6.1, there is some p > 0 such
that

0§l 05 ll, < 5 (6.19)
Choose r > 0 such that the following inequalities are fulfilled:
Ldr<p, ILr<¢& IIL2r¥F <U. (6.20)

The following estimates are carried out for n > 0; the case of negative times is
treated analogously. It will now be shown that for p, = 4r — ne

My = vallp, + lva-1llp, < U(% + ox)- (6.21)

Let € < € be arbitrary. Then My < U/2 by L. and II. of (6.20). Proceed inductively:
Suppose (6.21) holds for n. Then M,, < U and f(v¢) is defined, so

Mis1 = V5gallon + 10nllon < llonllp, + €ll0avyllo, + 1vn-illpn + €l £ ().

by (6.16). The sum can be estimated using properties 2 and 3 (o = 2, p = 3d) of
Lemma 6.1 as follows

< lopllpnte + 105-illpn + €l F(Tvp, 70, w01l o < M + €5

Estimate (6.21) now follows from III.

Observe that, in particular, for x € J¢, and 2’ € J¢,_,

lon (@) < gl <U
o.vp, (@) < o-llonllo, < U/(3r)
0:0,(2)] < [0z ()] + [ fu(v) ()] < U/(3r) + 5.

From each discrete solution v, construct two continuous functions v$, v$; as follows:
) 1> Urr

t— in, . t— tn,
21 B, o) + —2

vi(t,x) = (1 — Ev;, (z)

e

where n, is the largest odd integer smaller than ¢; for v§,, take n. to be the largest even
integer, respectively. The two families of functions {v¢}., {v{,}. are equicontinuous
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as can be seen from the estimates on v¢ and it difference quotients above. By the
Arzela-Ascoli theorem, there is a sequence € — 0 such that v§ and v, converge
uniformly to a continuous functions u; and u;; on £)(r), respectively. Moreover, it is
not hard to see (cf. the proof of property 5 in Lemma 6.1) that there is a subsequence
€’ — 0 of € such that 5mv§'/'H are uniformly convergent to O,us/rr. Also, fy(v§ /H)
converge to f(ur/rr) uniformly as can be deduced from the estimate (6.4). Since v*
solves (6.16), it is easily verified that for (¢, x), (¢, z) € Q(r)

t/
vt x) =gt ) +/ (02077/7(s, ) + £ (vig/r) (s, 7)) ds + O(e")
t

Passing to the limit ¢’ — 0 (observe that the term under the integral sign converges
uniformly)

t/
uI/H(t',x) = uI/H(t,x) —|—/ (amuH/[(S,l’) + f(uH/])(S,J})> ds
t

from where it is obvious that u; and u;; are differentiable in time and satisfy

Uur 0 M ur f(U]])
0 = 0, + 6.22
t<un) (M 0) (“U) <f(u1) ( )
By uniqueness of z-analytic solutions to the problems of type (6.1) — which is proven
in subsection 6.2.4 — a solution to (6.22) with initial conditions u;(0, z) = u;(0,x) =

uo(x) must satisfy uy = uy; =: u on Q(r) and hence u solves (6.1) with u(0,z) =
uo(x) for x € 1,.

Regularity
By property 5 of Lemma 6.1, the estimates |[vg||,, < U imply for fixed ¢t € [—r, 7]
that u(t, z) extends z-analytically to Bay_op(I,—p), where it is bounded by U. It is
easy to see, using the Cauchy estimate (6.36), that for integers k > 0,

\8’;u(t, l’)| < UFK! T_k, |t‘ <r, Tec BSr—2|t|(Ir—\t|)-
It is also clear that OFu(t, z) is analytic in z € Bsy ot/ (L—}4), and bounded by a
expression depending on k, U, r and the function f, but independent of x and t¢.

Hence

Q= max sup sup (|0%u(t, x)| + |OFu(t, x)|) (6.23)
k=0,1.2.3 |t|<r w€Bs_ajy(Ir—1)

is a finite quantity.
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6.2.3 Approximation
The idea of the proof is to calculate bounds on the functions
Ln = |wnllwe + [[wn1]lne (6.24)

which is defined for |n| < N. Again, only n > 0 is considered here, and the analogous
case n < 0 is left to the reader. It will be shown that

L, <(1+eB)L,_1 +C* and L, < D*é, (6.25)
leading by the standard Gronwall estimate to
L, < (C*+D"ePe (6.26)

which implies the assertion of the Theorem with K = (C* + D*) exp(r B*).

To prove the estimate (6.25) at the instant of time ¢t = en with n > 2, express w,
in the definition (6.24) in terms of u and v at previous time steps:

Lo < lmws,_g + pws, g [lwe + |lwy, [ e (A4)
+el| By (v°) — Fy(u)][we (B)
+le(Mozug,_y + Fy(u)) — (ug, — wug,_o)[[we (C)

The three resulting expressions (A)-(C) as well as £; will be estimated separately
in the following.

Estimates for expression (A)

By the properties of the discrete norms, especially estimate 2 of Lemma 6.1, one has

(4)

< wp_i[lwe + €lldzwi i lne + [[wip—sllnre
< ”w;—lnn/ﬂ-e + ||w;—2||n/6 <L,

since (n — 1) =n' + 1.

Estimates for expression (B)

Recall an elementary result from calculus of several complex variables: If g : D C
CP — C% is an analytic function, then there exist p functions 9 :DxD —

C? (not uniquely determined for p > 1) which are analytic and satlsfy for £ =
-5 €w)s m =y, - M) €D

= giy(&m) Eo — 1)

J<p
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Apply this to the case g = F and p = 3d, D = D3¥(2U) with £ = (1, u®, 7_u¢, u),
n = (140, 7_v%,v). From the submultiplicativity property 1 stated in Lemma 6.1,
it follows

IECE) = Fmllwe < D IE)GE ) Egy = 16)) e

Jj<3d
< Z <||(FE)?j)(£a77)Hn’e HT-Fqu) - 7'+Ufj)Hn’e
j<d

+||(F€)z<j+d) (&M llwe ||T—Ufj) - T—UEj)Hn’E

++uFﬂa+stnnwwku@y—nmanh%).

Now apply the estimate (6.14) of Lemma 6.1 with v = 2 to bound all expressions
[(F€){jllwe on D**(2U) x D*¥(2U) by a suitable constant. In summary,

(B) < €B*Lp_,.

Estimates for expression (C)

Recall that u(t,z) allowed an analytic continuation for x € Bs,_o(I,—py), which
will also be denoted by u. The functions

plt,e) = glute+5) +ult,z - 9))
Ag(tix) = fult,z+5) —ult,z —5))
At,z) = T(u(t+ 5, 2) —ult—§, )

are defined for [t| < r — § and analytic in = € Bsr—2|t|—5(13r—2lt|)' The restrictions of
2

A, Ay to Q5(r) coincide with d,u® and d,u®, respectively. Moreover,
Ay (t,2) = Qpult, @), [A(t, 2) — Dpult, )|, |u(t, ) — ult, )| < Qe
with Q as defined in (6.23). Estimate (6.15) of Lemma 6.1 implies that at ¢t = ne

n'e

16215, — Opu(t)|[we, [|0¢ws, — Opu(t)[lre < (1 — m

)10 < 306
The expression F(u)(t,z) = F(u(t,v + 5),u(t,z — §),u(t — §,2)) is analytic in
r € Bsr_gy(Ir—jy) for all [t] < r — 5. By the estimate (6.4) from the hypothesis of
the Theorem:

[ (u) = f(u)] [F (e + 580, 10— 580, 7u) — f()] + [ f (1) — f(u)
K(e+¢€lA])* + K'|p — ul
(K(1+ Q)"+ K'Q%)e

VAR VANRVAN
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€

with K’ a Lipschitz constant for f and (7u)(t,2) = u(t — 5, x). Combining the above
estimates, one obtains at t =n

£

2

(C) < €l|(Mbyus, + F(u) — &us) — (Moyu(t) + f(u(t)) — dpu(t))|lwe
< e(uamu; () e+ 160t — Do) e+ [ F () f(U(t))ane)
< C*é

Estimates on the initial conditions

Obviously, wi = 0 by (6.5). v{ = v§ is the restriction of u¢ := ug + §09,uo, which is
an z-analytic function on Bs,_(I _¢) and satisfies
2

uS () —u(§,z)] < § sup |Ofu(s,z)| < Q.
0<s<e/2

Exploiting the estimate (6.15) once again yields

Ly < |Jw|lr—e < D*é.

6.2.4 Uniqueness of the Continuous Solution

In the approximation part of the proof, no essential reference to the particular
solution u constructed in the existence part was made. The only property of u that
has been used (to derive estimates on (C)) was that at each time ¢t € [—r, +r], u(t)
possesses an appropriate analytic extension, bounded by U. Hence, any solution to
(6.1) of this regularity is approximated by v¢. The v¢,on the other hand, are uniquely
determined from wg. This implies uniqueness of solutions to (6.1). m

6.2.5 Proof of Theorem 6.3 (Perturbation)

Only a small change of the proof is necessary to incorporate perturbations of the
initial conditions. If v§, v§ are perturbed by €2h§, €2h, then the initial approximation
error L, is simply replaced by

L1 — Ly + O sup sup(|hg(x)| + [ (2)]).

e>0 zeD

The constant C' is due to estimate (6.15), and r is assumed to be chosen suitable
small. The rest of the proof remains unchanged. m
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6.2.6 Proof of Theorem 6.4 (Smooth Convergence)

Before we present the proof of Theorem 6.4, we need to show another technical
lemma.

Lemma 6.2 Assume h : D C C? — C% is analytic on BP(U). Let further a sub-
multiplicative semi-norm || - || for functions on Q(r) be given, i.e., for arbitrary

u,v:Q(r) — CP, and X € C,
Aull = A lull, w4+ ol < lull+ ol s vill < Jlull flo]]-
If lull, o €U < U, then
[7(u) = h(v)|| < Cllu— vl (6.27)

where C  depends on the dimensions d and p, on the ratio U/U, and on
Sup|, <7 [R(w)], but not on the particular norm || - || or the domain Q(r).

Proof of Lemma 6.2: The listed properties of || - || are sufficient to prove the
composition estimate of Lemma 6.1. Indeed, in the proof of the composition esti-
mate, no reference to the particular form of the semi-norms || - ||, are made. Only
submultiplicativity and the semi-norm properties have been used.

Furthermore, also the estimates for expression (B) carry over — word by word — from
the proof of Theorem 6.2. Again, only the basic properties of the semi-norm and the
composition estimate play a role in the argument. m

Proof of Theorem 6.4: First of all, note that the continuous solution w is actually
infinitely often differentiable in = and ¢ on its domain. This follows because u is
analytic in x and derivatives with respect to t are expressible with the help of x-
derivatives and superpositions with f, using the PDE (6.1).

For each € > 0, define the functions u¢, v and w* as before. As a first step, estimate
the modulus of the expressions 6767 u — 020 u. Using the C'°°-smoothness of u,
each difference is bounded by A,,,¢* uniformly on Q¢ . (r), for suitable constants
A Hence, it remains to show that

€
m+n

sup 6707w < Byn€? (6.28)

(z,t)eQs, ., (r)

with some finite constants B,,,.

Define the positive numbers py = 27V p, (where py > 0 is smaller than r), and for
we: Q(r) — RY

pm—i-n
|w|l(n) = N sup |07 0w (x, t)].
Il = omhnl epeas, o) |
m=1,2,...
The functionals || - [|(x) are submultiplicative semi-norms, i.e., they satisfy the hy-

potheses of Lemma 6.2 above.
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We show inductively that if
[w vy < Qne? (6.29)

is true for some N > 0, then (6.29) is also true for N + 1 with an appropriate choice
of @n+1. Consequently, the next step is to give an estimate of ||w¢|[(v41) in terms
of ||we||(w). By definition,
PN+
lo vy < lwllon + D). —re—; P 0707w (z, 1)]. - (6.30)

B 12,...7%']\[_*—1 (.t

Since v solves the discrete equation (6.3),

SN (1) < O (M + f<(v) — f(u))]
+|67 SN (MSus + f(uf) — 6u)].
So for the sum in (6.30), one obtains
mAN+1

ﬁN-‘,—l 6m5N+1 €
E —————— Su t

m=1,2,...
< ) mia m+N+l)ﬂsu |6 SN we (e, t)| 6.31
N+l (m—i—l)'N‘( I; T, (6.31)
m pan—i-N m N €(, €
+ ) Ly (mEN) INT S sup\é b (f(v°) = f(u))(z,1)] (6.32)
pani]lVH m N €, € €
+ Z up\(s SN (Mbuf + f€(uf) — 6u)(x, ). (6.33)

The three expressions (6.31)—(6.33) are now estimated separately. First, observe that
m2~"™ < 1 for all numbers m. Thus,

(6.31) < 27w ).

To estimate (6.32), we use Lemma 6.2. For the moment, assume that for all € > 0
and all positive integers N one has

vl vy < U /3, (6.34)

where U > 0 is such that each f€ is analytic on B*(U). This assumption will be
justified at the end of the proof. Assume further that € be small enough so that
Qne®> < U/3 and hence

lull(ay < o]y + lJw]l(ny < 2U/3.
Then, for a suitable constant C' which is independent of € and N,

(6.32) < C27N|w vy
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Eventually, exploiting that u and all of its ¢-derivatives are z-analytic functions, one
easily shows (cf. the estimate for expression (C) in the proof of Theorem 6.2) that
for each N, there exists a constant Cy, so that

(6.33) < Cneé.

In combination of these estimates, one obtains in (6.30)

. C
loloveny = (14 5)llwoflon +Cné, (6.35)

at least for € > 0 small enough. With a suitable choice of Q. 1, the estimate (6.29)
holds for all € > 0.

Finally, we justify the assumption (6.34). Formally estimating ||v||(y+1) in terms of
|[v¢[| vy along the same lines as above, one finds
€ C-v’ €
Il = (4 o)l

Note that, in contrast to (6.35), there is no perturbation O(e?). Consequently,
[l vy < H 1+ o7) 1ol < € vl o)

This expression can indeed be made smaller than U /3 because of the following
reasoning: By possibly diminishing r and p in the proof of Theorem 6.2, it can be
achieved that L < L for all e which are small enough, where L > 0 is arbitrary. In
particular, also |[v||) < L (after adjusting py such that 0 < py < p).

It is obvious that (6.29) for arbitrary N implies (6.28). =

6.2.7 Proof of Lemma 6.1

As a finite sum of norms, || - ||, is seen to constitute a norm by itself.

Submultiplicativity: For two functions u,v : I — C,

n k

P
luoll, = Dy |07 (uv) ()|
s zeds .
< Z Z sup |0su(z)| sup |05 ‘v (y)|
k<n : T€T, e IS
pt m
< ZZ sup |Gyu(z)] sup |07 v(y)|
=0 m— 0 m! z€Js _, yels_ .
< IIUIIpIIUIIp‘
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Difference estimate: For u : J§ — C?

nok
i+ el = 32 ma e |+eZ B 107 ()
< Z k‘(1+ep)xgaxk|5 u(z)]
n'/+1 k
(p+e
= > wp:k) max [Ggu(z)] < Jlullpe
k! zels, .
k=0 n
because for k = 0,1, ..., one has

wip; k) =1+ k‘;)(l + ;)_ <1

Composition estimate: If g : DP(U) — C? is analytic, o = (ay,...,q,) is a
multi-index, then one has the classical Cauchy estimate:

0%9(0)] < sup [g(u)l (6.36)

|a‘ ueDr(U)

by the Cauchy integral representation of partial derivatives. From the power series
representation of f: D¥(yU) — C? around u = (

f = 3 H0e e Ty

p i<
a€Zy JSp

one learns that for u : J§ — C% with [jul|, < U

ul \
F@l, < sup ()] (—
g o%\;g ueDP(yU) %\;ﬁ YU

< sup ( v—m) A=17 sup |f(w)
uEDP('yU Z 7 ueDP(yU)

where submultiplicativity and the Cauchy estimate (6.36) have been used in the
first line. The last estimate follows from evaluating the geometric series, which is
convergent for v > 1.

Discrete norm estimate: For any fixed positive €, the respective operator d, also
makes sense for any analytic function u : B, (I¢) — C%:

6ot Br(le—epp) = €4 (Su)(z) =L (u(z+§) —u(z — %)) .

So 0Fu : By(I¢_gej2) — C%is analytic if k5 < ¢ and from the mean-value theorem, it
follows that
up [6%u(x)] < sup |Eu(a) (637

IEGIé_k€/2 :EGI€
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Now let u¢ the restriction of u to the points of J§ C I;. Combining (6.37) with the
Cauchy estimate (6.36), one arrives at

n k ]
] p p
[l < D Fsupdbu(@)] < (1=L) " sup fu(a)]
o U z€le T/ zeBr(Ig)

Completeness: For simplicity, assume that all n° are odd. ||v¢||, < C implies
|0%v¢(x)| < Cslp™® for all z € IS, and all s < n°. Hence, for fixed s > 0 and e small
enough, the sequence of interpolated functions Ed7v¢ is equicontinuous.

At s = 0, the Arzela-Ascoli theorem yields a subsequence €(0) — 0 of € so that Ev<(®
uniformly converges to a continuous function u. From here, proceed inductively: As-
sume that E3v°®) converges uniformly to d3u. Apply the Arzela-Ascoli theorem at
s + 1 to obtain an infinite subsequence €(s + 1) of €(s) for which E§5T v+ con-
verges uniformly to some u*t1). To show that u(**1) is indeed the s+ 1-st derivative
of u, consider the identity

(FuH) (2) = (B3u ) (0) +e Y (6 uCTY)(5 +¢)
0<i<J

with arbitrary x = eJ € J¢

né¢—s-

This implies for the interpolated functions

(Eé;ue(s+1))(x) = (E(SZuE(SH))(O) +/ (Eé;“uﬁ(sﬂ))(z) dz + O(€)
0

z € 1. Pass to the limit € — 0 on both sides: Obviously, ©®*+Y is the z-derivative of

0°u, so u € C*(I'). From Fatou’s lemma, it is easily seen that for xz € 1

>

s=0

ab‘u'(x) ps <cC.
S!

This means that u possesses a convergent Taylor expansion around any point of I,
with convergence radius p, and the respective analytic extensions are bounded by

C.

6.3 A Remark About Numerical Application

The iteration solving the discrete problem (6.3) is tailored to straight-forward nu-
merical implementation. Assume, the values of v,_; and v, are known. Then:

U () = vy (2) + M (v (2 + 5) — v (e = 5)) + b (v) ().

To investigate the effect of round-off errors, consider the perturbed quantity o€
solving

0(2) = O pp () + M(0 11 (2 + 5) = 00 (2 = §)) + €F5(0)(2) + pn ().
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The only property of the perturbation p, which will be used, is its boundedness,
|11 ()| < 1079, One should think of # as the number of digits used to perform the
calculation. To get estimates on the deviation of v¢ from u, modify inequality (6.25)
in the obvious way:

Lo < (14 eA)psy +C ¢+ B,

where E* bounds the error introduced by . In the worst case, some component of
1 takes values +60 and —@ interchangingly at consecutive lattice points, so that

E* ~ 10 % exp <E) .
€

Here R is of the magnitude of the diameter of the domain 2, so that 7" = R/e
approximates the number of time steps. The iteration produces reasonable results
only if E* is of the order €. Hence, the number of digits  needs to grow linearly
with 7" as € becomes smaller. Assuming that the values of u are of the order of one,
and that the precision 1079 of the calculation is known a priori, it is reasonable to
choose € so that T' = R/e is of the order of §. Then the effect of E* is neglegible,
and the fast convergence rate O(e?) pays off. For instance, the pictures in the next
chapter were calculated with R~ 1, ¢ & 0.1 and 6 =~ 10.

In figure 6.2, an example illustrates the distortion of the solution v¢ due to insufficient
precision. The two circle patterns represent CR-1-mappings (see Definition 7.1),
which are supposed to approximate the holomorphic function u(z) = sinh z on the
square [—1,4+1] x [=1,+1] C C. Values for ten time steps in both directions were
calculated, corresponding to € = 0.1. While the figure on the left was produced with
6 = 10, only 8 = 7 was used for the right one.

07
)X

L

L)

| X{

Figure 6.2: Effect of round-off errors.
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Chapter 7

Two-Dimensional Conformal
Mappings

In application of Theorem 6.2 from the last chapter, results about the approximation
properties of two models for discrete conformal maps are derived: CR-1-mappings
and orthogonal circle packings. The results hold in two dimensions.

7.1 Cross-Ratio-Equation

The cross-ratio of four mutually distinct complex numbers ¢y, ...,q4 € C is

(1 — @2)(g3 — qa)
(CI2 - CI3)(Q4 - Q1)'

CR(¢1,q2, g3, q4) =

Consider Q(R) as a subset of C, i.e, identify each point (t,z) € Q(R) with the
complex number z = x + it € C.

Definition 7.1 ([BP2, BP3]) A CR-l-mapping is a discrete function 1)
Q(R) — C such that for all z, € Q(R) C C

CR(Y (2 + §),4°(5 +88), 0520 — §), 952 —i8)) = 1. (T)

CR-1-mappings are suitable discrete analogues of holomorphic functions in the sense
that any holomorphic function can be locally approximated.

Theorem 7.1 Assume ¢ : Q(R) — C is a holomorphic function with ¢'(0) # 0.
Then, there are positive constants r < R and C, so that for each € > 0, a CR-1-
mapping ¥° is defined on Q(r) and satisfies

sup |¢(z) — ve(2)] < C€. (7.2)

z€Qe(r)

109
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Figure 7.1: A CR-1-mapping approximating the exponential function

Proof: For each mesh size € > 0, denote by 71 the shift operators
(T+h)(2) = h(z + 5(i + 1)), (=h)(2) = h(z + 5(i — 1)).

From a given CR-1-mapping ¢° : Q(R) — C, derive the quantities

of = (rut — ) fe B = (r gt —)e (7.3)
It is clear from definitions (7.3) that
af + 71,0 = [+ 10" (7.4)

Let further the function Q¢ be given as the quotient
Q= p°/a". (7.5)

From the defining property (7.1), one deduces 7, 3 = —(Q°)"'7_q, and the following
two formulas are deduced:

E—l_Qe 1_@6 ae
Sl 14+ Q° 7,.Q<

Their compatibility condition 7, (7_a) = 7_(7,ac) provides one with a discrete
analogue of the Cauchy-Riemann equation (below, z, € QS(R))

Qtif) 14+Qts) 1-Q(—3
Qe i) 1 Q(mt ) 135G —5)
Now introduce v : QS(R) — C by
iexp(ev(z)) = Q(z —i5) (7.8)
Expressing the relation (7.7) with the help of this quantity, one obtains
00 = M0 + F(v°) (7.9)

QE Of7 T—i-OéE =

T_X

(7.6)

(7.7)

which is in the form of the discrete problem (6.3) with M =i and

F(h,070%) = lg(er®) — glev)
1+iexp(V)) ‘

g(V) = log <—i exp(V') 1 —iexp(V)
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Note that v¢ is defined on Q¢ (R) instead of Q¢(R), but this does obviously not affect
any of the results, except for a minor mix-up of notations.

The process of getting a solution v to (7.9) from a CR-~1-mapping 1€ is reversible:

Lemma 7.1 For any solution v¢ : Q%(r) — C to (7.9), there exists a corresponding
CR-1-mapping ¢ : Q(r) — C. It is uniquely determined by v¢ up to Euclidean
motions and a homothety.

Proof of Lemma 7.1: Let 2 = —iN§ be the “bottom” of Q(r). Assign a(2)
an arbitrary, non-zero number A¢ € C. From v¢, define Q¢ according to (7.5), and
use (7.6) to define a¢ on Q¢(r). Consistency is provided, i.e. 7 (7_a¢) = 7_(7a°),
because Q€ solves (7.7). Next, define 3¢ = Q°a. Assign an arbitrary number ¥¢ € C
to 1°(2), then use (7.3) to define ¥¢ on Qf(r). Compatibility (7.4) is guaranteed
because ¢ solves (7.6). To verify ¢ is indeed a CR-1-mapping, combine equations
(7.6) with (7.4). Variations of A¢ correspond to rigid rotations and dilations of the
whole lattice 1, variations of ¥¢ to translations. m

Proof of Theorem 7.1, continued: In the continuous case, the role of the function
v is played by
1¢"(2)
u(z) = )
& =350

which is defined on some Q(R) with R > 0 small enough (since ¢'(0) # 0 by
hypothesis). To convince the reader that this is indeed a reasonable ansatz for u,
we make an asymptotic expansion of the quantity v¢, supposing it was defined from
the holomorphic function ¢ instead of the lattice ¥¢. One finds:

(e +if) = Slog (-@T—¢_¢(z))

(7.10)

€ O — ¢
_ uog< F()s(—1) +¢"(2)5(=2) + <3>>
6 9'(2)5(i +1) +¢"(2) T (20) + O(e?)
= %log<1+2,((z))( $) +O(e ))
16" (2)
—5 ¢/(Z) +O(€).

The Cauchy-Riemann equation for wu,
Oyu = 10, u, (7.11)

corresponds to M = i and f = 0 in problem (6.1). Since g(0) = ¢’(0) = ¢"(0) =
0, the function F satisfies the estimate (6.4). In particular, one easily verifies
|Fe(vt,v™,v*)| < Ke|vt —v~|. Let v be the solution to (7.9) with initial data
(6.5) derived from the function w in (7.10). Theorem 6.2 gives

lu(t,z) —v(t,z)| < O (7.12)
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for all (t,z) € Q¢(r) (or rather Q¢(r)), with suitable r > 0, C' > 0 independent of e.

By Lemma 7.1, v¢ corresponds to a CR-1-mapping ¥¢. Make ¢ unique by choosing
Y(2) = ¢(2) and a(2) = (#(2 + (i + 1)) — ¢(2))/e. It remains to be shown
that approximation of v by v¢ implies approximation of ¢ by ¢¢. Define quantities
analogous to a and (¢,

a = (rd—d)fe b =(rp—9)e (7.13)

Further define ¢°(2) = i exp(eu(z +i5)) for z € Q(r), which corresponds to Q°. By a
straightforward calculation!, one verifies that (7.6) holds with a¢, b¢ and ¢¢ in place
of af, 3¢ and Q°, up to an error of order O(e?):

1— qe 1— qe as
T_af = “ac+ 0(e%), TLat = — +0O(e 7.14
Dl 0@, e - L ree) ()
Subtracting these relations from (7.6), one obtains
1 —q° 1—QF 3
T_(a*—a)] = ‘a® — “al +0(e
Rl e . ()
1—q° 1—QF N
< aﬁ—of+‘ € — “I'la®l 4+ O(e
=l + e - Ll + o)

< (14 0(e))]a® — af| + (%),

where (7.12) has been used to estimate the difference of the expressions in ¢¢ and
Q¢ in the second line. An analogous estimate holds for the difference 7, (a® — af).

Since there is a path from 2 to any other point z € Q¢(r) of length not more than
2N = O(e 1), if follows (cf. the Gronwall estimate in Lemma 2.2) that a(z) =
a®(z) + O(e?). From the definition 3¢ = Qa*, it eventually follows that also 3°(z) =
be(2) + O(€?). Subtracting equations (7.3) and (7.13) leads to

70 = ¢) < ¢ =] +ela® —af
[T (¢ =) < o= +€lb° = 5]

from where the result (7.2) follows immediately by the choice of ¥¢(2). m

Theorem 7.2 Under the hypothesis of Theorem 7.1, the CR-1-mapping ¢ con-
verges to ¢ in C'*°:

sup  [0767 b (2) — O Ord(2)| < Crme’. (7.15)

ZeQ'fn-‘—n(r)

1One needs to make a Taylor expansions up to O(e?). Here and at similar occasions later on,
we have used the computer algebra system MATHEMATICA for the explicit calculation of the Taylor
coefficients.
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Proof: Let everything be defined as in the proof of Theorem 7.1. By Theorem 6.4,
each d™§7v¢ approximates the respective 979Mu with an error O(e?). In a first step,
we deduce that for all m, n, there are constants A,,,, such that

16707 (af — a)| < A (7.16)

€
on £k

(r). Introduce the functions g¢, G¢ by

a(2) = exp(g°(2))a(2), a(z) = exp(G*(z))a(Z). (7.17)
Combining the formulas in (7.6) yields the simple relation

_1 .
Q) (—Q)"

.0 =17 (1paf) =

which implies for g¢ that
0:9°(2) = v (2 +i5) +v(z —i5).
By Taylor expansion, one verifies that
6,G(2) = u(z +1i%) + u(z — i§) + O(€).
In combination with the convergence of v¢ to u, it follows
|6mor (g€ — G)| < 2|0m1orve — T Loru| + O(€?) < Bl (7.18)

If m =0, n > 0, the argument is modified in the obvious way, exchanging the roles
of x and t. The functions af, a¢ are now reconstructed from ¢¢, G¢, using (7.17). We
derive the estimate

sup  |exp(g°(z)) — exp(G*(2))| < B, € (7.19)

ZEQ;H_”(T)

in application of Lemma 6.2 as follows: Introduce the submultiplicative semi-norms

1
Jw () == ——  sup  |0"OMwC(x, t)).
m,ggzN minl @neor, .,

For any fixed N > 0, estimate (7.18) implies
lg° = G llow < Bue”

Furthermore, the expression ||G€||() is obviously bounded independent of € > 0, and
sois || gl vy < |Gy + Bye2. The exponential function is entire, so the hypotheses
of Lemma 6.2 are satisfied for u = ¢¢, v = G and h = exp. Choosing N = m+n, the
lemma yields the estimate (7.19), indeed. Since af(2) = a“(2) by our construction,
(7.19) also implies (7.16).
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Approximation of b¢ = ¢a® by ¢ = Q°a° similar to (7.16) is easily concluded from

18° = 0l vy < 11Q° = ¢l lall vy + lg vyl = all vy,
which follows by submultiplicativity of ||-||(x). Apply Lemma 6.27 again to estimate
1Q° = allv) = O(€”). Hence, [|3° — 0|y = O(€?).
In the second step, ¥ and ¢ are reconstructed from af, 5 and a¢, b, respectively.
By definition of a¢ and a°,

b (2) = 0z — §) = B2+ 5), 0ab(z) = a“(z— 5) — (= + £) + O(e2),
and similar for 6,;7¢ and 9;¢. With the estimate (7.16) at hand, we conclude that
Sup |30 — OOPG < sup |50 — a)| + sup |80 (B° — )| + O(e2),
Interchange the roles of m and n if m = 0.

In conclusion, the relations (7.15) are proven. m

7.2 Schramm’s Circle Patterns

In [Sc], orthogonal circle patterns are proposed as discrete analogues of conformal
maps. Roughly, an orthogonal circle pattern C¢ assigns to each vertex (z,t) € Qc
(€Z)* an embedded circle €(z,t) in R? = C in such a way, that circles assigned to
neighboring vertices intersect orthogonally, and circles assigned to opposite corners
of an elementary square in (¢Z)? are tangent. For the formal definition, refer to the
original article.

The theory developed here allows for an easy proof of a local approximation property
of the patterns. Our result differs in nature from the convergence theorem presented
in [Sc], which deals with global boundary problems.

For notational simplicity, we assume that the domain for orthogonal circle pattern
C¢ is some

Qf(r) = Q(r) N (e2)?,
which contains half of the grid points of Q¢(r). In obvious analogy to ¢ (r), the sets
Q¢ (r) € Q.. (r) are introduced so that the central difference quotient §7'074)¢ of
a function 1 on Q°(r) is naturally evaluated on Qf_(r). Note that Q¢ = Qf is
not true in general.

A pattern C¢ is essentially (up to rigid motions) determined by its radius function
p¢ which assigns to each point (z,t) € (¢Z)? the radius of the circle C(z, ).

Theorem 7.3 Given a conformal map ¢ : Q(R) — C with 0,¢(0) # 0, there is
a positive v < R, and there exists a family of orthogonal circle patterns C° defined
on Q(r) for all € > 0 small enough, whose radii functions p¢ are convergent to the
metric factor p = |0,¢| of ¢ in C>,

sup 6707 p(x,t) — OO pf (2, 1)] < Crune”. (7.20)

(2,0)€9s,,, (1)
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Proof: The function log p is harmonic, i.e., satisfies Laplace’s equation
9% (log p) + 0(log p) = 0. (7.21)

In terms of un) = 0,(log p) and u(z) = 9;(log p), harmonicity reads as

vy y _ (01 () 99
at(ﬂ(z)) (—10)(9%(”(2))‘ (7:22)

For the radius function p¢ of an orthogonal circle pattern, an “exponential Laplace
equation” has been derived in [Sc|. In our notations,

1 -1

€ eN(——1 e\(—1 ¢ € Tz p )+ (1ep )+ (12 p°)+(7y " p°
(rep ) )7 ) () = (0P (o o) o ) ) (7.23)

Equation (7.23) is satisfied by a positive function p¢ : Q°(r) — R, if and only
if it is the radius function of an orthogonal circle pattern. Introduce a function?
ve: Q5(r) — R? by

p(x+35,t) = po—gt)exp(evfy(z,t
pila,t+35) = pz,t—35)explevy(z,t
In these variables, (7.23) and the compatibility condition 0zU(y) = 0pvf;y Imply

Uy Y _( 0 1 Ui 0
5t(v§2) = 1 ¢ )0 o e ) (7.26)

GE(U+ o= ’U*) _ Ll exp(sv;rl))—i—exp(—ev(l))+exp(—evz‘2))—exp(e(v(+l)—va)—UE*Q)))
) ) €2 exp(—ev(ﬁ))—l—exp(ev&))—i—exp(ev&))—exp(E(—va)+va)+uz‘2)))

On the other hand, if v¢ : Q¢(r) — R? is a solution to (7.26), then the equations
(7.24) and (7.25) are compatible. The respective solution® p¢ : Q¢(r) — R, — which
is uniquely determined by v¢ up to a global scalar factor — satisfies the exponen-
tial Laplace equation (7.23), hence is the radius function of some orthogonal circle
pattern €€ on Q(r).

Now let v¢ be the solution to (7.26) with the restrictions of u as initial data in (6.5).
By Taylor expansion, one verifies that the nonlinearity F¢ = (0, G¢) satisfies the

estimate (6.4); recall that f = 0. Hence Theorem 6.2 applies and yields convergence
of v to u on a suitable Q(r).

Make the respective solution p° of (7.24)—(7.25) unique by choosing p¢(0,0) = p(0, 0).
By estimates completely analogous to those used in the proofs of Theorems 7.1 and
7.2 (reconstruction of o from v¢), one obtains C'*°-convergence of p¢ to p. ®

2Since p¢ is only defined on Q¢(r), v¢ cannot be calculated everywhere on Q¢ (r). In fact, vy s
defined on one half of the grid sites, 1152) on the other half. This does not hurt the argument, since
we only intend to motivate formula (7.26) at this point.

3From a solution v¢ to 7.26 on Q¢(r), the function p¢ could be defined everywhere on Q¢(r),
using (7.24) and (7.25). The restrictions of p¢ to Q¢(r) and Q¢(r) \ Q¢(r) are radius functions for
two independent orthogonal circle patterns.
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The radius function p¢ : Q°(r) — R, is accompanied by a function ¢ : Q¢(r) — C,
which determines the positions of the circles of the pattern C¢. More precisely, we
assume that C¢(z,t) is a circle of radius p(x,t) > 0 around the center *(z,t) € C.
As pointed out before, the radius function alone determines the pattern ¢ — and
hence ¥ — up to a rigid motion.

Theorem 7.4 Under the hypotheses of Theorem 7.3 and for every € > 0 small
enough, there exists an orthogonal circle pattern C° on Q°(r), such that the circle
centers ¢ converge to the conformal map ¢ in C*:

sup |67 0rpS (w,t) — OOt B(w,t)] < Coune”. (7.27)

(2,) €25, ()

Proof: We show how to construct the map ¢ from its conformal factor p and the
map ¢ from the radius function p¢, respectively. The estimate (7.27) turns out to
be a consequence of (7.20).

Introduce the real-valued function w on Q(R) by

¢ = pexp(iw), (7.28)

where ¢'(x,t) := 0.¢(x,t) is holomorphic with respect to the complex variable
z = x + it. From the Cauchy-Riemann equation for ¢’, the following relations are
deduced for w:

O,w = —0logp= —u(p)

Ow = 0Oylogp = uq),

with « defined as before, w1y = 0, (log p), u@y = d;(logp).

Analogous quantities and relations are now given for an arbitrary orthogonal circle
pattern €. Define the real functions w® and d° on Qf 4(r) by

3,0 = d° exp(iw®). (7.29)

Here d°(z,t) denotes the euclidian distance between the circle centers ¢“(z + §,1)
and ¥“(x+5,t), and w(x, t) describes the slope of their connecting line with respect
to the z-axis.

In Fig. 7.2, two pieces of an orthogonal circle pattern are displayed. From the left
sketch, one learns that

4(¢++ — oy, o — ¢00) = 4(,“; ¢0+7¢++) — Z(Y00, Y40, M)

= arctan (p+_+) — arctan (@) .
Po+ P+0

Introducing v by the formulas (7.24), (7.25),

Suw(x,t) = L (arctan exp(ev()(z,t + §)) — arctan exp(—ev() (z,t — 5))) . (7.30)
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\o/ Y

Figure 7.2: Relations between centers of adjacent circles.

From the sketch on the right, it follows that

Z(WVr0 — Yoo, Yoo — Vo) = 41 — Z(tt2, Yoo, V—0)— (731)
—Z (1, %00, pr2) — Z(Y10, Yoo, f1), '

and as well it follows that

Z(Y10 = Yoo, Yoo — Vo) = =T + L3, Yoo, V-0)+ (7.32)
+Z (14, %00 f13) + Z(W 10, Yoo, fa)- .

The sum of the equations (7.31) and (7.32) yields the relation

4(¢+0 — Y00, Yoo — 10—0) = 4(#47 10007,“3) - 4(,&1,1#00,#2)

. ( Po— ) < Po+ )
= arctan| — ) —arctan | — | .
Poo £00

dpwe(z,t) = 1 (arctan exp(—evfy (z,t — §)) — arctan exp(evfy (z,t + 5))) . (7.33)

By definition of w® and v¢,

Since arctan exp(ev) = m/4 + Sv + O(€®), the equations for w* have the asymptotic
behavior

Gow(z,t) = — (v (2, t+5) +vjy(x,t —5)) /2+ O(€?)
§twe(x>t) = (UEl)(x>t+ %) + ,UEI)(‘Tat - %)) /2 + 0(62)7

which, in view of (7.28), justifies to consider w* as a discrete analogue of w. In fact,
from a Taylor expansion one learns that equations (7.30), (7.33) hold with an error
of order O(e?) upon replacing v¢ and w® by the restrictions of u and w to Q¢(r).

With formulas (7.30), (7.33) at hand, we continue the argument of the proof for The-
orem 7.3. Let p¢ : Q¢(r) — R, be the radius function approximating the conformal
factor p of ¢, and v¢ the corresponding quantity approximating wu.
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Define w* on Qi,o using the formulas (7.30), (7.33); the choice w(5,0) = w(5,0)
makes w® unique. To prove C'*°-convergence of w* to w from the convergence of v°

to u, apply Lemma 6.2 with the natural choice of the semi-norms

€ 1 m Sn €
|w|l(ny = Z T sup |om 6w (x, t)|

mn<N (rvt)eﬁf—,H_Ln(r)
to the family of functions
he(V) := Z(arctan exp(eV)).

The h¢ do not have infinite radius of convergence, but for ¢ < €(U), they are analytic
on the disc D(U) for arbitrary U > 0, and they are bounded independently of € there.
In summary, one finds

sup |67 57w (w,t) — DO, 1)

(z.)EQ, 11,

< Ly sup 0771000 (2, 1) — O R0 u(x, )| + O(2) < Crpe®.
(z,t)eQe

m+n

Completely analogous estimates hold for the approximation of 1w and w¢ defined by

Op = pexp(iw) (7.34)

S = dexp(ie). (7.35)
Equations (7.30),(7.33) change in the obvious way, and the choice w*(5,0) = w(5,0)
implies that ©“(0, 5) = 7/2+w(0,5) +O(e?). (Unfortunately, there is no such simple
relation as ©° = w4 71/2.)
With the functions w® and w* being defined, we construct the lattice 1 from the
relations (7.29) and (7.35). To do so, the quantities d° and d° need to be specified.
Observe that the distance between the centers of two orthogonally intersecting circles
with radii p; and ps is

d=\/pi +p3 = pivV1+ (p2/p1)*

Having the convergence p¢ — p and the limiting equations (7.28) and (7.34) in mind,
it is natural to choose?

1+ exp(2ev() (2, 1))

d(z,t) = \/ 5 p(r —5,t) (7.36)
- \/1 + exp(2evfy) (2, 1))

d(z,t) = 5 p(x,t —5). (7.37)

4The reason we employ the particular form (7.36) instead of the symmetric representation
d = \/p3 + p3 is that the former is an analytic function with arbitrarily large radius of convergence
as € — 0, whereas the latter has a singularity at p = 0.
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Indeed, with these choices for d¢, d°, equations (7.29) and (7.35) are satisfied by ¢,
p, w and W in place of Y€, p¢, w and @€, up to an error O(e?).

Construct ¢ on Q(r), using the canonical choice 1(0,0) = ¢(0,0). Note that (7.29)
and (7.35) are necessarily compatible. In fact, the function ¢¢ to be constructed
describes the circle centers in the orthogonal circle pattern €€ with radius function
p¢ = €/v/2p°, satisfying the side conditions

¢6(0> 0) = ¢(0, 0)7 arg(@be(e, O) - we(()? 0)) = w(%’ O)

And @€ exists a priori by the result in [Sc] that there is an orthogonal circle pattern,
unique up to rigid motions, for every radius function p¢ satisfying the exponential
Laplace equation (7.23).

Finally, one passes from C'*°-approximation of p, u, w and w by p¢, v, w® and ©° to
C*>-approximation of ¢ by 1, using Lemma 6.2 once again. The semi-norms || - ||
and functions h¢ are defined in the obvious way. m

0

Figure 7.3: The quotient of two Airy functions — exact coordinate curves are shown
on the left, and an approximating CR-1-mapping is shown on the right.

In figures 7.3 and 7.4 a CR-1-mapping and an orthogonal circle pattern are compared
with the respective exact holomorphic map. The quotient of two Airy functions

_ Bi(az +b) — V3Ai(az + b)
~ Bi(az 4 b) + v3Ai(az + b)

¢(2)

has been chosen for ¢, with different values for a,b € C in both examples. The
orthogonal circle pattern obtained by solving the Cauchy problem (7.26) with the
restriction of w as initial data is different than the one constructed in [BHo|. As
pointed out in section 6.3, the numerical calculations for these pictures are very un-
stable. A precision of 1071° has been used to produced them. A noticeable reduction
of this precision, or an extension of the pattern across its current boundary would
result in a chaotic arrangement of circles that does not resemble the original smooth
function anymore.
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Figure 7.4: The quotient of two Airy functions — exact coordinate curves are shown
on the left, and an approximating orthogonal circle pattern is shown on the right.



Chapter 8

Concluding Remarks

This concluding chapter is intended to provide a short collection of some ideas for
possible continuation of the presented work.

New Examples

The most straightforward continuation of this work is to further complete the list
of convergence proofs for the known discrete geometric models. Possible classes to
investigate are, for instance, surfaces of constant mean curvature or isothermic sur-
faces (see below). Also, reductions of orthogonal systems could be focused on, in
particular the Darboux-Egorov-metrics which have already been studied in [AKV].

General Combinatorics

One of the limitations of the theory presented here is that it only applies to lattices
with the combinatorics of the standard-grid ZM . It is a natural desire also to include
certain singularities that are reflected by a change of this combinatorics. For instance,
it would be nice to have convergence results for geometries including umbilic points.

Rates of Convergence

A quite remarkable feature of the approximation theorem for general Cauchy prob-
lems is that the rate of convergence is quadratic in e. It is likely that the same
convergence speed can be obtained for hyperbolic equations if the initial value prob-
lem is posed in a different way. Numerical experiments support this conjecture in
cases where discrete Cauchy problems are solved instead of Goursat problems.

Mixed Problems

The approximation Theorem 6.2 allows for many obvious generalizations. For in-
stance, it is possible also to treat Cauchy problems for PDEs of “mixed type”. A

121
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geometric application is the class of isothermic surfaces, which correspond to solu-
tions of

(952h+(93h+ 2]{?1]{?2€h =
285]52 - (kl - k’g)agh - 0
20,k1 + (k1 — ka)dyh = 0

Here h is the metric factor, and ki, ko are the sectional curvatures. This system of
PDEs is neither elliptic nor hyperbolic. A Cauchy problem, however, is posed in a
straightforward manner, upon introducing new coordinates x = £ +mnand t = & — ).
Discrete isothermic surfaces have been defined in [BP2|. They are described by dif-
ference equations for which a discrete Cauchy problem, analogous to the continuous
one, can be posed.

Figure 8.1: A discrete isothermic surface approximating the catenoid

Figure 8.1 represents a discrete isothermic surface that was produced as solution
of such a Cauchy problem; it is supposed to approximative the smooth catenoid. A
precise formulation and proof of the corresponding convergence theorem, however,
seems to be technically very involved.

Note that the catenoid is not only an isothermic, but also a minimal surface. Ap-
proximation of minimal surfaces by discrete minimal surfaces has been proven in

[BHS).



Bibliography

[ABS] V.E. Adler, A.I. Bobenko, Yu.B. Suris, Classification of integrable equations
on quad-graphs. The consistency approach, Comm. Math. Phys., 233 (2003),
513-543.

[AKV] A.A. Akhmetshin, I.M. Krichever, Y.S. Volvovski, Discrete analogs of the
Darbouz-Egoroff metrics, Proc. Steklov Inst. Math., 2 (225) (1999), 16-39.

[Bi] L. Bianchi, Lezioni di Geometria Differenziale, Bologna: Zanichelli, 1924.

[B1] A.IL. Bobenko, Surfaces in terms of 2 by 2 matrices. Old and new integrable
cases in: A. Fordy, J.Woods (Eds.): Harmonic maps and integrable systems,
Vieweg, 1994.

[B2] A.L Bobenko, Discrete conformal maps and surfaces, In: Symmetries and Inte-
grability of Difference FEquations, Proc. SIDE II Conference, Canterbury, July
1-5, 1996, Eds. P.A. Clarkson, F.W. Nijhoff, Cambridge Univ. Press, 1999, pp.
97-108.

[BHe] A.I. Bobenko, U. Hertrich-Jeromin, Orthogonal nets and Clifford algebras,
Tohoku Math. Publ., 20 (2001), 7-22.

[BHo] A.L. Bobenko, T. Hoffmann, Conformally symmetric circle packings: a gen-
eralization of Doyle’s spirals, Experiment. Math. 10 (2001), no. 1, 141-150.

[BHS] A.I. Bobenko, T. Hoffmann, B.A. Springborn Minimal surfaces from circle
patterns: Geometry from combinatorics, math.DG/0305184.

[BMS] A.I. Bobenko, D. Matthes, Yu.B. Suris Discrete and smooth orthogonal sys-
tems: C*°-approximation, Int. Math. Res. Not. 45 (2003), 2415-2459.

[BP1] A.I. Bobenko, U. Pinkall, Discrete surfaces with constant negative Gaussian
curvature and the Hirota equation, J.Diff. Geom., 43 (1996), 527-611.

[BP2] A.L. Bobenko, U. Pinkall, Discrete isothermic surfaces, J. Reine Angew. Math.
475 (1996), 187—-208.

[BP3] A.I. Bobenko, U. Pinkall, Discretization of surfaces and integrable systems
3-58 in Discrete integrable geometry and physics. Oxford Lecture Ser. Math.
Appl. 16, Oxford Univ. Press, New York, 1999.

123



124 BIBLIOGRAPHY

[BSe] A.L. Bobenko, R. Seiler (Eds.): Discrete Integrable Geometry and Physics.
Oxford Lecture Ser. Math. Appl. 16, Oxford Univ. Press, New York, 1999.

[BSu| A.I. Bobenko, Yu.B. Suris, Integrable systems on quad-graphs, Int. Math. Res.
Not. 11 (2002), 573-611.

[BoK] L.V. Bogdanov, B.G. Konopelchenko, Lattice and g-difference Darbouz-
Zakharov-Manakov systems via 0-dressing method. J. Phys. A 28 (1995), no. 5,
173-178.

[CDS] J. Cieslinski, A. Doliwa, P.M. Santini, The integrable discrete analogues of
orthogonal coordinate system are multi-dimensional circular lattices, Phys. Lett.

A, 235 (1997), 480-488.

[Da] G. Darboux, Lecons sur les Systémes Orthogonaux et les Coordonnées
Cluruviligne, Paris: Gauthier-Villars, 1910.

[DMS] A. Doliwa, M. Manas, P.M. Santini, Darbouz transformations for multidi-
mensional quadrilateral lattices, Phys. Lett. A 232 (1997), no. 1-2, 99-105.

[DS1] A. Doliwa, P.M. Santini, Multidimensional quadrilateral lattices are integrable,
Phys.Lett.A, 233 (1997), 265-372.

[DS2] A. Doliwa, P.M. Santini, Integrable discrete geometry: the quadrilateral lat-
tice, its transformations and reductions, In: Symmetries and Integrability of
Difference Equations, Proc. SIDE III Conference, Eds. D. Levi, O. Ragnisco,
Providence: AMS, 2000, 101-119.

[Dub] B. Dubrovin, Integrable systems in topological field theory, Nucl. Phys. B 379
(1992), 627-689.

[Duf] R.J. Duffin, Potential theory on a rhombic lattice, J.Combinatorial Theory 5
(1968), 258-272.

|Gi] H.P. Gittel, FEzistenz- und FEindeutigkeitsbeweis zur Ldsung des Goursat-
Problems fir quasilineare hyperbolische Systeme erster Ordnung mittels Dif-
ferenzenverfahren, Z.Anal.Anwendungen 5 (1986), no.3, 193-221.

[GMS] I.P. Gavrilyuk, V.L. Makarov, A. Samarskii, Stability and reqularization of
three-level difference schemes with unbounded operator coefficients in Banach
spaces, STAM J. Numer. Anal. 39 (2001), no. 2, 708-723.

[HHR| H.-J. Reinhardt, H. Han, Dinh Nho Ho, Stability and reqularization of a
discrete approximation to the Cauchy problem for Laplace’s equation, STAM J.
Numer. Anal. 36 (1999), no. 3, 890-905.

[He] U. Hertrich-Jeromin, Introduction to Mdbius differential geometry. London
Mathematical Society lecture note series 300, Cambridge Univ. Press, 2003.



BIBLIOGRAPHY 125

[Hi] R. Hirota, Nonlinear partial difference equations. III. Discrete sine-Gordon
equation, J.Phys.Soc.Japan 43 (1977), 2079-2086.

[Ke] H.B. Keller, On the solution of semi-linear hyperbolic systems by uncondition-
ally stable difference methods, Comm.Pure Appl.Math. 14 (1961) 447-456.

[KS] B.G. Konopelchenko, W.K. Schief, Three-dimensional integrable lattices in Eu-
clidean spaces: conjugacy and orthogonality, Proc.R.Soc.London A 454 (1998),
3075-3104.

[Kr] .M. Krichever, Algebraic-geometric n-orthogonal curvilinear coordinate sys-
tems and the solution of associativity equations, Funct.Anal.Appl. 31 (1997),
25-39.

[Me] C. Mercat Discrete Riemann Surfaces, Commun.Math.Phys. 218 (2001) 1,
177-216.

[IMPS] R.R. Martin, J. de Pont, T.J. Sharrock, Cyclide surfaces in computer aided
design, In: The mathematics of surfaces, Ed. J.A. Gregory, Oxford: Claren-
don Press, 1986, 253-268.

[N] L. Nirenberg An abstract form of the nonlinear Cauchy-Kowalewski theorem, J.
Differential Geometry 6 (1972), 561-576.

[P] I.G. Petrowski, Vorlesungen iber partielle Differentialgleichungen, Teubner Ver-
lag, Leipzig, 1995.

[Sa] R. Sauer, Differenzengeometrie. Springer-Verlag, New York, 1970.

[Sc] O. Schramm, Circle patterns with the combinatorics of the square grid,
Duke Math.J. 86 (1997), no. 2, 347-389.

[Su] H. Sunouchi, Perturbation theory of difference schemes, Numer. Math. 12
(1968), 454-458.

[Th] V. Thomée, Difference methods for two-dimensional mixed problems for hyper-
bolic first order systems, Arch.Rational Mech.Anal. 8 (1961) 68-88.

[Ta] ML.E. Taylor, Partial differential equations. I. Basic theory., Applied Mathe-
matical Sciences 115. Springer-Verlag, New York, 1996.

[Tr] F. Treves, Basic linear partial differential equations. Pure and Applied Mathe-
matics 62. Academic Press, New York-London, 1975.

[Wa] W. Walter An elementary proof of the Cauchy-Kowalevsky theorem. Amer.
Math. Monthly 92 (1985), no. 2, 115-126.

[Wu] W. Wunderlich, Zur Differenzengeometrie der Flichen konstanter negativer
Krimmung, Osterreich. Akad.Wiss.Math.-Nat.Kl., 160 (1951), 39-77.



126 BIBLIOGRAPHY

[Z] V.I. Zakharov, Description of the n-orthogonal curvilinear coordinate systems
and Hamiltonian integrable systems of hydrodynamic type, 1. Integration of the
Lame equations, Duke Math.J., 94 (1998), 103-139.



	1 Introduction
	2 Hyperbolic Problems
	2.1 Notations
	2.1.1 Domains and Functions
	2.1.2 Norms and Convergence

	2.2 The Approximation Theorem
	2.2.1 Hyperbolic Equations
	2.2.2 Statement of the Main Theorem
	2.2.3 Proof of the Main Theorem


	3 K-Surfaces
	3.1 K-Surfaces by Their Gauss Maps
	3.1.1 Definitions and Basic Properties
	3.1.2 Approximation of K-Surfaces
	3.1.3 Bäcklund Transformations
	3.1.4 Approximation of Bäcklund Transformations

	3.2 K-Surfaces by Lax Matrices
	3.2.1 Associated Families of Smooth K-surfaces
	3.2.2 Associated Families of Discrete K-surfaces
	3.2.3 Approximation of Associated Families
	3.2.4 Approximation of Bäcklund Transformations


	4 Conjugate Nets
	4.1 Definitions and Basic Properties
	4.2 Approximation of Conjugate Nets
	4.3 Jonas Transformations
	4.4 Approximation of Jonas Transformations

	5 Orthogonal Systems
	5.1 Properties of Orthogonal Systems
	5.1.1 Definitions and Classical Description
	5.1.2 A Sketch of Möbius Geometry
	5.1.3 Orthogonal Systems in Möbius geometry

	5.2 Approximation of Orthogonal Systems
	5.2.1 Hyperbolic Equations
	5.2.2 Approximation of C-Surfaces
	5.2.3 Approximation of General Orthogonal Systems
	5.2.4 Example: Elliptic Coordinates

	5.3 Ribaucour Transformations
	5.3.1 Definitions and Möbius Description
	5.3.2 Approximation of Ribaucour Transformations


	6 Cauchy Problems
	6.1 The Approximation Theorem
	6.1.1 Main Theorem
	6.1.2 Examples: Two Ill-Posed Problems

	6.2 Proof of the Main Theorem
	6.2.1 Discrete norms and their properties
	6.2.2 Existence of a Continuous Solution
	6.2.3 Approximation
	6.2.4 Uniqueness of the Continuous Solution
	6.2.5 Proof of Theorem 6.3 (Perturbation)
	6.2.6 Proof of Theorem 6.4 (Smooth Convergence)
	6.2.7 Proof of Lemma 6.1

	6.3 A Remark About Numerical Application

	7 Conformal Mappings
	7.1 Cross-Ratio-Equation
	7.2 Schramm's Circle Patterns

	8 Concluding Remarks

