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Zusammenfassung

Das gepulste Ausblasen in eine Grenzschicht stellt eine effektive Maßnahme zur Verhinderung
von Strömungsablösung dar. Trotz zahlreicher Demonstrationen ist ein Durchbruch dieser
Methode im industriellen Kontext jedoch bisher ausgeblieben, was zum Teil auf einen über-
mäßigen Energiebedarf zurückgeführt werden kann. In dieser Arbeit wird eine Dimension der
extern zugeführten Energie adressiert, nämlich der benötigte Massenstrom. Das übergeordnete
Ziel ist es, einen Ansatz zur Effizienzsteigerung zu entwickeln, der zu Einsparungen des
Massenstroms bei Gewährleistung der erforderlichen Kontrollautorität führt. Zu diesem Zweck
werden Strömungsfelder experimentell untersucht, die durch gepulste Jets beeinflusst werden.

Ausgehend von der Hypothese, dass großskalige Wirbelstrukturen maßgeblich für die
Kontrollautorität gepulster Jets verantwortlich sind, wird zunächst deren Formierung in
ruhender Umgebung untersucht. Trotz der schlitzförmigen Austrittsgeometrie werden runde
Wirbelringe mit dickeren Wirbelkernen als in früheren Studien festgestellt. Dies wird mit dem
hohen Seitenverhältnis des Auslasses einerseits und einem temporären Überdruck in der Jet-
Austrittsebene andererseits erklärt. Bei Überlagerung der gepulsten Jets mit einer senkrecht zu
ihnen orientierten Querströmung entstehen, abhängig vom Geschwindigkeitsverhältnis, entweder
hairpin vortices oder asymmetrische Wirbelringe. Die im Sinne der Ablösekontrolle geeignetere
Betriebsweise wird jedoch durch eine Neigung der Jet-Achse in Strömungsrichtung erreicht,
da hier, bezogen auf den eingesetzten Massenstrom, eine stärkere Erhöhung der mittleren
kinetischen Energie im wandnahen Bereich erfolgt. Folgende Mechanismen wurden diesbezüglich
identifiziert: (1) radiale Verdrängung von Fluid mit niedrigem Impuls durch den leading vortex,
(2) direkte Erhöhung des Impulsstroms durch den Wandstrahl und (3) entrainment von Fluid
mit hohem Impuls durch den stopping vortex. Insbesondere der Wandstrahl, für den in dieser
Arbeit Möglichkeiten der Modellierung aufgezeigt werden, ist von großer relativer Bedeutung.
Daher muss die Pulsweite so gewählt sein, dass dieser, zusätzlich zu dem leading vortex, erzeugt
wird. Der Zeitverzug zwischen einzelnen Fluidpulsen sollte dagegen an eine charakteristische
Zeitskala angepasst werden, die das Wiederauftreten von Rückströmung bestimmt.

Der in dieser Arbeit entwickelte Ansatz zur Auswahl von Aktuationsparametern sieht eine
Implementierung strömungsabhängiger Zeitskalen vor, welche an die Stelle der sonst herangezo-
genen reduzierten Aktuationsfrequenz treten. Dabei können systematische Effizienzsteigerungen
erzielt werden, indem der Betriebszyklus im Vergleich zu bisherigen Arbeiten reduziert wird.
Zukünftige Studien müssen sich mit der Beantwortung von Fragen auseinandersetzen, die
bei der Übertragung auf weniger generische Konfigurationen auftreten, einschließlich der
Anforderungen bezüglich des Versorgungsdruckes, der Kontrolle transienter aerodynamischer
Lasten und der Interaktion benachbarter Jets.





Abstract

The injection of pulsed jets into a cross-flowing boundary-layer is well known to prevent or
delay flow separation. Although the effectivity of this method has been demonstrated in a
variety of academic investigations, a break-through in the aerodynamics industry has so far
remained elusive, which may in part be ascribed to excessive energy requirements of the control
devices involved. In this thesis, one dimension of the external energy is addressed, namely the
supplied mass flow. The overriding objective is to develop an approach that leads to mass flow
savings while retaining the control authority. To this end, flow fields forced by a pulsed-jet
actuator are studied experimentally in a series of five articles pertaining to this dissertation.

Hypothesising that the control authority in such flows is mainly governed by dominant
vortex structures, emphasis is first put on their formation in quiescent environment. Despite
the considered slit-shaped outlet geometry, almost spherical vortex rings are revealed through
tomographic reconstructions of time-dependent velocity fields. Much thicker vortex cores,
hence smaller non-dimensional energies, than in previous studies are noted, which is explained
by the specific outlet geometry and a temporary occurrence of over-pressure in the jet exit
plane. When transverse pulsed jets are superimposed with a cross-flow, two regimes of vortex
appearance can be distinguished: for small velocity ratios, hairpin vortices develop whereas for
large velocity ratios, asymmetric vortex rings emerge. However, a more effective operation is
argued to be at hand when the jet axis is tilted towards the surface downstream of the outlet as
the near-wall flow is energised by three mechanisms: (1) radial displacement of low-momentum
fluid by the leading vortex, (2) direct increase of momentum flux by the wall jet, for which
models are provided and (3) entrainment of high-momentum fluid on the jet trailing part.
Applying inclined pulsed jets to counter boundary-layer separation in a generic diffuser setup,
the wall-attached jet is shown to be of overriding importance. Therefore, the pulse width needs
to exceed characteristic formation times so that in addition to the leading vortex, a wall jet is
generated. The time delay between successive pulses, on the other hand, should be adapted
to a flow-inherent separation time that governs the recurrence of reverse-flow subsequent to
individual jets.

Following the guidelines established in this work is equivalent to recasting the reduced
actuation frequency into flow-dependent time scales. Furthermore, it is shown that a systematic
efficiency enhancement is achieved by applying smaller duty cycles than in previous separation
control applications. Future studies must address the transferability of the presented approach
to less generic flow configurations while answering practical issues that arise in such applications,
including supply pressure requirements, the control of transient loads and the interaction
between neighbouring pulsed jets.
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1
Introduction

The purpose of this chapter is to provide a brief, yet comprehensive, overview, thereby setting
the stage for the research articles inserted subsequently. The current state of the art is
presented before the major objectives and limitations of this study are summarised.

1.1 Active separation control

Flow separation (i.e., the detachment of the boundary-layer from a solid surface) is often
accompanied by effects that are considered detrimental to the purpose of the respective
application. Mainly attributed to a deformation of the flow geometry, this phenomenon is
typically accompanied by an alteration of the aerodynamic load, which can be exacerbated
by the dynamics of the separated flow region. The implications of such flow states include,
but are not limited to, noise emissions impairing the driving comfort in passenger vehicles,
reduced efficiency levels of turbines as well as plane crashes due to a loss of lift. Fluid
dynamicists therefore seek to avoid, delay or prevent flow separation. This can be facilitated by
shunning geometric singularities potentially provoking geometry-induced separation during the
design process of flow bodies. Furthermore, it can be attempted to avoid boundary conditions
leading to large adverse pressure gradients, thereby precluding pressure-induced flow separation.
However, off-design operation is often inevitable as, for instance, the cruising flight of a plane
ride is embedded by take-off and landing procedures, either by necessity or by preference.

In the following, I will provide an introductory overview of techniques to counter boundary-
layer separation, restricting ourselves to active methods where an external energy source is
required.

1.1.1 An overview

The target pursued in active separation control is to energise the boundary-layer [1–3], which
is motivated by knowledge that an insufficient mean kinetic energy makes it more susceptible
to separation [4]. This insight goes back more than one hundred years to the seminal work
concerning viscous flows carried out by Prandtl [5] who, among many other issues, studied the
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1. Introduction

manipulation of a cylinder flow. The photogram shown in Figure 1.1 indicates that separation
is observed further upstream on the lower side of the cylinder whereas the flow follows the
upper side for a longer distance, which Prandtl achieved by removing fluid from the near-wall
region through a slot in the cylinder surface on the upper side.

Figure 1.1: Active separation control conducted by Ludwig Prandtl - the figure shows
the flow around a cyclinder where suction is applied on the upper surface; photogram taken by
Prandtl (1904), based on figure in Ref. [5]

In the following decades, attempts have been made to analytically approximate the effect of
boundary-layer suction [6–8], and further successful demonstrations have been reported for
generic flow bodies [9, 10] as well as airfoils [11–15].

As an alternative to boundary-layer suction where low-momentum fluid is removed, the
near-wall flow can also be energised by the addition of momentum through outlets in the surface.
Although this method is typically less efficient in comparison, the design effort to provide the
required ducting is considered less elaborate [16]. In its simplest form, a constant mass flow
is supplied to the flow through discrete jet outlets. For such steady blowing applications, a
twofold function principle can be ascertained. First, the boundary-layer profile is modified
directly due to the vectorial addition of momentum flux. Second, the interaction between
steady jets and the cross-flow leads to the generation of longitudinal vortex structures that
transfer high-momentum fluid from the outer flow towards the wall [17–23]. Unsteady blowing,
on the other hand, is often considered an even more robust method of active separation control
[24]. Here, flow-inherent instabilities can be triggered when the forcing dynamics are adapted
to the receptivity of the flow. Thus, entrainment into mixing layers is enhanced and the
risk of flow separation reduced [25]. The foundation of this approach was arguably laid by
Schubauer & Skramstad (1947) discovering that boundary-layer transition can be controlled
by acoustic excitation [26]. The same method was then employed to manipulate the spreading
rate of turbulent shear-layers [27] which could be related to the initiation of large coherent flow
structures [28], especially when forcing was applied near sub-harmonics of the most-amplified
frequency [29, 30]. These findings gave rise to a number of investigations where sound was used
to counter flow separation [31–34]. Considering that acoustic forcing amplitudes are relatively
small, one may conceive that an adequate excitation frequency is the major prerequisite to
exploit flow instabilities. In the case of a larger momentum addition, on the other hand, the
sensitivity towards the frequency is reduced [35]. Along these lines, a second category of
active separation control can be identified, namely one where an amplification of instabilities
is not necessarily intended. Here, the momentum is typically supplied to the flow in the
form of fluid jets that fluctuate in time. The main advantage over their steady counterpart
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1.1 Active separation control

lies in the potential to enhance the efficiency since a given mean momentum input can be
achieved with a reduced mass flow consumption [36]. Or, the other way around, the forcing
intensity is larger than for steady blowing at an equal mass flow rate. In addition to affecting
near-wall turbulence properties [37, 38], unsteady jets have been proven to reliably prevent
boundary-layer separation in various configurations, for instance in axial compressors [39, 40]
or multi-component high-lift configurations [41–44]. It has been confirmed that the effectivity
is not as dependent on the excitation frequency as in the acoustic forcing applications addressed
above. However, a frequency resulting in perturbations with an average wave-length of a
similar order as the length of the control region is often considered best-practice [45, 46], more
on that in §1.1.3.

Along with the large body of literature dedicated to experimental efforts concerned with
unsteady blowing, its suitability in terms of reliable active separation control has also been
attested in numerical studies [47–50]. In addition to that, our understanding of this technique
has been advanced through low-order modelling [51] as well as closed-loop [52, 53], multi-
variable [54] and visual feedback control [55], surely benefitting from rapid developments in
the fields of computer technology and digital evaluation methods. There is no doubt that
further progress can be expected thanks to the mutually amplifying developments towards
ever-growing data bases on the one hand and methods subsumed under the buzzword that is
Machine Learning on the other [56]. Whether this progress is sufficient to overcome persistent
issues associated with the integration of active separation control in technical applications
[57, 58] remains to be seen.

1.1.2 Actuators

In the following, a brief overview of some devices that are employed to facilitate unsteady
blowing as a means of active separation control, namely synthetic jet, sweeping jet and pulsed-
jet actuators (PJAs), is provided. Although only the latter type of device is used in the
experiments carried out in this work, the obtained findings may also be valuable for other
means of generating unsteady jets as will be explained in due course. Devices that are not
covered in detail include plasma [59–61] and combustion actuators [62]. For an in-depth review
of these and other actuators, the interested reader is referred to Ref. [63].

Belonging to the category of fluidics initially developed to substitute electronic components
[66, 67], sweeping jet actuators can be employed to control boundary-layer separation by ejecting
spatially oscillating jets. Along with the double-feedback type displayed in Figure 1.2 (a), there
are also devices that exhibit one or zero feedback channels. In the case of the feedback-free
design, two steady jets are introduced into a mixing chamber where instabilities associated
with the resulting shear-layer eventually lead to a sweeping stream of fluid leaving the actuator
[68, 69]. As for one-channel devices, the jet initially attaches on one side of the internal
chamber where it induces a low-pressure impulse at the inlet of a feedback channel that is
then transported to the other side where it attracts the jet before the cycle is repeated [70]. A
similar function principle is at hand in the case of two feedback channels [71]. But instead
of sound, the jet deflection is brought about by scooping a portion of the volumetric flow
rate and reintroducing it near the inlet of the device. It is clear that the sweeping frequency
therefore depends on the supplied mass flow and the actuator dimensions [72]. In summary,
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Figure 1.2: A selection of actuators to generate unsteady jets - (a) sweeping jet actuator,
based on figure in Ref. [64]; (b) synthetic jet actuator, based on figure in Ref. [65] and (c) pulsed-jet
actuator (PJA), based on figure in Ref. [43]

the common feature inherent to all types of sweeping jet actuators is the conversion of a steady
fluid supply into a spatially oscillating jet through some kind of bi-stable switching mechanism.
The main advantage of such devices is a lack of moving parts rendering them relatively robust.
They are also scalable, thus covering a large frequency range. Successful active separation
control has been reported on numerous occasions (e.g., in Refs. [73–77]).

Synthetic jet actuators, as shown in Figure 1.2 (b), consist of cavities with time-dependent
volumes due to the deformation of a portion of their encasing boundary. This is typically
achieved with an oscillating diaphragm controlled by a piezoelectric driver or an electrically
driven piston. During the expansion of the cavity volume, surrounding fluid is sucked in before
being ejected during the subsequent contraction phase. Owing to the impulsive nature of fluid
ejection, vortex structures with mixing characteristics assumedly beneficial in active separation
control are generated [65, 78]. However, these vortices may also be ingested when they have
not propagated sufficiently far away from the outlet prior to the next ingestion phase. Criteria
for a successful ’vortex escape’ are provided in Refs. [79, 80]. To reach particularly large forcing
intensities, synthetic jet actuators rely on resonance phenomena, either related to the cavity
volume or to the oscillating diaphragm. The corresponding frequency bands are, however,
relatively small which limits the operating conditions of such devices. This shortcoming is
exacerbated by the necessity for moving parts prone to attrition and a low energy conversion
efficiency. Since they do not require an external source of fluid supply, synthetic jet actuators
are still widely used in active separation control [35, 81–84].

The third category on display in Figure 1.2 comprises PJAs relying on mechanical valves
to intercept the mass flow. Here, an external supply of compressed air is required. Periodic
closure of the flow duct can either be facilitated by means of rotary valves [85, 86] or plungers
[44], the latter being implemented in readily available fast-switching solenoid valves. In this
case, an externally generated signal is provided to drive the plunger motion, allowing for a
broad range of forcing frequencies up to O(f) = 1 kHz. Furthermore, the mass flow rate and
frequency are decoupled which is typically not the case for the devices discussed above. On
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1.1 Active separation control

the downside, the integration of PJAs arguably increases the system weight more than other
actuators while also requiring moving parts, making them more prone to failure than fluidic
actuators. Nonetheless, they have been used frequently in active separation control [87, 88]
where a tendency towards small-scale outlet dimensions can be noted to generate microjets
associated with a reduced mass flow rate at a maintained jet momentum [89–93].

To conclude this section, a variety of field-tested devices is available to counter flow
separation. As described above, they differ in terms of their function principles as well as their
advantages and disadvantages. Although all of them can be employed to introduce unsteady
perturbations, the detailed nature of flow manipulation varies. A quasi-constant total mass
flow supply is only facilitated by sweeping jet actuators but the momentum addition to given
spatial locations is still unsteady given the oscillatory jet motion. Synthetic jet actuators and
PJAs, on the other hand, only add momentum to the flow during confined time intervals on
the order of the contraction phase and the valve opening time, respectively.

1.1.3 Parameters governing the efficacy

In a series of articles, Wygnanski & Greenblatt illustrate the great degree of complexity inherent
to the design of effective active separation control systems [24, 94, 25, 95]. A large number
of mostly independent parameters needs to be considered where two broad categories can be
distinguished. The first comprises parameters defining the flow configuration, such as the
incidence angle, the dimensions of the control domain and fluid properties. The second group
is related to the separation control system and will be discussed in more detail in the following.

Great importance can be attributed to the location where momentum is introduced to the
flow. To optimise this parameter, one needs to consider that the reattachment of a separated
mixing layer requires much more energy than the prevention of boundary-layer separation
[46]. It may therefore be considered detrimental to place actuators too far downstream of the
mean separation point although an upstream effect of actuation manifested in flow acceleration
can be expected. On the other hand, an actuator located too far upstream may result in an
unnecessary increase of the control length that is commonly defined as the distance between
jet outlet and the downstream end of the surface where separation needs to be prevented,
for instance the trailing edge [96]. Then, flow structures may dissipate prematurely, thus not
imposing a beneficial effect throughout the flow field under consideration. For these reasons,
an actuator location near the mean separation line can be viewed as a reasonable choice [95].
Next, the orientation of the actuator needs to be set. To distribute the ejected momentum to
the near-wall region, jets are usually inclined towards the wall [97] while a non-zero pitch angle
may help to enhance the lateral spreading [98, 99, 88]. Furthermore, the spanwise spacing
between neighbouring actuators needs to be chosen as to effectively prevent separation while
not using excessive mass flow [100, 101].

Contrasting with these geometric considerations that eventually result in a fixed set-up,
the magnitude of momentum input is typically variable. To communicate this quantity, the
momentum coefficient

cµ(t) = Iu,jet(t)
qLc

(1.1)
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1. Introduction

has been established [102] where Iu,jet(t) is the momentum flow rate per unit width, q is the
reference dynamic pressure and Lc the control length. As already indicated above, sound has
been used initially as a means of active separation control, associated with small-amplitude
forcing levels on the order of O(cµ) = 0.01% [31]. This is in strong contrast to the cµ = 8%
application on a military aircraft reported in Ref. [103], suggesting that the range of effective
forcing intensities is relatively broad and depends on the respective control scenario. It is also
important to note that an excessive cµ results in saturation whereas particularly small values
may even have detrimental effects [45]. Leading over to the parameter discussed next, it is
worth mentioning that the minimum momentum coefficient required to prevent flow separation
depends on the forcing frequency, exemplified by experiments where flow separation is initiated
by changing the frequency at constant cµ [24].

The actuation frequency f is usually stated in its non-dimensional form

F + = fLc/Uref . (1.2)

While the frequency is coupled to the mass flow rate in the case of sweeping jet actuators,
it can be adjusted by external signals for synthetic jet actuators and PJAs. To enable an
educated guess for the optimum reduced frequency, the wave-length of harmonic perturbations
λ = Lc/F + can be considered, which should be on the same order as the vertical dimension
of the control region according to Wygnanski (1997). Assuming that the phase velocity of
perturbations is UΦ = Uref/2 and the inclination of the control surface corresponds to α = 30 ◦,
a reduced frequency on the order of unity is determined [24]. An alternative derivation is based
on observations suggesting that frequencies on this order lead to enhanced spreading rates of
excited shear-layers [104, 27]. Despite the abstract character of these explanations, reduced
frequencies of F + ≈ 1 have indeed been proven to be most effective in the reattachment of
a separated shear-layer [46, 24]. To prevent flow separation, however, higher frequencies of
1 ≤ F + ≤ 4 are suggested [94, 35, 105, 106]. While even larger frequencies up to O(F +) = 10
have been employed effectively on some occasions [107], this often results in the generation
of small-scale flow structures that dissipate quickly and thus do not cover the entire control
range [94]. However, one may argue that this effect is not explicitly due to a high frequency
but rather the resulting short time interval tp where momentum is added to the flow. Only
when the duty cycle is fixed, the pulse duration is defined by a given frequency. Indeed, this is
true for most devices used in active separation control where a 50% duty cycle is typically set.
However, PJAs represent an exception to this rule. Here, tp as well as the time delay between
successive pulses toff can be adjusted independently. This allows to investigate their individual
influence as well as the effect of a varied duty cycle DC = tp/(tp + toff) which has only been
done in a relatively small number of studies, for instance in Refs. [87, 108, 109].

1.2 Pulsed jets

The periodic momentum input caused by synthetic jet actuators and PJAs can be viewed
as the fundamental flow of starting jets consisting of fluid that is forced from an initial
state of rest. This process is accompanied by the generation of leading vortices capable of
transporting momentum over long distances [110, 111]. To lay the ground for the investigation
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1.2 Pulsed jets

of fundamental properties of such starting, or pulsed, jets carried out in this thesis, we provide
a further overview with an emphasis on characteristics relevant to active separation control in
the following.

1.2.1 Vortex rings generated in quiescent environment

When a column of fluid is pushed through an outlet featuring a sufficiently large turning angle
and into a larger volume of quiescent ambience, a roll-up of vortex sheets can be observed
(Figure 1.3). This process can be described in self-similar coordinates, only requiring knowledge
of the turning angle [112]. To an extent, this takes into account the effect of secondary vorticity
that occurs between the primary vortex and the outlet edge [113, 114], thereby giving rise to
robust models for the time-dependent size and circulation of vortex rings.

Figure 1.3: The initiation of a pulsed jet, based on figure in Ref. [113]

A quantity maximising these two parameters (size and circulation) for a single vortex ring
has been established by Gharib et al. (1998) by considering the aspect ratio of fluid columns
L/D ejected with a piston-cylinder apparatus where L is the stroke length and D the outlet
diameter [115]. Up to a ratio of L/D ≈ 4, they noted an increase of the eventual circulation
associated with the vortex ring whereas no further enhancement is found for larger amounts of
ejected fluid. The characteristic value of L/D ≈ 4, often referred to as formation number, is
essentially based on the experimental finding that the vortex core thickness is limited as the
non-dimensional vortex ring energy α = E/(Γ3/2I1/2) does not drop below αlim ≈ 0.33. Note
that α is based on the kinetic energy E, the circulation Γ and the hydrodynamic impulse I of
the vortex ring, and a thicker vortex core coincides with a smaller non-dimensional energy.
Since the formation number has since been confirmed analytically [116], numerically [117, 118]
and experimentally [119, 120], a certain degree of universality can be ascribed to the empirical
parameter that is αlim.

The assumption of a uniform velocity profile in the jet exit plane is a common simplification
for pulsed jets and indeed constitutes the very basis of the formation number derivation. That
such a velocity distribution is an unrealistic representation of the jet initiation process can be
seen in Figure 1.3 (t = 0 s). Due to an acceleration around the outlet edges, local maxima
in the axial velocity component can be inferred, coinciding with a non-zero radial velocity
component [113, 121]. From an analytical standpoint, any such radial/transverse velocity in
turn can only exist in the presence of over-pressure inside the jet exit plane [122], reflecting
the requirement to accelerate volumes of entrained fluid, added fluid as well as ejected fluid
[123], all of which sharing the momentum supplied by the actuator. Looking at the effect of
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over-pressure from a different perspective, it can be viewed as an additional source contributing
to the total circulation, kinetic energy and momentum supplied to the flow [124, 122, 125]. In
this regard, a larger relative importance can be ascribed to the generation of large-scale vortex
rings compared to the trailing jet where no such over-pressure effect occurs [126, 127].

The introduction given above supports the argument that vortex structures may have
particularly beneficial effects in active separation control. Not only do they lead to an
additional momentum input at a given mass flux; an energisation of the near-wall flow can also
be expected thanks to their entrainment characteristics [128, 129]. Given that typical outlet
geometries of actuators employed in active separation control are rectangular, a few additional
remarks are in order. Compared to circular outlets, vortex rings generated with elongated
outlets undergo self-induced deformations [130], which may lead to even larger entrainment
rates [131, 132]. Furthermore, a prolonged residence time near such outlets has been found
during the jet initiation before vortex rings start to propagate with a self-induced velocity
[133]. It is also important to note that a pinch-off (i.e., the spatial separation between vortex
ring and trailing jet) has not been observed for vortices generated with such outlet geometries.
As a result, there is an ongoing transfer of vorticity which has so far precluded the application
of the formation number concept [133–135].

1.2.2 Influence of a cross-flow

Although findings inferred from pulsed jets ejected into still surroundings can be viewed as
being relevant to vortical flows in general, including those produced by separation control
actuators, one may argue that an important boundary condition is missing. Specifically, the
presence of a cross-flow may impose an influence that needs to be taken into account when an
effective flow manipulation by means of pulsed jets is desired.

As far as circular outlets are concerned, the concept of a formation number introduced
above has been generalised for non-zero cross-flow conditions by Sau & Mahesh (2008) [136].
Starting from a jet to cross-flow velocity ratio r = ujet/U∞ → ∞ (quiescent environment),
a systematic reduction of the characteristic stroke ratio leading to a maximum-circulation
vortex ring was noted for smaller velocity ratios. In other words, the vorticity accumulated
inside the vortex ring is reduced. Furthermore, they note that hairpin vortices instead of
vortex rings are generated at r ≤ 2 due to the interaction with the incoming boundary-layer.
Other investigations of transverse pulsed jets, where the axial jet velocity inside the exit plane
is directed normal to the wall, suggest that the jet trajectory depends on the time delay
between successive ejection cycles (in addition to the velocity ratio) [137–139]. In short, an
enhanced penetration into the cross-flow is noted in the case of discrete vortex rings, where
the delay is large compared to the convective time. To effectively prevent flow separation,
however, a steep jet trajectory is not necessarily desired as the momentum flux needs to be
supplied to the near-wall region. As mentioned above, this is usually achieved by introducing
the pulsed jets with a certain inclination angle φ [140]. Hecklau & Nitsche (2010) conducted
an investigation of flow structures subject to a variation of this parameter and concluded that
pulsed jets indeed only attach to the downstream surface at angles of φ = (30, 60)◦ but not
for φ = 90◦ [141]. Nonetheless, a beneficial influence was also attested for the latter case
inasmuch as low-momentum fluid is transferred away from the wall before high-momentum
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fluid is shifted in the other direction. Velocity field measurements, conducted in a flat-plate
water tunnel setup, however, suggest that a φ = 90◦ emission angle may lead to a detrimental
blocking effect, impairing the benefit of larger entrainment rates associated with an observed
wall-attached leading vortex [88].

In summary, pulsed jets, both injected into quiescent ambience and in a cross-flow, have
been the subject of investigations for many decades. However, unresolved issues regarding
their employment in active separation control remain. For instance, the roles of the leading
vortex ring and the other flow structures of a pulsed jet are unclear in this context, as is their
dependence on operating time scales, such as the pulse duration.

1.3 Objectives and limitations of this work

Although the introduction given above suggests that there is a large number of successful
demonstrations of active separation control, no firm establishment of this method in the
industry can be attested. In part, this may be due to an unclear picture of unsteady jets
and their interaction with a boundary-layer. More than 60 years have passed, and there still
appears to be some truth to the statement of Attinello (1961) as the mixing phenomenon
between the blowing jet sheet and the potential flow field is not fully understood. Providing
this understanding, however, and thereby enabling a more effective and efficient approach to
separation control may help to lay the ground for a break-through of this intricate technology
from a fluid mechanics perspective. Nothing short of this overarching objective is pursued in
the current work.

The device chosen to generate unsteady jets in the present work is a PJA where a periodic
flow interception is realised with a mechanical valve, see Figure 1.2 (c). This choice is mainly
motivated by the perceived need to decouple forcing time scales and supply mass flow rate
that is not met by sweeping jet actuators for a fixed geometry. In addition, investigations are
necessary for a broad range of frequencies which precludes the employment of synthetic jet
actuators for the reasons given in §1.1.2. Hence, results presented in the following should be
viewed against the backdrop of the specific characteristics, and also shortcomings, associated
with PJAs introduced above. Furthermore, I restrict myself to a fixed actuator geometry and
do not consider the effects of scaling or different outlet shapes. Nonetheless, I assume that
some of the major findings presented in the following can be transferred to other means of
generating unsteady jets as will be discussed in chapter 5.

To achieve the overarching goal stated above, a subdivision into three major research
questions appears to be appropriate. First, it is hypothesised that the leading vortex generated
during the initiation of pulsed jets exhibits a superior contribution toward control authority
compared to the trailing jet. Then, an efficiency enhancement is possible by adjusting the
ejection time to exclusively generate the former flow structure. Oriented by the seminal article
of Gharib et al. (1998) introduced in a previous paragraph, the first part of this work is
therefore dedicated to the question:
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1. Introduction

Q1: Can the concept of a formation number be adapted to the flow found in
pulsed-jet actuation?

Answering this question involves a clarification regarding the impact of a specific (non-circular)
outlet geometry and an impulsive velocity program. This insight will then be transferred to
a more application-relevant scenario characterised by a non-zero cross-flow, answering the
following question:

Q2: What are the dominant flow structures and their respective contributions
towards control authority in the case of PJA-generated jets?

Finally, the dynamical response of a boundary-layer susceptible to separation is considered,
addressing the following issue:

Q3: (How) should the forcing signal of a PJA be adapted to flow characteristics
in order to enhance the efficiency while retaining control authority?

I hope that finding answers to the questions stated above gives rise to a more informed
choice of some of the parameters that govern the efficacy in active separation control, thereby
also addressing an assertion made by Wygnanski (2004): The need for a simple model that
enables proper characterization of the various parameters involved is paramount in order to
make AFC more efficient [...].
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2
Some methodological details

In this chapter, the actuation device under consideration will be introduced. Then, I will
provide additional details on the velocity field measurement by means of particle image
velocimetry (PIV) in order to make the specific approach to data acquisition and evaluation
as transparent and reproducible as possible, noting that phase-locked PIV data are presented
in all of the research articles inserted in the next chapter. For a more general explanation of
this measurement technique, the interested reader is referred to introductory literature, for
instance Ref. [142].

2.1 Method of generating pulsed jets

Before introducing the actuator design and function principle, let us briefly address the
instrumentation employed to supply compressed air and electric signals to the PJA (Figure 2.1).

=
m

Compressor Reservoir
Pressure
regulator

Filter
Mass flow
controller

Reservoir
Observation
domain

PJA(s)

TTL

Signal
generator

Controller

Power
supply

Computer

Figure 2.1: Compressed air supply chain - the figure illustrates the connection of instruments
required to generate pulsed jets, compressed air tubing shown in blue

First, surrounding air is compressed and preserved in a large reservoir at a pressure of
approximately 12 bar. Further downstream, the pressure is reduced to 8 bar, being the
nominal operating pressure of the mass flow controller. After passing through an air filter
and a precision hydraulic pipe inlet, the mass flow rate is adjusted by means of a device
with a range of ṁ = 1, . . . , 50 ls/min where the subscript ’s’ refers to standard conditions of
20◦C ambient temperature and 1013.25 mbar ambient pressure. The maximum uncertainty
pertaining to this device is ±(0.5% o.m.v. + 0.1% FS), which is the lowest for any mass flow

11



2. Some methodological details

controller that the author of this thesis is aware of. Then, the compressed air again passes
through a precision hydraulic pipe and into a 10 litre reservoir that compensates pressure
fluctuations induced by the solenoid valve further downstream that is periodically opened
by a transistor-transistor-logic controller supplied with a square-wave signal in the range
Usqw = 0, . . . , 5 V. The valve is powered by the maximum approved direct current voltage of
Upower = 53 V to ensure a reliable operation even for short pulse durations and large supply
pressure. Eventually, pulsed jets are emitted into an observation domain, either being a volume
of quiescent ambience (Article 1) or the test section of a wind tunnel (Articles 2 through 5).

The PJA, highlighted by a red box in Figure 2.1, is shown in more detail in Figure 2.2.

Nozzle

Fast-switching
valve

Compressed air
supply

Power
supply

Square-
wave

Internal geometry

20 0.5mm × mm
outlet

Figure 2.2: Pulsed-jet actuator consisting of a fast-switching valve and a 3D printed nozzle

The device consists of two components: an off-the-shelf fast-switching valve and a 3D
printed nozzle. The mechanical valve function principle is illustrated in Figure 1.2 (c). The
flow duct is only opened through a magnetic force when the solenoid carries current whereas
no air passes through the valve in currentless mode. Hence, the actuation time scales can
be readily set by generating a square-wave with a signal generator. The minimum opening
and closure times are tp,min = 0.6 ms and toff,min = 0.4 ms, respectively, yielding a maximum
switching frequency of f = 1, 000 Hz. The air is then led through a short tube with an internal
diameter of din ≈ 3.8 mm into the nozzle where the cross-section transitions into an elongated
slit of Aout = (20 × 0.5) mm2. Homogeneity of outlet profiles to within 10% along the outlet
span has been confirmed by means of pressure and hot-wire measurements for a variety of
forcing signals.

Note that the same PJA is employed throughout this work, that is, magnetic valves with
the specifications stated above and identical internal nozzle geometries are used. However, the
3D printed part containing the nozzle is adapted to allow for a flush installation of the PJA
where applicable.

2.2 Acquisition of phase-locked velocity field data

Given that the flow fields under consideration are dominated by events associated with
distinct frequencies, namely the pulsation frequencies, phase-averaging is a suitable tool to
reduce stochastic noise. The actuation period, defined by an external trigger, can be divided
into a finite number of phases or ensembles and instantaneous velocity fields belonging to a
respective phase can be considered elements of the corresponding ensemble. In this section, it
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2.2 Acquisition of phase-locked velocity field data

is explained how measurements at defined phases are performed using a dual-pulsed laser and
a complementary metal-oxide-semiconductor (CMOS) camera without mechanical shutter.

The analogue input to the transistor-transistor-logic controller of the mechanical valve is
used as an external signal defining the actuation period. This signal equals a square-wave
where the highs and lows coincide with an open or closed valve position, respectively. Although
there is a marginal time delay (on the order of one millisecond) between the step change of
these conditions and the beginning or end of the fluid emission, it is a reasonable representation
of the periodic actuation process. Therefore, the rising edge of the square-wave that can
be detected to within five nanoseconds in the current setup is defined as the start of the
trigger sequence at time t0. The beginning of the exposure sequence in turn is defined by a
time delay ∆tdelay with respect to the rising edge, which is set by sending a command to the
time-synchronising unit of the PIV system via network connection. Then, at the beginning
of the exposure sequence, all (2560 × 2160) pixels on the CMOS chip are reset before being
read out as black images. Parallel to the storage of black images to the chip, the exposure of
the first PIV image is initiated and stopped via global charge transfer after a duration ∆texp1

that equals the laser pumping time plus half the pulse delay. Then, the first image is saved to
the memory where the black image is subtracted to reduce noise. Similarly, the second image
is obtained, albeit with an exposure time by far exceeding the emission time of the second
laser pulse. When defining the acquisition phase, it is important to take into account both
the exposure time of the first image and the duration of the initial reset which depends on
the number of sensor lines to be read out. The latter is on the order of ∆treset ≈ 9.91 ms in
the current setup when the complete sensor size is evaluated. Overall, the time of acquisition
is defined as tacq = t0 + ∆tdelay + ∆treset + ∆texp1. After taking a certain number of double
images for a fixed phase (constant ∆tdelay) which is simply defined by the acquisition rate and
the time interval where the PIV system remains in trigger mode, a command with a different
∆tdelay is sent to the synchroniser unit, and measurements for the next phase begin.

To determine an appropriate number of snapshots taken per actuation phase, a compromise
must be found between the amount of acquired data and an acceptable convergence of phase-
averaged velocity field information. As an objective estimate, the root-mean-square deviation
of relevant quantities can be computed as a function of the number of considered snapshots.
This is exemplarily shown in Figure 2.3 where instantaneous spanwise vorticity fields ωz of a
pulsed wall jet in cross-flow are shown in the left. Increasing the number of snapshots leads to
a convergence of the root-mean-square deviation of ωz towards a limiting value of zero. As
acceptable convergence is a matter of definition, it was routinely evaluated that the number
of snapshots ensured a deviation that is very small compared to characteristic values of the
quantity in question, typically much smaller than 1%.

It is worth noting that the phase-averaging procedure explained above results in filtered
representations that, by design, hide the turbulent character of the studied unsteady flows.
However, this is deemed necessary to shed some light on the generated flow structures as well
as providing a data base for the computation of Lagrangian diagnostics as explained in the
next section.
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Figure 2.3: Phase-averaging of velocity fields - instantaneous vorticity fields (left),
convergence of root-mean-square deviation (centre), phase-averaged vorticity field (right)

2.3 Computation of finite-time Lyapunov exponent fields

The computation of finite-time Lyapunov exponent (FTLE) fields has gained considerable
prominence as a visual and quantitative diagnostic of dynamical systems. In fluid mechanics,
it is used to reveal material lines or surfaces that govern the transport behaviour [143–146],
loosely defined as Lagrangian coherent structures [147]. Such structures can be thought of as
separatrices that divide regions of qualitatively different dynamics. Depending on them being
stable or unstable manifolds, nearby fluid trajectories converge or separate at an exponential
rate on a connected time interval. According to Ref. [148], unstable manifolds act as attractors
and are responsible for folding patterns while stable manifolds act as repellors causing a
stretching of particle sets normal to the manifold which is illustrated in Figure 2.4.

stable manifold

(repelling separatrix)
unstable manifold
(attracting separatrix)

Figure 2.4: Deformation of particle blob due to stable and unstable manifold, based on
depiction in Ref. [149]

The stretching of particle sets, and thus the presence of Lagrangian coherent structures, can be
assessed by identifying ridges in the underlying FTLE fields. In the following, the procedure
to compute such distributions based on the advection of virtual tracer particles as carried out
in this work is explained.

Consider two-dimensional m × n vector fields U containing phase-averaged two-component
velocity information for a finite number of coherent phases. In a first step, a temporal
interpolation scheme is applied in order to increase the number of locations passed by a given
tracer particle while travelling a certain distance. This step is optional but results in more
realistic advection curves as the effect of small-scale flow structures is taken into account. The
interpolation scheme must be chosen with care as to avoid overshoots in the velocity signals.
This is illustrated in Figure 2.5 where a square-wave defined at the values highlighted by
circles is interpolated with splines (red curves) and the method introduced in Ref. [150]. It is
immediately apparent that spline interpolations may yield unreliable results in the investigated
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2.3 Computation of finite-time Lyapunov exponent fields

pulsatile flow fields as they produce under- and overshoots which would heavily impact the
computed advection of particles. The cubic Hermite interpolation (black curve) suggested by
Akima (1970), on the other hand, is designed to avoid such behaviour by establishing piecewise
functions.

t (s)

s
q
w

(-
)

Modified Akima
methodSplines

Figure 2.5: Interpolation of discrete square-wave - the figure shows that spline interpolations
result in under- and overshoots whereas the modified Akima method does not

In a second step, tracer particles are initiated at time τ0 and advected according to the
(time-interpolated) velocity fields in order to compute a flow map. In the current study, a
rudimentary algorithm without grid refinement is employed, hence the initial structured particle
grid x0 = (x0, y0) defines the spatial resolution of the FTLE field. Alternative procedures
striving for a more efficient computation are provided in Refs. [151–155]. Note that the particle
grid does not need to coincide with the measurement grid as a spatial interpolation provides
the local velocity information at mq × nq query points initially defined by x0. The pathlines
of individual particles are then determined by repeatedly (for multiple timesteps) evaluating
the two velocity components at the query points that are updated after each timestep. Hence,
for each tracer, one displacement vector ∆xi,j = Ui,j∆t is computed per timestep where ∆t

corresponds to the temporal resolution. Then, the deformation of the particle grid that occurs
between two timesteps can be written as x(t + ∆t) = x(t) + ∆x. Since this approach is not
very robust in non-linear problems, such as the velocity fields under consideration, a 4th order
Runge Kutta scheme is implemented in the current work. Here, the displacement vector ∆x is
only considered as a predictor that is adjusted by combining it with three weighted correcting
vectors. In this way, particle displacements are computed for a number of timesteps until the
integration time ∆tint is reached, essentially defining the length of pathlines.

Following the numerical integration, the particle grid at time t = τ0 + ∆tint is compared
with the initial state by computing the gradient of the flow map (step 3). In the two-
dimensional case, for each location defined by the initial tracer grid, a 2 × 2 matrix is obtained
by evaluating the deformation of an array that consists of the four neighbour particles using
central differencing. For example, the gradient associated with the location xi,j is

dΦxi,j

dx =


(xi+1,j − xi−1,j)(τ0 + ∆tint)

(xi+1,j − xi−1,j)(τ0)
(xi,j+1 − xi,j−1)(τ0 + ∆tint)

(yi,j+1 − yi,j−1)(τ0)
(yi+1,j − yi−1,j)(τ0 + ∆tint)

(xi+1,j − xi−1,j)(τ0)
(yi,j+1 − yi,j−1)(τ0 + ∆tint)

(yi,j+1 − yi,j−1)(τ0)

 . (2.1)

This matrix is then left-multiplied with its transpose, resulting in a Cauchy-Green deformation
tensor that represents the linearisation of the flow map. The maximum stretching at xi,j is
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related to the maximum eigenvalue λmax of this tensor, and the FTLE for this particular
location is defined as

FTLE(xi,j) = 1
|∆tint|

ln
√︂

λmax(xi,j). (2.2)

To compute the entire mq × nq FTLE field, the procedure beginning with equation (2.1) is
repeated for the remaining locations defined in x0. Time series of FTLE fields can be obtained
by simply repeating the procedure explained above for initiation times other than τ0.

As an example, Figure 2.6 contains an FTLE field for one timestep in a flow similar to the
one presented in Figure 2.3. Here, an integration time of ∆tint = −3 ms was chosen, hence
the particle advection was computed backward in time. As explained above, this is necessary
to identify attracting material lines, in this case characterising the jet propagation front, a
leading vortex and the upper boundary of the wall-attached jet.

0 1
FTLE (10 s )

-3 -1

Figure 2.6: FTLE field for pulsed wall jet

It is important to note that the out-of-plane velocity component is neglected in the
procedure introduced above. This may yield unrealistic results when highly three-dimensional
flows are considered. However, it proves a justified assumption when the flow is dominated
by spanwise vortical structures [156] as is the case in the current work. Nonetheless, FTLE
fields based on three-dimensional three-component velocity domains will also be presented in
the following papers for selected configurations. Extending the computations to accommodate
such flow fields does not pose any conceptual difficulty. However, the computational cost
as well as the effort to provide the required measurement data is increased. Specifically,
phase-locked stereoscopic PIV must be performed for multiple parallel measurement planes.
Then, a tomographic reconstruction of the flow field can be carried out by aggravating the
phase-averaged data in a matrix with four dimensions spanning the three Cartesian coordinates
and time before performing FTLE computations analogous to the procedure explained above.
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Experimental methods are employed to investigate vortex rings generated by impulsively
emitting pressurised air through a rectangular outlet of high aspect ratio into quiescent
surroundings. The flow is characterised by a rapid transverse expansion as thick-cored,
almost spherical vortex rings with a diameter more than 40 times the outlet width and
entrainment rates of η > 0.9 are generated. They continue to absorb vorticity far beyond
the universal formation time of t∗ ≈ 4 applicable to axisymmetric parallel starting jets
introduced by Gharib et al. (1998). Here, the maximum circulation and the corresponding
formation time depend on the magnitude of over-pressure in the outlet plane. After
momentarily reaching a non-dimensional energy close to or even below a value of α = 0.16
associated with Hill’s spherical vortex, vorticity is continuously shed into a trailing jet,
and the vortex rings evolve into unsteady thinner-core states. No separation between the
vortex ring and the trailing jet (pinch-off) is observed. The present study provides new
insights into the flow physics of non-parallel planar starting jets that significantly differ
from parallel starting flows investigated previously. The potential for active flow control
applications is discussed.

1. Introduction

The capability to improve the efficiency of mixing processes by employing starting jets
has been widely recognised. This can be ascribed to thus generated vortex rings that are
associated with greater entrainment rates than those found in steady jets. Extensive re-
views regarding the structure and motion of vortex rings for different boundary conditions
are provided by Shariff & Leonard (1992) and Lim & Nickels (1995). Two mechanisms
are responsible for their entrainment of ambient fluid. First, there is a continuous
circulatory engulfment of large regions of surrounding fluid (convective entrainment) and
second, shearing takes place at the interface between the vortex ring and the irrotational
surrounding fluid, resulting in viscous diffusion (diffusive entrainment).

The characteristics of starting jets are reflected by the invariants of motion, i.e. the
circulation Γ , the kinetic energy E and the impulse I. Among these quantities, the
circulation is particularly important to the purpose of this study. As noted by Didden
(1979), its rate of change is equal to the vorticity flux ejected through the jet exit plane,
i.e.

dΓ

dt
=

y∞∫

0

uωzdy (1.1)

when only convective transport is regarded, i.e. diffusive effects are neglected. Here,
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a general two-dimensional starting jet is assumed where u is the axial jet velocity and
y points along the lateral jet direction with the integration boundaries y = 0 on the
centreline and y = y∞ in sufficient distance as to ensure a vanishing vorticity flux. The
out-of-plane vorticity component is ωz = ∂v/∂x − ∂u/∂y where the second term only
depends on the centreline velocity u0, hence can be determined without knowledge of the
specific axial velocity profile (see Didden (1979), Rosenfeld et al. (1998)). As a result,
equation 1.1 is transformed to

dΓ

dt
=

y∞∫

0

u
∂v

∂x
dy +

1

2
u2
0. (1.2)

Assuming a uniform axial velocity at the outlet and parallel flow in the exit plane,
i.e. a zero transverse velocity component v for all times, the first term on the right hand
side can be neglected. This amounts to the slug model that is commonly used for the
prediction of circulation development (Shariff & Leonard (1992), Glezer (1998)).

Based on this model for parallel starting jets, Gharib et al. (1998) explain the existence
of a time scale that governs the efficient formation of vortex rings. Essentially quantifying
the amount of emitted fluid, they show that a specific ratio of stroke length and outlet
diameter L/d ≈ 4, which is dubbed formation number by the authors, separates two
regimes of vortex ring appearance: at low stroke ratios, the majority of the vorticity
generated by the starting jet occurs in a leading vortex ring whereas for higher stroke
ratios, there is no further increase of the vortex ring circulation but it is now followed by
a trailing jet. They argue that vortex rings of maximum circulation are characterised by
a setup-specific dimensionless energy

αlim =
E

Γ 3/2I1/2
(1.3)

that is linked with the vorticity distribution inside the vortex ring. This distribution
in turn is dependent on the piston velocity signal, i.e. the history of the starting jet
velocity in the exit plane. Readily extractable from particle image velocimetry (PIV)
measurements, they find that the generated steady vortex rings exhibit nearly constant
non-dimensional energies of αlim = 0.33 ± 0.01 once the formation number is exceeded.
They compare this empirical quantity to the non-dimensional energy supplied by the
apparatus αpiston and observe the following: as the stroke ratio is increased, αpiston

decreases, which results in greater vortex ring dimensions. For stroke ratios greater than
L/d ≈ 4, αpiston falls below αlim in their experiment, and ”the apparatus is no longer able
to deliver energy at a rate compatible with the requirement that a steadily translating
vortex ring have maximum energy with respect to impulse-preserving iso-vortical
perturbations.” (Gharib et al. (1998)) This implies that there is an upper threshold in
the amount of fluid that can be converted into a single vortex structure. This conclusion
and the universality of the formation number were shown to be applicable across a broad
range of operating parameters for parallel starting jets, e.g. by Rosenfeld et al. (1998),
Dabiri & Gharib (2004), Krueger et al. (2006), Pawlak et al. (2007), Mohseni et al.
(2000) and Sau & Mahesh (2007). To avoid explicit measurements of αlim, Mohseni &
Gharib (1998) introduce an analytical model to predict the formation number based
on the non-dimensional energy and circulation. This is accomplished by equating the
invariants of motion for the family of steady vortex rings defined by Norbury (1973) and
the corresponding quantities provided by the slug model.
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Although the parallel flow assumption of the slug model may be applicable to many
configurations where a fluid column is emitted into quiescent surroundings, it is also
observed that the model can under-predict the vortex ring circulation substantially, e.g.
by Didden (1979), Nitsche & Krasny (1994), James & Madnia (1996), Weigand & Gharib
(1997) and Zhao et al. (2000). According to Krueger (2005), this under-prediction is linked
with a peak in the circulation flux dΓ/dt (equations 1.1 and 1.2) that can occur during
the initial rapid acceleration of fluid. During this phase, a non-uniform axial velocity
distribution is found in the outlet plane characterised by a maximum at the nozzle lip,
coinciding with a peak in ∂v/∂x (Didden (1979)). In establishing a relationship between
the non-zero transverse velocity component and over-pressure inside the jet exit plane,
Krueger (2005) introduces a correction term for the slug model

Γp =
1

%

tp∫

0

(p0 − p∞)dt (1.4)

where p0 denotes the centreline pressure inside the jet exit plane and p∞ is the ambient
pressure. Neglecting viscous effects, this correction term is equal to the temporal integral
of the first term on the right hand side in equation 1.2 and can be viewed as a
manifestation of non-parallel flow. Hence, over-pressure inside the outlet plane during
the rapid jet initiation is responsible for two interrelated effects. First, it leads to an
enhanced vorticity flux, thus larger overall circulation. Second, it imposes a curvature of
streamlines close to the jet outlet, i.e. a transverse advection of fluid.

For the classical approach of generating vortex rings in the laboratory, a piston-cylinder
arrangement is used to accelerate a defined amount of fluid and emit it into a water tank.
However, more relevant to technical implementations in the field of active flow control
(AFC) are pulsed jet actuators (PJAs) which periodically emit pressurised air in an
impulsive fashion. The periodic flow manipulation is brought about either by a solenoid
valve or a fluidic switching mechanism and among other devices, such as synthetic jet or
plasma actuators, they may be used to control flow separation (Greenblatt & Wygnanski
(2000)). For PJAs, the over-pressure is typically larger than for the piston-cylinder
setup, resulting in a greater transverse flow acceleration. Furthermore, the jet outlets
are typically not circular but slit-shaped as to efficiently affect greater flow regions. So
far, the concept of a formation number was found to be not readily applicable to planar
two-dimensional starting jets (Pedrizzetti et al. (2010)). This was generally explained by
the observation made by Afanasyev (2006) and later by Das et al. (2013) that there is
no clear separation between the produced vortex pair and the trailing jet (pinch-off) as
the former does not acquire a sufficiently large translational speed. Hence, there is an
ongoing interaction as the vortex dipole continues to entrain vorticity from the trailing
jet even when the formation number of L/d ≈ 4 is surpassed. It must be noted, however,
that these investigations were also restricted to the generation of vortical structures by
means of a piston-cylinder apparatus whereas the literature concerned with fundamental
properties of vortex rings generated with PJAs or other flow control devices is sparse.
For the specific case of synthetic jet actuators, Smith & Glezer (1998) show that the
centreline velocity decay is greater while the spreading rate is lower in comparison to
steady jets. The trajectories of vortex cores related to flow structures induced by planar
synthetic jets are investigated by Béra et al. (2014). Focusing on purely alternating
jets and mixed pulsed jets, they note that vortex structures develop farther from the
jet orifice when the velocity is not decreased to zero between successive starting jets.
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Choutapalli et al. (2009) study the properties of a pulsed axisymmetric jet at high
Reynolds numbers that is generated by means of a rotating disk with drilled holes that
allow the flow to enter the nozzle whereas the path is closed otherwise. As the duty cycle
is defined by the ratio of open to closed area, a greater Strouhal number results in a closer
distance between successive vortex rings in their experiment with a steady jet character
assumed at a distance of five nozzle diameters. They also note distinct deviations when
analysing characteristic turbulent quantities in separate regions of the pulsed jet as the
vortex ring appears to boast greater shearing stresses than the trailing jet. A recent DNS
study by Shin et al. (2017) is concerned with a suddenly stopped, hence decelerating
axisymetric jet. The authors suggest that behind the deceleration wave, a statistically
unsteady self-similar state can be noted, building on the experimental work by Witze
(1983) who studied the velocity field of an impulsively started axisymmetrical jet and
a simplified analytical approach by Musculus (2009) addressing the entrainment rate
during the deceleration phase of a single-pulsed jet.

The main objective of this study is to reveal the properties of vortex rings associated
with non-parallel planar starting jets that are generated with an AFC-typical device.
In doing so, we also examine the hypothesis that the concept of a formation number
proposed by Gharib et al. (1998) can be extended to this flow configuration. This is
motivated by the fact that past studies have mainly been concerned with parallel starting
jets of presumably similar limiting non-dimensional energies αlim. However, the influence
of highly non-parallel flow on this parameter, essentially defining the formation number,
has not been studied to the best of our knowledge. Here, a PJA is employed, and driven
by a solenoid valve, the flow periodically exits a 20mm× 0.5mm rectangular outlet. The
over-pressure required to provide relevant jet velocities of ujet ≈ 50m/s is substantial
due to the short valve opening durations. Hence, highly non-parallel flow is present close
to the outlet of the starting jets.
The vortex rings generated with this setup are mainly studied on the basis of phase-

locked PIV measurements while flow visualisations of starting jets ejected into a water
tank are conducted as a reference case. A detailed description of the setup and procedure
is provided in the following.

2. Methods

This section contains a description of the experimental approach. Two setups were used
for this work: (1) A PJA system was employed to generate non-parallel planar starting
jets of compressed air. (2) The classical piston-cylinder setup was utilised to produce
vortex rings associated with parallel starting jets in a water tank. Thus, the influence
of the non-parallel flow condition can be identified by comparing results from the two
experiments.

2.1. Non-parallel starting jets generated with PJA device

2.1.1. Experimental procedure

The PJA device that was used to generate non-parallel starting jets was mainly
composed of a mechanical valve and a nozzle with a rectangular slit-shaped outlet that
was mounted flush in a wall. Pressurised air was fed through the solenoid valve with a
minimum opening time of tp,min = 0.6ms that was operated at fp = 50Hz. The accuracy
with respect to the valve opening time was ∆tp = ±15%. As shown in figure 1, the
inlet consists of a circular tube, connecting the nozzle and the solenoid valve. Then, a
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Figure 1. Arrangement of solenoid valve and nozzle with outlet aspect ratio of l/d = 40 for
generation of non-parallel planar starting jets

transition from circular to rectangular cross-section ensues. This is accompanied by a
sudden widening of the flow area in z direction which may result in a minor recirculation
region associated with a bending separating streamline. The resulting velocity profiles
close to the outlet will be analysed later on.
The slit-shaped outlet had a width of d = 0.5mm and a length of l = 20mm. Based

on a circle with the same area, this yields an equivalent diameter of deq ≈ 3.57mm.
Ensuring an equal volumetric flux, this quantity is used as the characteristic length
scale in the current study. For other non-circular, namely elliptic, jets Hussain & Husain
(1989) found that this definition yields an adequate length scale. Furthermore, it was
used in the study of the pinch-off process of vortex rings generated with elliptic jets by
O’Farrell & Dabiri (2014).

The nominal velocity of the jets ujet was calculated based on mass conservation taking
into account the outlet area, valve opening time and a constant supply mass flow. The
latter was adjusted with a controller and fed into a tank upstream of the solenoid valve
with a volume sufficiently large to compensate velocity fluctuations. The stroke ratio
of the planar starting jets L/deq was varied by adjusting the pulse width and thus
changing the length of a virtually emitted fluid column L = ujettp. Three configurations
encompassing relevant formation time scales for the specific starting jets studied here
were narrowed down in preliminary experiments and will be discussed throughout the
paper, see table 1. Specifically, equivalent stroke ratios of L/deq ≈ [9, 15, 48] were
investigated. Given the actuation frequency of fp = 50Hz, these configurations are
associated with duty cycles of DC = [3, 5, 15]%. Operating the PJA device at such
relatively low duty cycles means that fluid is almost completely at rest before the
valve is opened. A substantial gradient force, driven by a supply pressure of roughly
psupply ≈ 5 bar, is necessary to ensure the required acceleration to reach AFC-relevant
jet velocities listed in table 1. This rapid acceleration is the source for non-parallel flow
effects that are specific to the method of generating vortex rings in the current study
and will be addressed in more detail in the following. To assess the influence of these
effects, two further configurations with a decreased supply pressure of psupply ≈ 4 bar
and psupply ≈ 3.5 bar were investigated. The valve opening time for these configurations
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Table 1. Main parameters of investigated non-parallel starting jet configurations
psupply (bar) ujet (m/s) tp (ms) L/deq (-)

5 51 0.6 9
5 54 1 15
5 57 3 48

4 42 1 11.8
3.5 38 1 10.6

was the same as for the medium stroke ratio, i.e. tp ≈ 1ms. This resulted in decreased
jet velocities and stroke ratios that are also listed in table 1.

As indicated in figure 1, two-dimensional velocity fields were measured by means of
stereoscopic PIV in 13 parallel planes at z = 0,−2, . . . ,−20,−25,−30mm. The gathered
velocity information was then mirrored around the z = 0mm plane as symmetry was
verified by measuring additional planes at z = 6mm and z = 12mm. The resulting PIV
domain had dimensions of X ≈ 100mm, Y ≈ 90mm and Z ≈ 60mm. As indicated in
figure 1, further measurements were also conducted inside the xz symmetry plane.

The measurement domain was filled with DEHS particles of dDEHS ≈ 1µm diameter
with an external seeding generator prior to measurements. However, particles were also
added to the air supply of the PJA as to ensure a sufficient seeding density inside
the starting jets in close outlet proximity. Particle slip due to dynamic forces induced
by periodic oscillations present inside the flow field was expected to be negligible in
accordance with considerations given by Mei (1996).

The cameras had an optical resolution of 2560x2160 px2, and each measurement plane
was divided into square overlapping interrogation areas with an edge length of 24 pixels,
resulting in a spatial resolution of ∆x = ∆y ≈ 0.52mm. With respect to the rising edge
driving the solenoid valve, a dual-pulsed laser was triggered at 60 different time delays,
equidistantly sampling the actuation process with a period of T = 1/fp = 20ms. Thus,
the temporal resolution of PIV measurements was dt ≈ 0.33ms. Further measurements
with an increased temporal resolution of dt ≈ 0.05ms during fluid emission were
performed for an opening duration of tp = 1ms inside the xy symmetry plane to analyse
the early vortex ring evolution process in more detail. The spatial resolution for those
measurements was ∆x = ∆y ≈ 0.75mm. For each configuration, about 70 double images
of the illuminated particles were taken per phase, which resulted in an average standard
deviation of uc,std ≈ 0.11uc on the jet centreline.

The moment when seeding particles first emerged from the nozzle was defined to
be t = 0ms. Essentially quantifying the consumption of compressed air over time, the
non-dimensional formation time t∗ = (tujet)/deq is referred to in this article. Note that
the time instance up to which fluid is nominally emitted is marked by t∗ = L/deq.

2.1.2. Degree of non-parallel flow

Due to the substantial acceleration of fluid mentioned above, over-pressure effects
can be expected to govern the flow configuration. These are associated with highly
non-parallel flow as opposed to starting jets generated with a piston-cylinder apparatus.
In this section, we qualify the specific flow scenario by focusing on relevant properties in
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Figure 2. Pressure and velocity signals close to the centre of jet exit plane for three stroke
ratios; pulse width tp highlighted by shaded area for reference.

the near-outlet region.

The phase-averaged pressure and velocity signals close to the nozzle outlet are shown
in figure 2 over the time of one actuation period where shaded regions indicate durations
equal to the respective valve opening times.
The static pressure was measured using a piezo-resistive pressure transducer with a

sensitivity of S ≈ 0.03mV/Pa and a range of pmax = 0 . . . 6.9 kPa mounted directly
under the nozzle surface at x = −2mm. The time-resolved signals are therefore deemed
representative of the pressure in the jet exit plane. All of the investigated starting jets
are characterised by distinct over-pressure of ∆pnorm = (p− p∞)/(%u2

jet) > 1. An initial
short-duration peak is observed for all configurations whereas a secondary pressure wave
only follows for the two larger stroke ratios. A similar initial peak was also observed by
Krieg & Mohseni (2015) who conducted force measurements on a water jet actuator.
In their experiment, the peak in force was much more distinct when the fluid was
accelerated in an impulsive fashion as opposed to sinusoidal velocity programs, indicating
the significance of a rapid jet initiation. Compared to experiments with a piston-cylinder
apparatus, however, the magnitude of over-pressure is much larger in the current study
as for instance, Krieg & Mohseni (2013) report a non-dimensional over-pressure of only
∆pnorm ≈ 0.2. Therefore, a larger contribution of the over-pressure term (equation 1.4)
to the overall circulation can be expected.

Based on a point measurement with a hot wire anemometry (HWA) probe at
x ≈ 2mm, an impulsive acceleration can be observed in the velocity signals. However, it
is worth noting that this does not necessarily reflect the Lagrangian acceleration of fluid
particles due to the large pressure gradient. The peak velocities are almost constant but
smaller than the nominal jet velocities (table 1). This is mainly due to the calculation
of the latter quantity which is based on a square-wave signal with a constant velocity
high that is limited to the pulse width tp. This is clearly not reflected in the velocity
signal at x ≈ 2mm where a deceleration wave can be observed to follow the starting jet.
The actual duration of fluid ejection is therefore longer than tp, hence a smaller peak
velocity is found for the given mass flow rate.
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Figure 3. Velocity field information close to the outlet for ujet ≈ 54m/s: flow visualisation of
axial velocity distribution in xz symmetry plane at t = 0ms (left), development of streamwise
gradient of lateral velocity component at x/d ≈ 1.5 (centre) and velocity profiles u(y) and v(y)
during jet emission at x/d ≈ 1.5 and t = 0.25ms

In conclusion, the flow is dominated by large over-pressure in the jet exit plane which
causes a rapid acceleration of fluid. In the following, we address the influence of these
boundary conditions on quantities that can be directly related to the early formation
process of vortex rings. Since the pressure and velocity signals are very similar at
the onset of fluid emission for all stroke ratios, only information for one configuration
(L/deq ≈ 15) is provided.

Figure 3 sheds light upon the velocity gradient distributions close to the jet exit plane.
An almost uniform axial velocity distribution is observed at t = 0ms inside the xz

symmetry plane, i.e. along the larger dimension of the outlet (left in figure 3). The flow
visualisation shown for z/d > 0 was achieved by illuminating this plane and recording
roughly 100 images at t = 0ms that were averaged subsequently. Seeding particles were
added to the quiescent ambient fluid but not to the PJA supply, enabling a distinct
separation between the starting jet and surrounding fluid. In agreement with previous
studies of impulsive starting jets, the velocity distribution is characterised by maxima
close to the edges of the nozzle outlet, i.e. at z/d = ±20. Based on the work by Didden
(1979), we expect that these peaks in axial velocity coincide with peaks in ∂w/∂x,
representing a main contributor towards vorticity flux that is related to over-pressure
during jet initiation.

Very large peaks can also be observed in ∂v/∂x, i.e. for the other lateral velocity
component of the starting jets close to the outlet edges (centre in figure 3). They begin
to develop when the fluid ejection starts at t = 0ms, and extrema are reached around
t = 0.15ms. They decrease subsequently but are still very distinct at t = 0.25ms or
t∗ ≈ 4. This roughly corresponds with the pressure rise shown in figure 2, and an increased
circulation flux can be expected for this duration according to equation 1.2. Notably,
this represents a time span that is relatively long compared to the formation process,
equalling the formation number associated with maximum vortex ring circulation for
circular parallel starting jets introduced by Gharib et al. (1998).

Velocity profiles for u and v are shown in the right of figure 3. It is worth noting that
the extrema in transverse velocity v are of a similar magnitude as the axial velocity
at t = 0.25ms, pointing to a significant transverse advection of fluid due to the over-
pressure effect causing a non-zero ∂v/∂x component.

Even though PIV measurements indicate very large velocity gradients close to the
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outlet, it should be noted that these peaks are presumably still underestimated. This is
explained by the size of interrogation areas that exceeds the very narrow potential core
width and therefore contains particles advected with strongly varying velocities. This
becomes apparent for the axial velocity component where a value close to u/ujet = 0.8
can be expected on the centreline as measured with a HWA probe (figure 2) but PIV
measurements only indicate u/ujet ≈ 0.25. The underestimated peak velocity invariably
results in gradients of smaller magnitude close to the centreline. Thus, the vorticity
component ωz = ∂v/∂x− ∂u/∂y is underestimated in this flow region.

This experimental error is typical of PIV measurements in high-gradient flows.
However, it is limited to the region close to the potential core in the current study, i.e. to
nozzle distances of about x 6 6 d or x 6 3mm where other PIV-related shortcomings due
to strong laser light reflections or particle buoyancy cannot be eliminated completely. The
vortex rings studied here are only located in this region for very small non-dimensional
formation times of about t∗ < 5. The main focus point of this article, however, is related
to larger formation time scales as will be presented in the following.

Despite the mentioned insufficiencies concerning the experimental method, highly
non-parallel flow can be attested. This is due to a rapid acceleration that ensues once
the solenoid valve is opened. As a result, the circulation flux is increased and a strong
transverse advection of fluid can be expected.

2.1.3. Computation of finite-time Lyapunov exponent fields

When referring to PIV data in the following, the phase-averaged velocity fields are
regarded. No additional filter was applied to these. Using this database, time- and space-
dependent 3D finite-time Lyapunov exponent (FTLE) fields were computed. This flow
diagnostic has gained considerable prominence in the field of fluid mechanics, enabling
an understanding of transport mechanisms in dynamical systems. Indicating Lagrangian
coherent structures (Haller (2001)), it can help uncover regions with a dominant influence
on the properties of a given flow field. In the current article, material surfaces of
exponential convergence are deduced, pointing to interfaces between vortex rings and
the surrounding fluid and providing a degree of comparability with flow visualisation
experiments. This is based on the fact that certain flow structures attract a greater
amount of dye particles.

To compute three-dimensional FTLE fields, the domain spanned by PIV measurement
planes and their mirrored counterparts was seeded with virtual passive tracer particles
that are advected according to local velocity vectors using a 4th order Runge-Kutta
scheme. The initial distance between these tracers was ∆x = ∆y = ∆z = 0.3mm,
resulting in a structured grid of about 107 points for which the FTLE was obtained.
The advection was computed backward in time and the regarded finite-time interval was
τ = T/2 = 10ms, ensuring particles interacted with a sufficient number of flow features
as to reveal dominant material lines. However, the integration time was reduced for
particles leaving the computation domain prematurely. Temporal interpolation based on
a method introduced by Akima (1970) was applied, yielding time steps of ∆t ≈ 0.06ms
for the FTLE computation. To acquire information regarding local velocity vectors at
respective tracer locations, tricubic interpolation was employed.
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Figure 4. Experimental setup for flow visualisation

2.2. Parallel starting jets generated with piston-cylinder arrangement

Experiments were also conducted inside a water tank to reproduce the parallel flow
condition found in most previous studies. During these flow visualisations, a slot-like
outlet similar to the one of the PJA was used to compare vortex rings produced
by parallel and non-parallel planar starting jets. Furthermore, a circular outlet was
employed to qualify the setup by comparing the results to those previously obtained
by Gharib et al. (1998) and others while a square outlet represented the intermediate case.

Figure 4 shows a schematic depiction of the test rig used for flow visualisations as well
as the dimensions of the three mentioned outlet geometries. Water resting in a brazen
tube was impulsively accelerated by a piston mounted to a PC-controlled electric cylinder.
In order to visualise the respective vortex structures, diluted fluorescein was added to the
fluid through a circumferential slit of w = 0.3mm width roughly ∆s = 30mm upstream
of the nozzle. The dye particles were illuminated inside the respective symmetry planes
of the outlets by means of a continuous-wave laser, and pictures were taken at a sampling
rate of f = 400Hz, capturing the process of vortex ring formation and propagation. The
amount of added dye was controlled by adjusting the mounting height of the fluorescein
reservoir. Since a compact test rig design was desired, the flow was redirected by 90
degrees between cylinder axis and outlet direction. As the subsequent tube was sufficiently
long compared to the outlet dimensions, this had no apparent effect on the generated
vortex rings that were generally symmetric and followed a vertical trajectory. It should
be noted that the camera was rotated so that the propagation direction is from left to
right in the images and movies presented in the following section.
The Reynolds number was kept constant at Re = (dhujet)/ν = 1900 for all of the

outlet geometries. It was based on the hydraulic diameters of the outlets dh and the
nominal jet velocity ujet deduced from the piston velocity and the ratio of tube to outlet
area Apiston/Aout ≈ 6.4. An impulsive velocity program with a piston acceleration of
|du/dt| ≈ 5m/s2 was applied and a rotary encoder was used to monitor the accurate
piston advance.

3. Results

This section is structured as follows: first, we address the structure and motion of vortex
rings associated with non-parallel planar starting jets, comparing them to steady planar
jets and vortex rings produced by parallel starting jets discussed in the literature. Then,
we analyse the vorticity flux and entrainment characteristics to identify characteristic
formation time scales associated with maximum vortex ring circulation. This quantity
is then reassessed by reducing the supply pressure, hence decreasing the degree of non-
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Figure 5. Dominant material lines revealed by FTLE fields in xy symmetry plane for different
stroke ratios

parallel flow for two further configurations. Finally, we discuss flow visualisations of
planar starting jets in a water tank where the effect of over-pressure is negligible.

3.1. Appearance and propagation of vortex rings generated with PJA

Figure 5 shows representative FTLE distributions associated with the vortex rings
inside the symmetry plane at z = 0mm. All three configurations are characterised by
two dominant material surfaces, LCS 1 and 2. The first marks the propagation front of
the jets and reflects the interface between the vortex ring and ambient fluid. It indicates
the regions of locally maximum shear stresses due to high velocity gradients. The trailing
sides of the vortex rings are not closed by this material surface, however. Instead, it
extends inside the vortex ring, mapping the radial entrainment through the leeward
side of the rings. This radial entrainment is enhanced by the second significant material
surface - a horizontal layer on the centreline. The vortex ring generated with the smallest
stroke ratio is clearly smaller in size from a Lagrangian perspective. In particular, the
axial extent is significantly smaller than for the other pulse widths. Comparing the two
larger stroke ratios, vortex rings of similar dimensions are created, indicating that the
stroke ratio only influences the structure of the vortex ring as long as a certain threshold
is not surpassed.

A further qualitative overview of the produced vortex rings is given in figure 6 where 3D
iso-contours in the FTLE distribution are shown for the three stroke ratios at t ≈ 1.33ms.
The respective non-dimensional formation times are indicated in the figure with the stroke
ratio reflecting the nominal duration of jet emission. Hence, the jet emission has stopped
for the small and medium stroke ratio whereas it is still ongoing for L/deq ≈ 48 at the
depicted time instances.

Interestingly, all three vortex rings resemble spheroids characterised by a hole centred
around the vortex core rotational axes. For the smallest stroke ratio L/deq ≈ 9, the
vortex ring undergoes a rapid expansion in y direction whereas the other dimension
appears to be slightly contracted. There is only a very minor trailing structure visible.
Compared to the larger stroke ratios, the streamwise propagation appears to be small
which will be addressed subsequently. When a stroke ratio of L/deq ≈ 15 is applied, the
produced vortex ring is greater in size. The contraction close to the nozzle outlet is also
less distinct, and a circular shape is apparent immediately as the vortex ring propagates
with a greater mean velocity than for the lower stroke ratio. Even though a larger
amount of fluid has been emitted for the greatest stroke ratio, there is no significant
difference in terms of the vortex ring size compared to the medium stroke ratio. The
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Figure 6. FTLE iso-contour of vortex rings associated with three investigated stroke ratios;
slot-like jet outlet shown in the background for reference
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Figure 7. Translational velocity of vortex rings associated with different stroke ratios

distinct layer trailing the vortex ring corresponds to LCS 2 in figure 5 and points to a
convergence of fluid towards the centreline of the jet.

In summary, the qualitative analysis has shown that the structure of all generated
vortex rings is similar. However, the lowest stroke ratio yields a ring of significantly
smaller dimensions while the diameter is almost equal for the other two configurations.
We therefore assume that a characteristic formation time scale for vortex rings studied
here lies in the range L/deq = 9 . . . 15. Before taking this hypothesis up in the next
section, focus will be laid upon other characteristic properties of non-parallel planar
starting jets.

In figure 7, the propagation speed of the vortex rings utransl is shown with reference
to the nominal jet velocity at the outlet. The translational velocity was deduced by
evaluating the location of the jet propagation front on the centreline, marked by a ridge
in the FTLE field, for successive time instances.

For all stroke ratios, a distinct deviation between jet outlet velocity and vortex ring
propagation speed can be noticed with the latter amounting to roughly one third of the
initial velocity for L/deq ≈ 9 and one half for L/deq ≈ 15 and L/deq ≈ 48 at t ≈ 0.33ms.
For the medium stroke ratio, further measurements were conducted with a finer temporal
resolution. Marked by filled symbols, they indicate that the translational velocity close
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to the outlet is utransl ≈ 0.65ujet. Note that the axial velocity at x ≈ 2mm measured
with HWA is 0.8ujet (figure 2).

Interestingly, the propagation speed of the vortex rings is clearly affected during the
ongoing emission of fluid. Both the medium and the highest stroke ratio exhibit vortex
rings whose translational velocities roughly follow a −1/7 power law decay initially.
When the emission stops around t = 1ms for L/deq ≈ 15, the propagation speed drops
abruptly and a t−0.45 power law decay is observed thereafter. A decay of the same order
of magnitude can be observed for the smallest stroke ratio even though the normalised
velocity is much smaller. As for the greatest stroke ratio, no velocity data is available after
the emission process has stopped since the vortex ring has already left the measurement
domain by that time.

In the work of Maxworthy (1972), a −1 power law decay is predicted for vortex rings
generated with circular outlets. However, this was not validated empirically by Dabiri
& Gharib (2004) who reported an exponent of about −1/3. Compared to the latter
value, the rate of velocity decay observed during the diffusive entrainment process in this
study is larger. The discrepancy may be linked with the differences in the experiments,
namely the outlet geometry and the significant over-pressure in the jet exit plane of the
non-parallel jets studied here. It is conceivable that the initial transverse acceleration
is accompanied by a smaller self-induced translational speed as noted by Afanasyev
(2006). In his study of vortex dipoles generated with two-dimensional outlets, a very slow
propagation is reported for small formation times. Once a characteristic startup time is
reached, the vortex dipoles start translating with a larger, almost constant velocity of
utransl ≈ 0.5ujet. A similar increase in velocity cannot be attested in our experiment as the
propagation speed decreases monotonically. However, we also observed that the majority
of jet expansion occurs at very small formation times as will be addressed in the following.

To estimate the spatial spreading rates of the non-parallel starting jets, the half width
in both transverse directions was calculated, i. e. the transverse distance where the mean
axial velocity ū reaches half the mean centreline velocity. The mean value between positive
and negative direction for y1/2 is shown in figure 8 and the positive direction was chosen
for z1/2 - note that the velocity field was assumed symmetric in z direction.

Along the larger dimension of the slot-like outlet (z direction), the half widths do
not exceed the extent of the jet orifice initially with values of z1/2 ≈ 10d found at an
outlet distance of x/d = 40. For jets associated with the larger stroke ratios, an average
expansion with a rate of roughly sz = (dz1/2)/(dx) = 0.12 ensues. Interestingly, the
smallest stroke ratio yields a significantly greater spatial expansion rate of sz ≈ 0.18
initially. Then, an abrupt reduction of the half width by ∆z1/2 ≈ 4d follows before
a decreased spreading rate appears for the remainder of the observation domain. This
behaviour is largely in agreement with the vortex ring revealed by the FTLE field in
figure 6 which appears to be contracted along the z direction at first.

As for the y direction, i. e. along the smaller dimension of the outlet, a rapid expansion
can be observed up to an outlet distance of x/d ≈ 80 with initial spreading rates of
sy ≈ 0.2 for the two smaller stroke ratios and sy ≈ 0.16 for the largest stroke ratio
respectively. Further downstream, a similar development of the half width can be
observed. After reaching a value of about 20d, only a minor expansion of the jet follows.
Finally, spreading rates of sy ≈ 0.11 are found at x/d > 140.

To summarise, the non-parallel starting jets studied here differ from the conventional
steady planar jet in that they do not spread linearly at a constant rate. Instead, a rapid
increase of the half width along the smaller dimension of the outlet can be observed
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Figure 8. Jet half width of non-parallel starting jets for different stroke ratios evaluated in
both transverse directions

which may be caused by the transverse advection of fluid due to over-pressure during jet
initiation. Further downstream, i.e. at larger formation times, a moderate growth rate is
assumed. During both phases, the spreading rate is greater than for steady planar jets
which is reported to be of the order of sy ≈ 0.1, e. g. by Bradbury (1963), Knystautas
(1964) or Gutmark & Wygnanski (1976). This deviation is explained by the high degree
of non-parallel flow characterising the starting jets in the current study.

3.2. Entrainment characteristics and development of vorticity fields

To estimate the entrainment of surrounding fluid, the growth of the vortex rings is
evaluated. Their boundaries are, however, not well defined. Therefore, the reference
frame is changed by superimposing the velocity field with the axial velocity found at the
locations of maximum vorticity. This method was previously used by Dabiri & Gharib
(2004) and Sau & Mahesh (2007). The cross-sections of the resulting vortex bubbles
inside both symmetry planes are displayed in figure 9.
At the first time step, the vortex rings exhibit a transverse extent 40 times the outlet

width. This is consistent with the rapid initial jet spreading rate discussed previously. As
a result, almost spherical vortex ring shapes characterised by thick cores are observed.
Between the first and the second time step, a smaller increase in transversal growth
can be noted in comparison. The smallest vortex ring (L/deq ≈ 9) shows a significant
contraction in longitudinal direction as the respective dimension is only about half the
length of the virtual emitted fluid column.
As indicated in the figure, an ellipsoid fit is used to approximate the volumes of the

three vortex bubbles ΩB. This quantity is compared to the nominal volume of fluid ΩN

that has been emitted over time to derive the entrainment fraction

η(t) = (ΩB −ΩN)/ΩB. (3.1)
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Compared to rings produced by parallel starting jets with typical entrainment fractions
in the range of η = 0.3 . . . 0.4 (Müller & Didden (2004); Dabiri & Gharib (2004)), the
non-parallel starting jets appear to entrain significantly more ambient fluid (figure 10).

The calculated entrainment fractions are of the order of η ≈ 0.90 . . . 0.91 (L/deq ≈ 9)
and η ≈ 0.96 . . . 0.97 (L/deq = 15, 48). In other words, the non-parallel jets entrain an
amount of fluid about 10 or more than 20 times their own volume respectively. This
is about an order of magnitude greater than for parallel starting jets. Considering the
outlet geometry, the most drastic expansion of the vortex bubbles takes place along the
smaller dimension. As indicated in figure 8, the vortex rings are almost axisymmetric
for the two greater stroke ratios. This is reflected by the dimensions of the vortex
bubbles that are of similar order in both transverse directions. Therefore, an almost
uniformly distributed radial entrainment can be expected. It is also apparent that the
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Figure 11. Vorticity fields and velocity field information during initiation of jet emission (top
row) and vortex bubbles at the same time instances (bottom row)

early formation phase of the vortex rings is majorly responsible for this effect.

To investigate the early entrainment mechanisms in more detail, further measurements
with a finer temporal resolution were conducted for the medium stroke ratio. Since the
pressure and velocity information inside the nozzle exit plane were similar for the other
stroke ratios during the initiation of fluid ejection, the results depicted in figure 11 are
transferable to these configurations.
Directly following the onset of fluid ejection (t∗ ≈ 0), vorticity is advected in transverse

direction and a vortex bubble extent of about 30 d is found. For the next depicted time
step (t∗ ≈ 1.5), the developing vortex ring cross-sections are aligned with the outward
directed instantaneous streamlines as the transverse expansion continues. The vortex
ring then continues to absorb vorticity but the growth of the vortex bubble in transverse
direction is small in comparison to preceding time steps. Hence, the largest entrainment
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Figure 12. History of vorticity fields for non-parallel planar starting jets generated with
different stroke ratios

rate can be expected at small formation times up to t∗ ≈ 5, i.e. during the early part
of fluid emission. This corresponds well with the initial pressure rise and the resulting
development of velocity gradients shown in figures 2 and 3. It is worth noting that the
vortex rings are still in close proximity to the outlet for this time span due to their low
translational velocity similar to the experiments performed by Afanasyev (2006).

This contrasts with investigations of compressible vortex rings reported by Arakeri
et al. (2004) where the roll-up process is associated with much larger time scales than
the initial pressure peak. It is therefore conceivable that the extent of non-parallel flow
has a more distinct influence on the vortex ring formation in the current study.

Next, we evaluate the subsequent vorticity fields generated with the three stroke ratios
(figure 12).

For the first displayed time step, the entire vorticity is located inside the vortex ring
for all configurations. This is significant because the formation time scale introduced by
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Gharib et al. (1998) is surpassed at that stage. Fluid is still emitted for all cases but
no trailing jet structure is observed. During the second time step, the fluid ejection is
only ongoing for the largest stroke ratio. It is interesting to note that small amounts
of fluid are apparently detrained from the rear stagnation point for the smaller stroke
ratios as minor trailing jets begin to develop. This process continues subsequently as the
circulation of the vortex ring decreases. As for the largest stroke ratio, a trailing jet is
formed already during jet emission and there is a distinct interaction between this flow
feature and the vortex ring, causing the latter to become distinctly distorted by the last
depicted time step.
Notably, once a trailing jet occurs, there is no clear separation between this jet and the

vortex ring for any of the investigated stroke ratios, i.e. no pinch-off is observed as for
circular or elliptic starting jets reported by Gharib et al. (1998) and O’Farrell & Dabiri
(2014) respectively. This was ascertained previously by Pedrizzetti et al. (2010) and
Afanasyev (2006), studying vortex dipoles generated by planar starting jets. However, the
nature of the interaction between trailing jet and vortex ring appears to be fundamentally
different in the current study as the entire vorticity is absorbed by vortex rings initially
before being detrained into a trailing jet. In previous studies of rectangular starting flows,
it is the trailing jet that feeds the vortex ring during their interaction. We discuss this
interesting observation in more detail below.

3.3. Development of circulation for L/deq ≈ 15

In the following, we focus on the time-resolved generation of circulation for the medium
stroke ratio L/deq ≈ 15 (figure 13). Similar characteristics can be expected for the
smallest stroke ratio based on the vorticity contour fields shown in figure 12, whereas
a strong distortion occurs for the largest stroke ratio, complicating a clear distinction
between flow structures, namely the leading vortex ring and the trailing jet.

The circulation was obtained by integrating the vorticity field for the upper half plane
where y/d > 0 and inside the boundaries of a reasonable contour level which was defined
to be ωz,thresh = 200 s−1. In the presence of a trailing jet structure, the vorticity associated
with the vortex ring and the trailing jet were not readily separable. As an intuitive
measure, the defining ridge in the FTLE distribution was therefore used and extended
on the trailing side to define the integration domain. Thus, the total induced circulation
can be compared to the circulation associated with the vortex ring. The slug model
prediction for the total circulation Γsm = 1

2 tpu
2
jet is highlighted by a red dashed line in

figure 13.
The measured circulation is proportional to the formation time t∗, and a maximum

of Γ/(ujetdeq) ≈ 8.6 is reached around t∗ ≈ 20, i.e. after the nominal end of the jet
emission at t∗ = L/deq ≈ 15. This is consistent with velocity measurements shown in
figure 2, indicating a decreasing axial velocity after this time instance. Note that the total
circulation predicted by the slug model Γsm/(ujetdeq) ≈ 7.6 is exceeded by about 13%.
This is explained by the non-parallel flow condition enhancing the vorticity flux. However,
a rapid increase in circulation can be expected for small formation times based on pressure
measurements where an initial peak of large magnitude observed (figure 2). This is not
reflected in PIV data that indicate a relatively small rate of change of circulation for
t∗ < 3. There are two explanations. First, the axial jet velocity determining the vorticity
flux is zero for t∗ ≈ 0 and only reaches a maximum after an initial acceleration phase.
Second, and perhaps more importantly, the measured vorticity is underestimated as
explained in section 2.1.2 and also observed in the vorticity fields for small formation
times shown in figure 11. The corresponding region characterised by a smaller circulation
flux is highlighted by a shaded background in figure 13. This experimental limitation does
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not affect our main conclusions found at larger formation times where the majority of
vorticity is in greater distance to the outlet and the circulation predicted by the slug
model is surpassed.

Initially, the entire vorticity is found inside the leading vortex ring indicated by
almost equal values for the circulation of the entire starting jet (open symbols) and the
vortex ring (closed symbols). This is in agreement with vorticity contour maps where no
trailing jet is observed at that stage (figure 12). Around a non-dimensional formation
time of t∗ ≈ 12 (grey vertical), no further increase of the vortex ring circulation can be
noted although fluid is still emitted. Instead, the vortex ring circulation stagnates before
decreasing for the remainder of the observation time. Contrarily, the entire circulation
remains at an almost constant level. This suggests that vorticity of the vortex ring is
indeed continuously fed into a trailing jet as indicated in figure 12. This is in strong
contrast to steady vortex rings studied by Gharib et al. (1998) that exhibit almost
constant circulation levels after pinch-off.

3.4. Influence of over-pressure effects

In the following, we examine the hypothesis that the specific behaviour discussed in
the previous section is related to the degree of non-parallel flow driven by over-pressure
in the nozzle exit plane. For this purpose, two further starting jet configurations were
investigated where the supply pressure was varied at a fixed valve opening time of tp =
1ms, the same as for the medium stroke ratio of L/deq ≈ 15. As a result, the jet velocity,
stroke ratio and maxima in the pressure signal decreased (figure 14).

Recall that the normalised over-pressure maximum for the medium stroke ratio case
so far was ∆pnorm ≈ 1.2 (see figure 2). In contrast, the initial peak for the further
configurations is significantly decreased to ∆pnorm ≈ 0.1 and ∆pnorm ≈ 0.06 respectively.
As a result, the over-pressure term contributing to the circulation generation (equation
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1.4) decreases.

Analogous to the analysis in the previous section, the circulation was computed for
these two configurations, see figure 15.
The qualitative behaviour is very similar to that of starting jets associated with larger

over-pressure as the vortex ring incorporates the entire circulation initially and sheds a
trailing jet by detraining excessive vorticity after a maximum is reached. Crucially, the
measured circulation maximum is only 8% larger and on the order of the value predicted
by the slug model for a reduced pressure peak of ∆pnorm,max ≈ 0.1 and ∆pnorm,max ≈
0.06 respectively. Recall that the circulation for the largest supply pressure was under-
predicted by 13%. This is in line with considerations given by Krueger (2005), arguing
that an increased magnitude in over-pressure extends the underprediction by the slug
model.
Furthermore, the formation time corresponding to the initiation of a trailing jet is

systematically decreased as values of t∗ ≈ 10 and t∗ ≈ 8 are found for ∆pnorm ≈ 0.1
and ∆pnorm ≈ 0.06 respectively. As the characteristic formation time was of the order
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Figure 16. Left: Vortex ring with small oblate perturbation (based on depiction by Pozrikidis
(1986)); right: FTLE iso-surface of vortex ring generated with non-parallel planar starting jet
at L/deq ≈ 15

of t∗ ≈ 12 for the case of the largest over-pressure peak, the degree of non-parallel flow
appears to have a significant influence on the maximum circulation the vortex rings can
absorb.

In establishing a formation number for circular parallel starting jets, Gharib et al.
(1998) reference the stability analysis conducted by Pozrikidis (1986) supporting their
finding that excessive vorticity is detrained from the rear stagnation point of the
vortex ring. As a consequence, it remains axis-touching or returns to a steady axis-
touching state. Clearly, this mechanism is not applicable to the vortex rings resulting
from non-parallel starting jets studied here. They may be axis-touching during the
initial formation stage but the vorticity peaks subsequently move apart due to a rapid
transverse expansion and an ongoing interaction with a trailing jet (figure 12). The
resulting vortex shape resembles a flatter spheroid with a hole, an appearance also
observed by Pozrikidis (1986) - and also by Moffatt & Moore (1978) - when the vortex
ring is subjected to axisymmetric oblate perturbations. For this case, excessive vorticity
is also accumulated in a ’vortex tail’. This is in remarkable agreement with the vortex
ring shapes observed in this study (figure 16). We therefore assume that the transverse
acceleration of fluid, i.e. non-parallel flow, induces oblate perturbations whereas parallel
or weakly non-parallel flow studied previously forces the vortex ring to become a prolate
spheroid.

Given the larger diameter of the oblate vortex rings that is increased due to the
lateral growth caused by over-pressure, the impulse I = I(r2) is larger than for prolate
vortex rings. In addition, the circulation is increased compared to vortex rings generated
with parallel starting jets as addressed previously. This suggests that the dimensionless
energy α (equation 1.3) is smaller in comparison as the product of circulation and
impulse Γ 3/2I1/2 is increased to a greater extent than the kinetic energy E = E(r). This
estimation is supported by models for the invariants of motion for non-parallel starting
jets supplied by Krieg & Mohseni (2013).

The non-dimensional energies of the studied vortex rings generated with varied sup-
ply pressure are shown in figure 17. The invariants of motion were obtained by area
integration inside the xy symmetry plane based on phase-locked PIV measurements:
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During the initial formation process, the non-dimensional energy drops as thicker
vortex ring cores are rapidly generated. Slightly preceding the respective moments where
maximum circulation is reached, the energy falls below the limiting value of αlim = 0.33
reported by Gharib et al. (1998) around a formation time of t∗ ≈ 5. Subsequently, minima
in vortex ring energy are reached. The configuration of largest over-pressure yields the
smallest vortex ring energy of α ≈ 0.15, i.e. the thickest ring core. In comparison, slightly
larger minimum energies of α ≈ 0.16 and α ≈ 0.17 are found for the other configurations.
While these differences are relatively small, it is important to note that there is a clear
tendency as vortex ring energies increase with reduced peaks in over-pressure. In other
words, a larger over-pressure level yields a thicker vortex ring core. It should be noted
that the limiting member of the Norbury-Fraenkel family of vortex rings is characterised
by a non-dimensional energy of α ≈ 0.16. All configurations reach values of this order
before starting to increase, indicating that this is in fact the limiting energy applicable
to the current setup. However, no constant value is assumed afterwards as was observed
for the steady vortex rings investigated by Gharib et al. (1998). This may be due to an
ongoing interaction between the vortex ring and the trailing jet.

Overall, the degree of non-parallel flow associated with a varied magnitude in over-
pressure has a systematic effect on vortex ring properties. First, the circulation flux
is enhanced. Second, the moment when vortex rings start to shed vorticity is shifted
to larger formation times which results in larger circulation maxima when the supply
pressure is increased. And third, while vortex rings studied here have similar minimum
non-dimensional energies, there is a trend in that greater over-pressure causes vortex
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Figure 18. Flow visualisation of vortex rings generated with different outlet geometries; centre
column shows vortex structures associated with characteristic formation time scale (Gharib et al.
(1998)) yielding a vortex ring of maximum size without trailing jet whereas stroke ratio was set
to lower and higher values for the pictures shown in left and right column respectively

rings with thicker cores.

3.5. Parallel planar starting jets

Finally, we shall validate that the effects discussed above are indeed caused by
non-parallel flow and not by the specific outlet geometry that also differs from those
usually studied in the literature. Using the experimental apparatus shown in figure 4,
vortex rings were generated by emitting fluid columns in an impulsive fashion through
outlets of different geometries into a water tank. Generating parallel starting jets, this
setup was comparable to the ones used by Gharib et al. (1998) and others. The length
of the fluid column was varied by changing the travel length of the cylinder, resulting
in a large number of investigated stroke ratios. Figure 18 shows a selection of images
that are relevant to the purpose of this discussion. Movies of the flow visualisations are
provided with the supplementary material. Movie 1 contains recordings for the circular,
movie 2 for the square and movie 3 for the slot-like outlet.

As for the circular starting jet, an individual vortex ring can be observed at small
stroke ratios, e.g. L/d = 1. When increasing the stroke ratio, larger vortex rings are
produced and the limiting case, i. e. the formation number, is in the region of L/d = 3.8
in our experiment. Hence, the results obtained with the current experiment are in good
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agreement with the formation number for parallel circular starting jets L/d ≈ 3.6 . . . 4.5
established by Gharib et al. (1998).
Studying parallel starting jets emitted from a square orifice, small stroke ratios again

result in individual vortex rings. The formation number for this scenario L/deq ≈ 3.2 is
slightly smaller than for the circular outlet. Furthermore, the vortex rings appear to be
less stable and a sooner breakdown can be observed (movie 2).

The planar starting jets shown in the third row in figure 18 exhibit a comparable
behaviour as the other parallel jets when the stroke ratio is varied. In contrast to
the non-parallel starting jets addressed above, however, no circular vortex ring is
produced. Instead, two parallel vortex tubes can be seen in movie 4 provided with the
supplementary material showing the vortex dipoles generated with a stroke ratio of
L/deq ≈ 1.9 travel through the illuminated cross section at x = 20mm highlighted in
figure 18. This is in agreement with other studies of parallel planar starting jets, e.g. by
Afanasyev (2006) or Das et al. (2013). Accordingly, the transverse dimension of vortex
dipoles is only four to five times the outlet width whereas a diameter of 40 d was observed
for the vortex rings associated with non-parallel starting jets. The vortex tubes in our
experiment reach a maximum diameter for L/deq ≈ 1.9, i.e. half the value found for the
circular outlet. This can be explained by the fact that the outlet width decreases for
greater outlet aspect ratios at a given equivalent diameter deq. As the vortex dimension is
proportional to the outlet width for parallel jets, this leads to a smaller formation number.

To summarise, the flow visualisations indicate that the specific behaviour observed for
the vortex rings generated with pressurised air is indeed linked with the non-parallel flow
condition and not with the slit-shaped outlet geometry.

4. Conclusions

The focus point of this study were starting jets generated with a device typically
employed in AFC applications, ejecting defined amounts of compressed air as a me-
chanical valve is periodically opened for relatively small pulse durations. This specific
flow configuration is characterised by two major differences compared to starting jets
addressed in the majority of previous studies. First, the outlet geometry is not circular but
slit-shaped and has an aspect ratio of l/d = 40. Second, the non-dimensional over-pressure
during jet initiation is about an order of magnitude larger than for starting jets produced
with a classical piston-cylinder setup reported by Krieg & Mohseni (2013) for instance.
Therefore, the influence of over-pressure during the early vortex ring formation phase is
much more distinct in the current study, initiating a strong transverse acceleration of
fluid, i.e. highly non-parallel flow.

Two major objectives were addressed in investigating this flow: (1) reveal the properties
relevant to AFC applications and compare them to previous studies of starting flows, (2)
examine the hypothesis that the concept of a universal formation time scale applicable
to parallel circular starting jets introduced by Gharib et al. (1998) can be extended to
this particular flow configuration.

A significant transverse advection of fluid was observed close to the jet outlet. This
was reflected in initial spreading rates up to sy ≈ 0.2 along the smaller dimension of
the outlet, i.e. about twice the value for steady planar jets reported by Bradbury (1963)
or Gutmark & Wygnanski (1976). Given these large spreading rates, almost spherical
vortex rings with a diameter about 40 times the slot width were found despite the high-
aspect ratio outlet geometry. This is explained by an enhanced vorticity flux previously
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observed for impulsively initiated starting jets, e.g. by Didden (1979) or Krieg & Mohseni
(2013) and is directly relatable to over-pressure inside the jet exit plane associated with
the rapid acceleration of fluid as noted by Krueger (2005). In the current study, the over-
pressure occurs for a long duration relative to the formation process of up to t∗ ≈ 5. The
produced vortex rings are located close to the outlet for this duration, directly absorbing
the enhanced vorticity flux which leads to a very large expansion of vortex rings for small
formation times. This contrasts with experiments of compressible vortex rings generated
with an open shock tube performed by Arakeri et al. (2004) where a similar over-pressure
peak occurs but in that case, it is associated with much smaller time scales than the vortex
sheet roll-up process. In the current study, the propagation during the initial pressure rise
is smaller which may be ascribed to the outlet geometry as similar observations regarding
the competing effects of expansion and translation were made by Afanasyev (2006), also
studying two-dimensional starting jets. However, the over-pressure in his experiment was
assumedly negligible. Hence, only a roll-up of parallel vortex tubes was observed, agreeing
well with flow visualisations inside a water tank conducted in the current study where a
transverse dimension of vortex dipoles less than 5 outlet widths is noted.

The rapid expansion is associated with very large entrainment rates up to η ≈ 0.97,
indicating that the starting jets are capable of entraining an amount of fluid about 20
times their own volume. Typical entrainment rates for parallel starting jets, on the other
hand, are in the range η = 0.3 . . . 0.4 (Dabiri & Gharib (2004)).

Considerable proof has also been presented that the applied over-pressure has a drastic
effect on characteristic time scales applicable to the starting jets in the current article.
Vortex rings were shown to gather circulation beyond the universal formation time t∗ ≈
4 introduced by Gharib et al. (1998). Depending on the magnitude of over-pressure,
circulation was accumulated inside the leading vortex ring up to t∗ ≈ 8 (∆pnorm,max ≈
0.06) or even t∗ ≈ 12 (∆pnorm,max ≈ 1.2). Considering that the circulation flux was
also increased by the extent of over-pressure, larger maxima in normalised vortex ring
circulation were observed when the supply pressure was increased. Thus, the circulation
predicted by the slug model was exceeded by as much as 13%.

In contrast to previous studies of circular or elliptic starting jets reported by Gharib
et al. (1998) and O’Farrell & Dabiri (2014), no clear separation between the leading
vortex ring and a trailing jet was observed. This is consistent with investigations of
two-dimensional starting jets summarised by Pedrizzetti et al. (2010). Afanasyev (2006)
observed that an ongoing interaction between the trailing jet and the vortex ring causes
the latter to absorb vorticity beyond the characteristic formation time of t∗ ≈ 4. However,
a fundamentally different mechanism was noted in the current study as a trailing jet only
developed after a pressure-dependent maximum in vortex ring circulation was achieved.
This is enabled by a persistent shedding of vorticity as the vortex ring reaches states
of ever thinner cores. We attribute this to an overshoot in vortex ring energy, roughly
coinciding with the time instance of maximum circulation. Here, an energy close to or
even below the characteristic value of α ≈ 0.16 attributed to Hill’s spherical vortex was
measured. While the differences in non-dimensional energy were relatively small when
the magnitude in over-pressure was varied, we still observed a tendency of larger over-
pressure yielding a thicker vortex ring core. Following this overshoot in non-dimensional
energy, vorticity is detrained. It is worth noting that this was also observed by Moffatt &
Moore (1978) and Pozrikidis (1986), investigating perturbations applied to Hill’s spherical
vortex. The current work may therefore in some ways be seen as the experimental
pendant to previous stability analyses. Furthermore, Gharib et al. (1998) reported a
similar overshoot. However, this was not explicitely achieved by the magnitude in over-
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pressure but by the merging of two vortex rings. Then, a larger vortex ring develops before
shedding vorticity and reaching a stable state associated with a limiting non-dimensional
energy of αlim ≈ 0.33 that was specific to their apparatus. Such a constant energy level
was not observed in the current study as the vortex ring energy continuously increased
inside the observation domain. This may be explained by the absence of a pinch-off and
the unsteady character of interaction between vortex ring and trailing jet.
Therefore, the concept of a characteristic formation number introduced by Gharib

et al. (1998) cannot be extended to the specific flow configuration investigated in the
current article. No pinch-off between vortex ring and trailing jet is observed, and the
formation time associated with maximum circulation can be changed by varied boundary
conditions, namely the magnitude of over-pressure.

Nonetheless, our findings have some implications for AFC applications where vortex
rings are generated with a method similar to the one used in this study.
First, the knowledge regarding the reported formation mechanisms enables an efficiency

optimisation. Considering that the mixing effectivity is mainly determined by the leading
vortex ring associated with a starting jet, the pulse width for a given outlet velocity can
be adjusted so that this structure is exclusively generated. Beyond a certain pulse width,
a trailing structure is not only indirectly formed by vorticity shed from the vortex ring
but directly from ejected fluid not absorbed by the vortex ring. This was observed for
the largest investigated stroke ratio of L/deq ≈ 48. The trailing jet is expected to have
properties similar to steady jets with shear rates well below those inside the vortex ring
(Choutapalli et al. (2009)). Thus, jet modulation with the pressure-dependent optimal
pulse width can help to reduce the mass flow consumption.

Second, the degree of non-parallel flow was shown to correlate with the circulation
of vortex rings. An enhancement of this quantity is typically desired in AFC applica-
tions. Hence, a pressure increase may be recommended. However, the supply pressure
is usually limited in technical applications. Therefore, future studies must address the
proportionality between over-pressure and entrainment of ambient fluid in more detail.
In this regard, it is of particular interest if the increase in mixing rate is continuous or if
it is suddenly enhanced when a vortex ring of different shape, i.e. with an oblate form,
is produced beyond a certain magnitude of over-pressure.

Furthermore, it was shown that the early vortex ring formation phase of t∗ < 5 is
majorly responsible for the rapid jet expansion. This phase should be addressed in more
detail in future numerical investigations as it was affected by experimental shortcomings
in the current study due to the small outlet dimensions typical of AFC devices.
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The interaction between starting jets and a steady crossflow with a zero-pressure-
gradient, turbulent boundary layer is studied based on phase-locked particle image ve-
locimetry measurements. A device typically used in flow control applications is employed
as jets of compressed air are periodically emitted through a rectangular high-aspect ratio
outlet. In the absence of a crossflow, this particular flow is characterised by thick-cored
vortex rings. Investigating different velocity ratios between starting jets and crossflow
within the interval r = ujet/U∞ = 2.4 . . . 11, we identify two regimes of different flow
structure appearance, transferring the classification map applicable to parallel circular
starting jets in crossflow established by Sau & Mahesh (2008). At r < 4, the vorticity
associated with the upstream part of the starting jet is cancelled by the crossflow
boundary layer. Hairpin vortices are observed. At r > 4, the starting jets penetrate
through the boundary layer, and vortex rings are generated. They are asymmetric in
shape as the windward vortex ring core is thinner due to the interaction with the
crossflow. As the limiting case of zero crossflow (r →∞) is approached, the asymmetry
decreases, and the formation time correspondent to maximum vortex ring circulation
converges to the characteristic value of t∗ ≈ 12 recently determined for this type of non-
parallel planar starting jets when emitted into quiescent surroundings (Steinfurth & Weiss
(2020b)). The findings presented in the current article can promote the sophisticated
selection of actuation parameters in active mixing and separation control.

1. Introduction

The jet in crossflow (JICF), or transverse jet, is a canonical flow configuration relevant
to different branches of science. A short, and incomplete, list includes meteorology (vol-
canic eruptions), biology (locomotion of aquatic animals) and medicine (vein catheters).
Largely thanks to the seminal work of Fric & Roshko (1994), the topology of this flow in
its steady, incompressible configuration is well known, and extensive reviews for various
boundary conditions are provided by Mahesh (2013) and Karagozian (2014).

Enabling the mixing of fluids within short temporal and spatial scales, JsICF are
also employed in technical applications. In contrast to steady JsICF, imposing a time-
dependent jet velocity is typically the more effective and efficient approach to produce
a pronounced turbulent mixing layer associated with an enhanced momentum transfer.
Hence, unsteady JsICF were found to have beneficial effects in the fields of active
separation control as summarised by Greenblatt & Wygnanski (2000), combustion
(Vermeulen et al. (1987)) and film cooling (Ekkad et al. (2006), Coulthard et al. (2006)).
The advantage over their steady counterparts can be attributed to two effects: (1) an
enhanced mixing with the crossflow, i.e. increased diffusive and convective entrainment

† Email address for correspondence: ben.steinfurth@tu-berlin.de
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rates, (2) a larger affected flow region due to greater spreading rates.

The specific vorticity distribution associated with such unsteady jets is governed by
the applied velocity program. While jet characteristics can be altered effectively through
sinusoidal forcing as reported by Paschereit et al. (1995), Muldoon & Acharya (2010) or
Coussement et al. (2012), the velocity signal is often characterised by a rapid acceleration
of finite amounts of fluid that are at rest initially. The transient motion of these starting,
or fully pulsed, jets leads to the generation of large-scale primary vortex rings that are
mainly responsible for the desired effects mentioned above. Among others, this is noted
by Chang & Vakili (1995) who also report that both mixing and spreading associated
with vortex rings in a uniform crossflow strongly depend on the pulsation frequency
as discrete vortex rings produced with low frequencies penetrate much deeper into the
crossflow than vortex rings generated with higher frequencies or steady JsICF. This
notion is taken up by Hermanson et al. (1998) and Johari et al. (1999), adding the pulse
width as the second relevant parameter determining the effectivity of starting JsICF. For
a given jet velocity, this quantity is directly correlated with the amount of ejected fluid.
Hence, compact individual vortex rings are generated for small pulse widths whereas
trailing puffs similar to those observed in steady JsICF are created when this parameter
is increased. In terms of the penetration depth, the latter scenario is only accompanied
by a moderate enhancement compared to steady jets whereas an increase by a factor of
five is observed by Johari et al. (1999) for smaller pulse durations. These conclusions are
verified by Eroglu & Breidenthal (2001) and M’Closkey et al. (2002) while also shedding
further light on the interaction between successively generated vortex structures.

Quite remarkably, similar observations regarding the influence of the amount of ejected
fluid on the appearance of vortex rings were made around the same time for starting jets
emitted into quiescent surroundings, i.e. in the absence of a crossflow as Gharib et al.
(1998) introduced the well-known concept of a universal formation time. Using a generic
experimental setup where fluid is accelerated by means of a piston-cylinder apparatus,
they noted that the starting jet structure is related to the stroke ratio L/d, i.e. the
ratio between travel length of the piston L and the diameter of the circular pipe outlet
d. Being a measure for the mass flow consumption per starting jet, they report that a
characteristic value of L/d ≈ 4, the formation number, divides two regimes of vortex
ring appearance. For amounts of ejected fluid corresponding to stroke ratios smaller
than the formation number, individual vortex rings are generated with their size, and
circulation, proportional to the stroke ratio. The maximum vortex ring circulation is
reached around the formation number, and a trailing jet of fluid not accumulated by
the vortex ring is formed beyond that value. It has later been shown that this formation
time scale is indeed universal across different experimental conditions, for instance by
Rosenfeld et al. (1998), Dabiri & Gharib (2004), Krueger et al. (2006), Sau & Mahesh
(2007) and O’Farrell & Dabiri (2014).

In an attempt to extend the concept of a formation number to starting JsICF,
Johari (2006) introduces a classification map that is spanned by the stroke ratio L/d
and the duty cycle λ, i.e. the pulse width relative to the pulsation period. Based on
the experimental studies regarding starting JsICF mentioned above, he postulates that
distinct vortex rings are observed for L/d 6 4. At larger stroke ratios of L/d ≈ 4 . . . 20,
a vortex ring or puff followed by a trailing jet structure is noted while multiple turbulent
puffs are generated at even larger stroke ratios. In addition to the stroke ratio, the
structure of vortices is also influenced by the duty cycle since this quantity defines the
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separation time between successive pulses, and strong interactions are observed for large
λ, leading to a quasi-steady jet character.

Considering individual vortex rings, i.e. assuming duty cycles sufficiently small to
preclude an interaction between successively generated flow structures, Sau & Mahesh
(2008) perform direct numerical simulations of starting JsICF. They note that the stroke
ratio marking the transition between an individual vortex ring and a maximum-size
vortex ring followed by a trailing jet is in fact dependent on the velocity ratio between
jet and crossflow r = ujet/U∞, justifying the addition of a further dimension to the
classification map introduced by Johari (2006). The velocity ratio of starting jets emitted
into still ambience is considered r → ∞ with a formation number corresponding to
L/d ≈ 4. For decreasing velocity ratios, ever smaller characteristic formation time
scales are noted. In other words, the amount of fluid accumulated inside the vortex ring
decreases, and a trailing jet of excessive vorticity emerges. In the presence of this jet,
the vortex ring tilts downstream whereas an upstream tilt is found for solitary vortex
rings in agreement with experiments conducted by Chang & Vakili (1995) and Bidan &
Nikitopoulos (2013). According to Sau & Mahesh (2008), the tilt mechanism is due to
Kutta lift, or the Magnus effect, which is subsequently called into question by Lim et al.
(2008) suggesting an alteration of the vortex core vorticity distribution as an alternative
explanation.

From a flow control perspective, the knowledge regarding a time scale yielding max-
imum vortex ring circulation is of major interest. Assuming that the control authority
is mainly determined by the primary vortex ring, starting jets may be modulated to
exclusively generate this flow structure, thereby enhancing the efficiency. Investigating
starting jets ejected into still surroundings by means of a pulsed jet actuator (PJA),
recent experiments by Steinfurth & Weiss (2020b) show that conclusions drawn from
previous fundamental studies cannot be directly transferred to PJA-generated starting
jets often used in active flow control (AFC). Specifically, their expansion and entrainment
rates are much larger as vortex rings with extremely thick cores are generated. This not
only contrasts with starting jets investigated in generic experiments but also with other
AFC methods such as synthetic JsICF addressed by Gordon et al. (2004) or Milanovic &
Zaman (2005). Two major differences are responsible for the specific properties of PJA-
generated starting jets. First, the velocity program exhibits a more rapid acceleration that
is associated with a distinct over-pressure peak inside the jet exit plane. As previously
noted by Krueger (2005), this over-pressure is relatable to axial gradients of the transverse
velocity component ∂v/∂x in the outlet plane. As a consequence, the vorticity flux ejected
through this plane

Ω =
1

2
u20 +

∞∫

0

u
∂v

∂x
dy (1.1)

is increased. Note that u and v are the axial and the lateral jet velocity components
along the x and y direction respectively; the subscript 0 denotes the centreline velocity.
Neglecting vorticity diffusion across the outlet plane, Ω is equal to the rate of change of
circulation associated with the starting jet according to Didden (1979). For non-parallel
starting jets characterised by a non-zero transverse velocity component during jet
initiation, a short-term offset occurs, and the total circulation is larger than for starting
jets usually studied in generic experiments. In the latter cases, a parallel flow assumption
is justified and the second term on the right-hand side in equation 1.1 vanishes which
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amounts to the so-called slug model commonly used to predict the circulation associated
with parallel starting jets. Although a slight degree of non-parallel flow has been observed
in previous experiments, e.g. by Didden (1979) or Krieg & Mohseni (2013), the peak in
normalised over-pressure is about an order of magnitude larger in the case of the PJA
device. As a result, the transverse advection close to the outlet is much more distinct, and
thick-cored vortex rings associated with non-dimensional energies similar to that of Hill’s
spherical vortex, the limiting member of the family of steady vortex rings introduced by
Norbury (1973), are generated. The extreme vortex ring core thickness coincides with
high circulation levels that are reached as the vortex rings continue to absorb circulation
well beyond the characteristic formation time scale established by Gharib et al. (1998).
This is assumedly enabled by the second major difference compared to generic studies.
In the case of PJAs, jets are emitted through rectangular, large-ascpect ratio orifices. For
such flows, it was previously observed by Afanasyev (2006) that the initial propagation
speed is much smaller than for commonly investigated circular starting jets. Hence,
vortex rings are located in close outlet proximity where they accumulate the ejected
vorticity for a longer duration (Steinfurth & Weiss (2020b)).

Our recent article enables a deeper understanding regarding the flow physics of non-
parallel starting jets commonly employed in AFC applications. However, it is limited to
the scenario where jets are ejected into still ambience. The motivation of the present effort
stems from the fact that in many cases, these jets interact with a crossflow, especially
in the fields of active mixing and separation control. The main objective is therefore to
identify the influence of a crossflow on the vorticity production with particular focus on
the characteristic development of flow structures subject to a varied velocity ratio. The
analysis is mainly based on phase-locked particle image velocimetry (PIV) measurements
that are also employed to shed some light on the three-dimensional evolution of flow
structures as a volumetric reconstruction based on multiple measurement planes is
performed.

2. Specific flow configuration of non-parallel planar starting jets

As touched upon above, pulsed jet actuators (PJAs) can be employed as a means
of vortex ring generation, rendering them attractive for active flow control (AFC)
applications. The device used in this study consists of a fast-switching solenoid valve
and a downstream nozzle (figure 1).

The solenoid valve allows for an adjustable periodic interception of the supplied
compressed air that is then fed through the nozzle where the initially circular cross
section is converted into an elongated slit with a length of l = 20 mm and a width
of d = 0.5 mm. The nozzle area ratio between inlet and outlet is Ain/Aout ≈ 1.1. Its
internal geometry is characterised by backward facing steps that are required to force
a strong deflection of streamlines. Further downstream, the geometry expands with
two merging cubic polynomials along the larger slit dimension and contracts according
to a fifth-order polynomial in the other direction. The final part upstream of the exit
plane has a constant cross section. A detailed documentation of the flow characteristics
in the near-outlet region is provided by Steinfurth & Weiss (2020b). Most notably,
we measured distinct peaks both in the axial velocity component and in ∂v/∂x close
to the outlet lips, the latter of which represents a manifestation of non-parallel flow,
contributing to an enhanced vorticity flux (equation 1.1). This is in accordance with
experiments conducted by Didden (1979) and can be related to over-pressure inside the
jet exit plane associated with a rapid acceleration during the initiation of fluid emission
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Figure 1. Pulsed jet actuator for generation of non-parallel planar starting jets; velocity
signal close to the outlet shown in the left where shaded area represents valve opening time

Table 1. Main parameters of investigated non-parallel starting jets
ujet (m/s) tp (ms) L/deq (-) fp (Hz) λ (-)

54 1 15 50 0.05

according to Krueger (2005). In the case of the PJA, the acceleration of fluid particles
ensues once the mechanical valve opens, and its magnitude depends on the gradient
force that is linked with the supply pressure. Crucially, the supply pressure required to
achieve a given jet velocity in turn depends on various actuation parameters, especially
on the nozzle geometry, the duty cycle and the pulse width. Changing these parameters
therefore has an effect on the initial acceleration of fluid, resulting in a different degree of
non-parallel flow. As the specific influence of these parameters is yet unknown, only one
starting jet configuration with fixed parameters is addressed here (table 1). The jet with
a velocity of ujet ≈ 54 m/s is emitted for a nominal pulse duration of tp = 1 ms which
yields a virtually emitted fluid column of length L = ujettp = 54 mm. In the absence
of a circular outlet, we use the equivalent diameter deq ≈ 3.57 mm as the characteristic
length scale. This value represents the diameter of a circle with the same area as the
PJA outlet, a definition found to be adequate in previous studies of non-circular starting
jets by Hussain & Husain (1989) and O’Farrell & Dabiri (2014). The resulting equivalent
stroke ratio was L/deq ≈ 15. The separation time between successive pulses was chosen
so that no interaction occurs as flow structures associated with the preceding starting
jet are convected sufficiently far downstream. For practical reasons, namely the use
of phase-averaging, starting jets were still generated in a periodic manner at a pulse
frequency of fp = 50 Hz. The resulting duty cycle was λ= tp/f

−1
p = 0.05.

Figure 2 shows the pressure signal inside the jet exit plane for the investigated param-
eter combination. A short-duration peak with a normalised over-pressure of ∆pnorm =
(p − p∞)/(%u2jet) ≈ 1.2 occurs around t ≈ 0.3 ms where t = 0 ms marks the beginning
of fluid ejection. Here, p is the pressure measured with a piezo-resistive transducer
approximately 1 mm upstream of the outlet, p∞ is the stagnation pressure in sufficient
distance to the outlet, and % is the jet mass density. Note that secondary peaks subsequent
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Figure 2. Left: time-dependent pressure signal inside the jet exit plane; right: evolution of
velocity gradients corresponding to increase of vorticity flux due to over-pressure; based on
depictions by Steinfurth & Weiss (2020b)

to the jet emission phase are assumedly due to an oscillation of the cavity volume above
the pressure transducer. During the pressure rise, distinct velocity gradients occur close to
the outlet edges (right in figure 2). Here, y is oriented along the smaller outlet dimension
with y/d = 0 located on the centreline.

These initial conditions cause a drastic transverse advection of fluid close to the outlet,
resulting in thick-cored vortex rings. For an analysis of these vortex rings generated in still
surroundings, the reader is referred to our recent article (Steinfurth & Weiss (2020b)).

3. Experimental procedure

To shed some light on the interaction between the non-parallel starting jets introduced
above and a steady crossflow, experiments were conducted inside the closed test section
of a closed-loop low-speed wind tunnel. Shielded from the free stream, one PJA was
installed beneath a splitter plate. As indicated in figure 3, the jet outlet was mounted
flush in the splitter plate surface with the PJA axis at x = 0 mm oriented perpendicular
to the free stream. The outlet was ∆x = 300 mm downstream of the splitter plate leading
edge and interacted with a turbulent boundary layer as a transition fixation was installed
at x = −200 mm. A trailing flap on the downstream end of the splitter plate was adjusted
to ensure a zero-pressure-gradient boundary layer.

Particle image velocimetry (PIV) measurements were conducted inside the symmetry
plane at z = 0 mm, and further data in parallel planes at z = (−2, −4, . . . , −20, −25) mm
was obtained for two selected configurations (table 2). For the latter, a stereoscopic
arrangement was used and three-dimensional velocity fields were reconstructed, enabling
a more detailed analysis of flow structures. The dimensions of measurement planes were
approximately (X,Y ) ≈ (100, 70) mm. Seeding particles introduced both through the free
stream and the starting jets were illuminated using a double-pulsed Nd:YAG laser, and
particular attention was paid to generating a thin light sheet with a width of ∆z ≈ 1 mm.
CMOS cameras with 5 MP resolution were used, yielding a spatial distance between
computed neighbouring vectors of ∆x = ∆y ≈ 0.74 mm. Since the dimensions of PIV
interrogation areas were large compared to the slit width d = 0.5 mm, velocity gradients
close to the outlet caused highly non-uniform particle displacement fields. Specifically,
the displacement variation inside interrogation areas exceeded the mean particle image
diameter and therefore resulted in substantial measurement uncertainty as explained by
Westerweel (2008). Here, no window deformation schemes were employed, and cyclic
FFT algorithms were used for cross-correlation which results in a bias towards zero
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x

y

U∞

PIV measurement planes

Jet outlet

Figure 3. Test section setup

displacement. The magnitude of velocity gradients close to the jet outlet is therefore
underestimated substantially. However, the measurement uncertainty decreases quickly
in wall normal direction due to diffusing velocity gradients. Hence, the maximum un-
certainty at y = 5 mm during jet emission is ±6% for instantaneous in-plane velocity
components.

The PIV system was triggered at delay times defined with reference to the opening of
the solenoid valve. Thus, phase-locked data were acquired, spanning the entire pulsation
period. A larger temporal resolution (∆t = 0.05 ms) was applied during the jet emission
phase whereas the separation between phases was as large as ∆t = 2 ms for periods
where the rate of change of observables was marginal. The number of snapshots for
these phases was also lowered (N = 50) while more information was required to ensure
sufficient mean data convergence otherwise (N = 90). The time instance corresponding
to the initial emergence of seeding particles from the PJA was defined as t = 0 ms.
Note that we refer to the non-dimensional formation time t∗ = tujet/deq throughout the
article, quantifying the amount of fluid that has been ejected at respective time instances
until the non-dimensional formation time equals the stroke ratio, i.e. t∗ = L/deq, being
the time when the jet emission nominally ends.

A major focus point of this study is the development of non-parallel starting jets
subject to a varied velocity ratio between jet and crossflow r = ujet/U∞ = 2.4 . . . 11.0.
This variation is achieved by adjusting the crossflow velocity while keeping the jet
velocity constant. This strategy is chosen as a varied jet velocity would significantly affect
the jet characteristics as explained above. However, an adjustment of the free stream
speed results in altered boundary layer properties that we address in the following. The
normalised boundary layer profiles for the investigated free stream velocities at x = 0 mm
are shown in figure 4 (in the absence of starting jets). The velocity displayed at y/d ≈ 0
was not directly measured but assumed to be zero as the respective near-wall region in
PIV snapshots was masked. Note that the free stream velocity is here defined as the mean
streamwise velocity in the range y/d = 20 . . . 120 inside the symmetry plane at x/d = 0.
As shown in figure 4, this value is exceeded by approximately 10 % in a wall distance of
y/d ≈ 6 . . . 16 for the case of the smallest inflow velocity (r ≈ 11), which we explain as a

53



8 B. Steinfurth, J. Weiss

0 0.2 0.4 0.6 0.8 1 1.2

u U/ (-)∞

0

4

8

12

16

20

y
 d/

(-
)

increasing U∞

U∞ ≈ 4.9 m/s

( ≈ 11)r

Figure 4. Boundary layer profiles for different free stream velocities

Table 2. Flow conditions and information regarding recorded data for investigated velocity
ratios

r = ujet/U∞ (-) ujet (m/s) U∞ (m/s) Velocity field information
2.4 54 22.9 2D2C & 3D3C
2.9 54 18.9 2D2C
3.8 54 14.1 2D2C
4.7 54 11.4 2D2C & 3D3C
5.6 54 9.6 2D2C
6.6 54 8.2 2D2C
7.6 54 7.1 2D2C
8.4 54 6.5 2D2C
11.0 54 4.9 2D2C

wind tunnel characteristic. This band of increased velocity is consistently present for all
experiments of the largest velocity ratio.

Due to the short distance between the splitter plate leading edge and the PJA outlet,
relatively thin boundary layers with δ99 ≈ 10 d are found for all configurations, i.e.
0.99U∞ is reached at y/d ≈ 10 or y ≈ 5 mm. Turbulent states are observed for all free
stream velocities due to the application of a transition fixation. However, the transverse
velocity gradient ∂u/∂y close to the wall increases for larger U∞. Hence, the normalised
streamwise velocity for the largest free stream velocity is almost twice as large as for
the smallest U∞ at y/d ≈ 1.5 (y ≈ 0.75 mm). Near the wall, this coincides with an even
larger crossflow momentum relative to the starting jet for small velocity ratios which
we expect to result in two effects. First, the transverse advection of fluid inside the
upstream part of the jet is diminished to a greater extent. Second, the jet trajectory is
bent disproportionately and may not be scalable.

The investigated parameter combinations are summarised in table 2.

4. Results

In the following, we address the major experimental results regarding the interaction
between non-parallel planar starting jets generated with a PJA and a steady crossflow
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of varied velocity. The section is structured as follows. First, we focus on the evolution
of two-dimensional vorticity fields inside the symmetry plane of the JsICF. In doing so,
particular focus is laid upon the jet initiation phase that is essential for the understanding
of three-dimensional flow structures associated with different velocity ratios analysed sub-
sequently. Then, we turn our attention to the circulation induced by non-parallel planar
starting JsICF before assessing the influence of the velocity ratio on jet trajectories.

4.1. Development of vorticity fields

Phase-averaged streamlines and the normalised out-of-plane vorticity component ωz

are shown in figure 5 for selected time steps inside the symmetry plane (z = 0 mm).
Furthermore, footprints of spanwise vortex structures on that plane are visualised by
means of the Q criterion introduced by Hunt et al. (1988) as iso-lines at Qz = 0 s−2 are
displayed. Recall that the start and end of the jet emission phase nominally correspond
with non-dimensional formation times of t∗ = 0 and t∗ ≈ 15.1, separated by the
investigated pulse width of tp = 1 ms.

It is immediately apparent that the velocity ratio has a significant influence on
generated flow structures. Only a minor deflection of the boundary layer is observed
for r ≈ 2.4 as a small-scale recirculation zone forms on the leeward side of the JICF.
Vortices identified by using the Q criterion are only associated with negative vorticity
whereas regions of positive vorticity are merely found inside the boundary layer of the
recirculation zone and contain a much smaller magnitude in comparison. Flow structures
for this case are in good agreement with those observed by Hecklau et al. (2010) who
investigated PJA-generated starting jets emitted into a crossflow with an adverse pressure
gradient at r ≈ 2.5.

For r ≈ 3.8, the cross section of a vortex tube is found close to the outlet at the first
time step. Then, a minor region of positive vorticity is observed associated with a small
area of Qz > 0 s−2. As expected, the jet trajectory is steeper than for r ≈ 2.4, and
the recirculation zone is enlarged compared to the smallest velocity ratio. However, it is
interesting to note that vorticity peaks at latter time steps t∗ ≈ 30.0 and t∗ ≈ 46.9 have
a smaller magnitude of vorticity.

From a qualitative perspective, the generated flow structures for the larger velocity
ratios r ≈ (4.7, 7.6, 11.0) are very similar to those observed for r ≈ 3.8. However, the
generation of positive vorticity is distinctly enhanced as a respective region is already
found during jet initiation at t∗ ≈ 3.0 for these cases. Also based on the Q criterion, we
therefore assume that (asymmetric) vortex rings are only produced for velocity ratios
of r > 4 with a vortex core thickness of the upstream part (positive vorticity) that is
proportional to the velocity ratio.

It is clear that the interaction between the crossflow boundary layer and the starting
jet at early formation times, i.e. at the onset of fluid emission, plays a significant role in
terms of the eventually developing flow structures. Before analysing this phase in detail,
we would like to recall that non-parallel starting jets emitted into quiescent surroundings
produce symmetric vortex rings with regions of positive and negative vorticity that are
identical in terms of their size and vorticity distribution. When a crossflow is applied, the
upstream part of the jet that contains positive vorticity interacts with the opposite-sign
vorticity of the crossflow boundary layer. Hence, a cancellation of vorticity occurs, and
for the case of starting jets ejected through a circular outlet, this cancellation precludes
the generation of vortex rings at velocity ratios of r < 2 according to Sau & Mahesh
(2008). However, the outlet dimension in main flow direction d = 0.5 mm is much smaller
for the PJA investigated here. Thus, the ejected boundary layer and the initial shear
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Figure 5. Temporal evolution of phase-averaged streamlines and normalised vorticity fields
associated with non-parallel planar starting JsICF at different velocity ratios; vortex structures
detected by employing Q criterion encircled by grey curves

layer are much thinner compared to the incoming boundary layer. In the following, we
focus on the evolution of vorticity fields during the early formation phase subject to these
specific boundary conditions.

Phase-averaged vorticity and velocity fields in the near-outlet region are shown in
figure 6. Note that only every other velocity vector measured with PIV is shown in both
x and y direction for reasons of clarity.

The upstream part of the thin initial shear layer is completely diminished at r ≈ 2.4.
For a velocity ratio of r ≈ 3.8, the emergence of positive vorticity is distinctly delayed
and only occurs at t∗ ≈ 4.5, i.e. after approximately one third of the jet emission phase.
For larger velocity ratios, the relative magnitude of vorticity associated with the crossflow
boundary layer decreases. Hence, the cancellation mechanism is less pronounced, and
positive vorticity is produced at earlier formation time steps. This eventually results in a
larger magnitude of positive vorticity as discussed in relation to figure 5, and ever more
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Figure 6. Phase-averaged velocity and vorticity fields in near-outlet region during jet
initiation

distinct vortex rings are generated when the velocity ratio is increased as a result.

We conclude that the minimum velocity ratio required to produce vortex rings is larger
than for starting jets generated with circular outlets documented by Sau & Mahesh
(2008) who report a value of r = 2. Noting that the assignment of a specific value for this
characteristic velocity ratio is an inherently difficult task, we estimate that a transition
in the appearance of generated flow structures takes place around r ≈ 4 for the given
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Figure 7. Development of FTLE fields inside the symmetry plane for velocity ratios r < 4

boundary conditions. In the remainder of this article, we address configurations divided
by this value in a separate manner.

4.2. Influence of crossflow on two- and three-dimensional vortex structures

In this subsection, we analyse the flow structures induced by non-parallel planar
starting JsICF in more detail. To this end, different flow diagnostics are employed.
Among others, we study the dynamical behaviour inside the measurement domains by
evaluating finite-time Lyapunov exponent (FTLE) fields. Since the calculation was based
on backward-time integration, ridges in these fields correspond to attracting material
lines to which fluid particles converge at an exponential rate. They are either computed
based on phase-averaged velocity fields in the symmetry plane where the out-of-plane
component is neglected or on 3D3C velocity fields that are available for r ≈ 2.4
and r ≈ 4.7. As suggested by Rockwood et al. (2019), neglecting the out-of-plane
velocity component is justified when the flow field is dominated by spanwise vortex
structures, which is the case in the JICF symmetry plane. A detailed documentation
of the computation methodology is provided in our recent article (Steinfurth & Weiss
(2020b)). The same approach is taken here.

4.2.1. Velocity ratio r < 4

The two-dimensional FTLE fields inside the symmetry plane for r ≈ 2.4 and r ≈ 2.9
are shown in figure 7.

For both cases, a weak separating material line (LCS1) is observed initially,
representing the interface between the crossflow and the emerging starting jet. This flow
structure then splits into a horizontal leading part (LCS1a) and a material line mapping
the roll-up of the primary region of negative vorticity shown in figure 5 (LCS1b). Around
t∗ ≈ 30.7, a trailing region of negative vorticity emerges as represented by LCS2. The
material lines both for the primary and secondary vortex structures (LCS1b and LCS2)
roll up subsequently as they are advected downstream. Flow structures observed for
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Figure 8. Development of three-dimensional FTLE iso-surface (FTLE = 0.48 · 10−3 s−1) for
velocity ratios r ≈ 2.4; grey: related to crossflow fluid particles, purple: starting jet
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Figure 9. Temporal evolution of three-dimensional flow structures detected by employing Q
criterion for r ≈ 2.4, iso-surfaces coloured by transverse vorticity component ωz within the range
(ωzdeq)/ujet = −0.3 . . . 0.3; annotations referred to in the text

both cases are very similar. However, the jet trajectory is slightly steeper for r ≈ 2.9.

Three-dimensional FTLE fields for r ≈ 2.4 are shown in figure 8. Note that a distinction
is made between fluid particles emerging from the outlet and those originating in the
crossflow. They are shown in purple (jet) and grey (crossflow) respectively. In addition,
three phase-averaged streamlines, seeded at z = (0, 5, 10) mm and a wall distance of
y = 5 mm, are shown.

A hump-like structure mapping the deflection of the crossflow boundary layer is
seen at t∗ ≈ 15.1 (LCS1). Interestingly, the spanwise extent is only about one half
the outlet length as this flow structure is mitigated on the spanwise boundaries due
to the crossflow influence. While all three streamlines are bent towards the symmetry
plane, only particles initiated at z = 0 mm and z = 5 mm are shifted away from the
wall. For the subsequent time steps, no such displacement can be noted as the jet
emission phase has already stopped and the vertical velocity component is negligible.
However, the vortical structure revealed by the FTLE iso-surface slightly expands in
spanwise direction as it propagates downstream. It is also apparent that the trailing
vortex (LCS2) is less dominant in this three-dimensional representation compared to
the leading material surfaces LCS1a and LCS1b. The meaning of these flow structures
in terms of the transport behaviour is addressed in more detail in the following.

The evolution of iso-surfaces of the three-dimensional Q criterion coloured by the
transverse vorticity component ωz is shown in figure 9.

In agreement with previous observations, a vortex tube (A) develops only on the
leeward side of the jet during jet initiation (t∗ ≈ 3.0). It is trailed by two streamwise
vortices (B) emerging from the outlet lips (t∗ ≈ 7.5). At t∗ ≈ 21.2, the typical structure
of a hairpin vortex is observed, consisting of a curved leading structure (C) and two
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Figure 10. Development of FTLE fields inside the symmetry plane for velocity ratios r > 4

longitudinally oriented ’hairpin legs’ (D). The same flow structure was reported by Sau
& Mahesh (2008) for circular JsICF at small velocity ratios. Eventually, the hairpin
vortex begins to break down as the leading part (C) pinches off from the ’hairpin legs’
(D) at t∗ ≈ 27.2.

It is worth pointing out that the transport behaviour associated with hairpin vortices
is different to that of vortex rings. In the case of the former, only the vortex tube
associated with negative vorticity rolls up since the upstream part of the starting jet is
suppressed. As a result, a ring-like vortex develops where fluid particles are transported
inward. The closed vortex rings generated at larger velocity ratios, on the other hand,
exhibit an opposite sense of rotation as jet fluid is shifted outward.

In summary, the crossflow causes a complete suppression of the upstream part of the
shear layer due to vorticity cancellation. Hence, no vortex rings are generated but hairpin
vortices are observed close to the wall at small velocity ratios (r < 4).

4.2.2. Velocity ratio r > 4

Analogous to the analysis above, flow structures observed at larger velocity ratios are
discussed in the following sub-section. Figure 10 contains two-dimensional FTLE fields
at different time instances.

A separating material line (LCS1) is again observed initially for r ≈ 4.7. It is worth
noting that it indicates an almost vertical jet trajectory at small formation times.
Subsequently, a large-scale roll-up of negative vorticity takes place on the leeward side of
the jet (LCS3). As the upstream part of the vortex ring only exhibits a small magnitude
of vorticity and no roll-up is indicated by the streamlines shown in figure 5, it is not
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Figure 11. Development of three-dimensional FTLE iso-surface (FTLE = 0.48 · 10−3 s−1) for
velocity ratio r ≈ 4.7; annotations referred to in the text
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Figure 12. Temporal evolution of three-dimensional flow structures detected by employing Q
criterion for r ≈ 4.7; iso-surfaces coloured by transverse vorticity component ωz within the range
(ωzdeq)/ujet = −0.3 . . . 0.3; annotations referred to in the text

captured by the FTLE computation for r ≈ 4.7. This upstream part of the vortex ring
(LCS4) is, however, seen for the two larger velocity ratios r ≈ (7.6, 11.0) where the
corresponding region of positive vorticity is more dominant.

Three-dimensional FTLE fields for r ≈ 4.7 are shown in figure 11.
At t∗ ≈ 15.1, fluid particles from the incoming crossflow boundary layer are shifted

almost vertically by a distance of about 40 d. The responsible material surface is the
three-dimensional representation of LCS1 shown in figure 10 and covers the entire
outlet length, contrasting with the smaller velocity ratio of r ≈ 2.4. Even though no
fluid is nominally emitted at t∗ > 15, the transport barrier LCS1 is still apparent at
t∗ ≈ 30. This can be ascribed to the presence of a recirculation zone on the leeward
side of the starting jet, blocking the oncoming flow, that only gradually breaks down
once no more fluid is ejected. Furthermore, the propagation front of the leading vortex
ring (LCS3) associated with negative vorticity is clearly visible at t∗ ≈ 15.1 and t∗ ≈ 30.0.

In figure 12, iso-surfaces of the three-dimensional Q criterion are shown.
For the initial time-step, only a vortex tube of negative vorticity (A) is extracted

(t∗ ≈ 3.0). Then, a strand of positive vorticity (B) emerges and is visible at t∗ ≈ 12.1.
This confirms the conclusion that closed vortex rings are indeed generated at velocity
ratios of r > 4. However, the ring at r ≈ 4.7 only persists for a relatively short time
as the small-scale region of positive vorticity is quickly diminished. Interestingly, the
most dominant flow structure at larger formation times is a counter-rotating vortex pair
(C) that is known to govern the far-field structure of steady JsICF as shown by Fric &
Roshko (1994). In the current study, the vortex pair remains in close outlet proximity for
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Figure 13. Counter-rotating vortex pair detected by employing Q criterion for r ≈ 4.7 and
its influence on streamwise velocity component; iso-surfaces related to vortex pair coloured by
streamwise normalised vorticity component within the range (ωxdeq)/ujet = −0.1 . . . 0.1

a duration that is long relative to the jet emission time (figure 13). This is linked with
the gradual breakdown of the region characterised by a deficit in streamwise velocity
downstream of the outlet (purple iso-surface in figure 13). In the outer region, on the
other hand, fluid is accelerated (green iso-surface).

Contrasting with the smaller velocity ratios, vortex rings are generated at r > 4.
This is due to the smaller relative vorticity associated with the crossflow boundary
layer. However, we still note a mitigation of the upstream part of vortex rings that
are asymmetrical in shape.

4.3. Development of circulation associated with non-parallel planar starting JsICF

Among the other invariants of motion, the circulation associated with a starting jet
is a representation of its dynamical behaviour. It is also an appropriate parameter to
estimate the mixing capability of such flows in AFC applications. The generation of this
quantity over time is addressed in the following. Note that we define the circulation as
the area-integrated magnitude of vorticity inside the symmetry plane. For the total jet
circulation, the integration area is the entire measurement plane. Since the generated flow
structures are highly asymmetrical due to the influence of the crossflow, the circulation
associated with regions of positive and negative vorticity are assessed separately.

4.3.1. Velocity ratio r < 4

At first, we focus on small velocity ratios of r < 4 where the crossflow has a dominant
influence as it causes a distinct cancellation of positive vorticity associated with the
windward side of the starting jet. The development of circulation for these configurations
is displayed as a function of the non-dimensional formation time in figure 14. It is shown
above that starting JsICF operated at smaller velocity ratios of r ≈ (2.4, 2.9) lead to
the generation of hairpin vortices whereas r ≈ 3.8 marks the beginning of a transitional
regime, leading over to the generation of vortex rings at larger velocity ratios.

For all cases, the circulation associated with negative vorticity found inside the leeward
side of the jet is consistently larger than for the upstream part. This is in agreement with
previous discussions of the vorticity development and reflects the cancellation of positive
vorticity as the circulation only starts to increase around t∗ ≈ 10 (r ≈ 2.4) and t∗ ≈ 8
(r ≈ 2.9). The subsequent rise in circulation, however, is not caused by the upstream part
of the starting jet where no vorticity is generated during the entire jet emission phase.
Instead, it can be attributed to the boundary layer in the reverse-flow region that develops

3. Publications

62



Non-parallel planar starting jets in crossflow 17

r ≈ 2.4

r ≈ 2.9

r ≈ 3.8

0 10 20 30 40 50

0

0.5

1

1.5

2
0

0.5

1

1.5

2
0

0.5

1

1.5

2

t* (-)

Γ
u

d
z
/ 

(
) 

(-
)

je
t

e
q

Γ
u

d
z
/ 

(
) 

(-
)

je
t

e
q

Γ
u

d
z
/ 

(
) 

(-
)

je
t

e
q

based on neg. vorticity

based on pos. vorticity

Figure 14. Temporal evolution of circulation associated with non-parallel planar starting
JsICF at velocity ratios r < 4

beneath the dominant roll-up of negative vorticity shown in figure 5. This contrasts with
the larger velocity ratio r ≈ 3.8 where the rate of change of circulation is lifted around
t∗ ≈ 5. In that case, the emergence of a thin region of positive vorticity is only delayed
by the crossflow boundary layer but not completely suppressed as for the smaller velocity
ratios. Hence, the rate of change of circulation both for the positive and negative vorticity
regions is larger, and maxima of Γz/(ujetdeq) ≈ 1.25 and Γz/(ujetdeq) ≈ 1.8 are reached
around t∗ ≈ 15, i.e. at the end of the jet emission phase. Smaller peaks in circulation
coincide with the same time instance for the lower velocity ratios, and it is interesting to
note that a high level of circulation is maintained for a longer duration in those cases. The
circulation even increases beyond t∗ = 15 for r ≈ 2.4 as an overall maximum is reached
around t∗ ≈ 30. This is assumedly linked with the breakdown of the hairpin vortex (figure
8) and the subsequent advection of the ’hairpin legs’ towards the symmetry plane that
is evaluated here.

4.3.2. Velocity ratio r > 4

Flow structures generated at larger velocity ratios of r > 4 differ from those discussed
in the previous sub-section in that starting jets penetrate through the crossflow boundary
layer and vortex rings are generated. The circulation associated with these vortex rings
relative to the total induced circulation is discussed in the following. To extract vortex
rings from measured vorticity fields and define the respective integration domains for the
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circulation computation, we pursued an approach similar to that employed by Fernández
& Sesterhenn (2017). The vortex ring core is defined as the location of maximum
vorticity subject to two secondary conditions. First, the value of the Q criterion must be
positive. Second, the ring core must be located near the jet propagation front indicated
by LCS3 or LCS4 shown in figure 10. This avoids false detections of the core when the
vortex ring begins to dissipate at large formation times, especially for r ≈ 4.7. Once the
vortex ring core is identified, an appropriate iso-line enclosing its location is used as the
boundary for vorticity integration. Here, a value of 0.1ωz,vc, i.e. 10% of the vorticity
found inside the vortex ring core was used as a threshold.

The development of circulation both for the entire starting jet (open symbols) and for
the vortex rings (filled symbols) is shown in figure 15 for r ≈ (4.7, 7.6, 11.0). Again, a
distinction is made between regions of positive and negative vorticity. As a relevant time
scale, we also extract non-dimensional formation times associated with maximum vortex
ring circulation τ . They represent the time instance up to which vorticity is entirely
absorbed by the vortex ring. When fluid is ejected beyond this value, a trailing jet
strucure forms as suggested by Sau & Mahesh (2008). However, it should be noted that
their identification of characteristic time scales was based on direct numerical simulations
regarding starting jets of different stroke ratios whereas this parameter is fixed in the
current study.

First, we focus on the curves for the entire starting jet circulation. In agreement with
the detailed measurements of the near-outlet region shown in figure 6, the generation of
positive circulation is slightly delayed for the two smaller velocity ratios. Intuitively, this
delay is inversely proportional to the velocity ratio. It is also worth noting that the rate
of change of circulation is similar for all cases but significantly exceeds the rise observed
for velocity ratios of r < 4. Maxima of the entire circulation are again reached at the end
of the jet emission phase around t∗ ≈ 15 with the circulation based on regions of negative
vorticity again being larger than for the upstream part of the jet. However, the influence of
the velocity ratio on the respective maxima in circulation Γz/(ujetdeq) ≈ (2.2, 2.5, 2.7)
is relatively small compared to the smaller velocity ratios of r < 4. Furthermore, the
relative difference between both circulation curves is much smaller and decreases when
the velocity ratio is lifted. This is explained by the starting jet approaching the limiting
case of r → ∞ where it is ejected into quiescent surroundings and symmetrical vortex
rings are generated. In that particular case, the curves for the produced circulation in
both half planes are identical.

Now, we turn our attention to the circulation associated with the vortex rings. Initially,
they absorb the entire vorticity as the circulation of starting jets and vortex rings are
almost equal for all configurations at small formation times. For r ≈ 4.7, a maximum of
vortex ring circulation is reached around τ ≈ 8, i.e. during the ongoing emission of fluid.
This time instance is marked by a grey vertical in figure 15. Subsequently, secondary
regions of negative vorticity develop inside the recirculation zone downstream of the
outlet, and the thin upstream shear layer becomes stretched so that outer areas fall below
the vorticity threshold and are not considered part of the vortex ring. Qualitatively,
the same behaviour is found for the two larger velocity ratios. However, the maxima in
vortex ring circulation associated with negative vorticity are gradually increased as the
characteristic formation time is enlarged to τ ≈ 12 (r ≈ 7.6) and τ ≈ 13 (r ≈ 11.0).

To summarise the discussion of the circulation generation, the following points can
be noted. Given the influence of the velocity ratio on generated flow structures, the
two regimes identified above exhibit different characteristics in terms of the circulation
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Figure 15. Temporal evolution of circulation associated with non-parallel planar starting JsICF
at velocity ratios r > 4; vertical grey lines mark the characteristic formation times associated
with maximum vortex ring circulation τ

development. At r < 4, the relative deviation in circulation associated with positive
and negative vorticity is much larger, and the maximum achievable circulation is also
distinctly influenced by the velocity ratio. At larger velocity ratios (r > 4) on the
other hand, the jet is capable of penetrating through the crossflow boundary layer, and
vortex rings are generated. The maximum normalised circulation associated with negative
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Γ−
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part of starting jets ∆Γz/Γ
−
z

vorticity converges to a value of Γz/(ujetdeq) = 2.5 at the end of the jet emission phase,
i.e. at t∗ ≈ 15.1, and the relative deviation in circulation between the two parts of the
jet approaches a value of 10 %.

This is illustrated in figure 16 where Γ−z is the total circulation associated with negative
vorticity and ∆Γz = (Γ−z −Γ+

z ) is the deviation in circulation between both parts of the
starting jet. The transitional regime where neither hairpin vortices nor distinct vortex
rings are generated is highlighted by a shaded region in the figure.

4.4. Jet trajectories

Finally, we briefly discuss the jet trajectories subject to a varied velocity ratio where the
two regimes of starting jet appearance will again be addressed separately. As summarised
by Mahesh (2013), different definitions of JICF trajectories exist. Here, we follow the
method introduced by Ostermann et al. (2019) and consider virtual seeding particles
emitted through the PJA outlet that are advected according to the measured time-
resolved velocity data. We then define the trajectory as the connecting line between
particle locations with the largest wall distance ymax for all streamwise positions. The
obtained trajectories can therefore be regarded as envelopes of the flow regions affected
by the starting JsICF. Using the common scaling with the product of velocity ratio and
characteristic length scale suggested by Smith & Mungal (1998)

ymax

rd
= A

( x
rd

)B
, (4.1)

the jet trajectories for selected velocity ratios are shown in figure 17. The shaded
region indicates the ranges for the constants A = 1.2 . . . 2.6 and B = 0.28 . . . 0.34 based
on steady JICF experiments with various boundary conditions compiled by Margason
(1993).

As for the smaller velocity ratios of r < 4, the measured trajectories are located
around the lower boundary applicable to steady JsICF. Furthermore, the applied scaling
appears to be inappropriate as the jet envelopes become steeper when the velocity ratio
is raised. This is linked with the effect of vorticity cancellation that affects the smaller
velocity ratios in a disproportionate fashion. The scaling leads to almost collapsing
curves for the larger velocity ratios of r > 4. However, large deviations occur in the
near-field region where the trajectories are almost vertical for the largest velocity ratios.
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Here, the jet envelopes are well within the parameter ranges established by Margason
(1993).

To sum up, in none of the configurations studied here, the range of trajectories
established for steady JsICF is exceeded. This may come as a surprise since Johari et al.
(1999) attest a substantial enhancement of the trajectory steepness when starting jets
with small pulse durations are emitted. We provide two explanations. First, the potential
core of the starting jets in the current study is extremely small due to the slit-shaped
outlet geometry. Hence, the velocity decay for a given shear layer growth rate is enhanced
compared to larger, circular outlets, and the penetration depth is not as deep. Second,
the pulse duration applied in the current study is relatively small, and we recently noted
that steeper jet trajectories may in fact be observed when the stroke ratio is slightly
increased (Steinfurth & Weiss (2020a)).

5. Concluding remarks

In this article, we addressed the interaction between a steady crossflow and starting
jets generated with a device typically used in AFC applications, emitting compressed
air for relatively small pulse durations through a 20 mm× 0.5 mm rectangular outlet.
It was recently shown by Steinfurth & Weiss (2020b) that this flow significantly differs
from starting jets usually studied in the academic environment. The major difference
is a distinct over-pressure peak during jet initiation that causes a rapid transverse
vorticity flux as high-circulation, thick-cored vortex rings are generated when emitted
into still ambience. The objective in the current effort was to identify the influence
of a crossflow on the generation of these vortex rings. One starting jet configuration
with a fixed degree of over-pressure was investigated, and the velocity ratio between
jet and crossflow was varied in the range r = 2.4 . . . 11 by adjusting the crossflow velocity.

The experimental investigation showed that flow structures generated with the PJA
are distinctly influenced by the velocity ratio as we identified two regimes of different
characteristics. The classification map for non-parallel planar starting JsICF shown in
figure 18 can be viewed as the pendant to the classification established by Sau & Mahesh
(2008) who investigated JsICF with fundamentally different boundary conditions. Firstly,
they modelled a laminar boundary layer with a much smaller thickness compared to the
outlet dimension δ99/D ≈ 0.1. Second, the starting jets investigated in their numerical
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simulations were emitted through a circular outlet with an assumedly negligible degree
of non-parallel flow. In our study, boundary conditions representative of typical AFC
applications were chosen. To this end, a slit-shaped outlet geometry was studied where the
rapid initial acceleration of fluid leads to significantly altered jet properties as explained
above. Furthermore, the boundary layer was turbulent, and the relative thickness at small
velocity ratios was approximately two orders of magnitude larger (δ99/d ≈ 10), given the
relatively small outlet width of d = 0.5 mm. Considering these drastic differences, it may
come as a surprise that similar flow structures are observed as the classification map can
be transferred with some adjustments that are discussed in the following.

At small velocity ratios of r < 3, a complete cancellation of vorticity between the
turbulent crossflow boundary layer and the upstream part of the starting jet shear layer
takes place. As a result, no positive vorticity is generated as the windward side of the jet
is diminished during the entire emission phase. The same mechanism was observed by
Sau & Mahesh (2008). However, in their direct numerical simulation of circular starting
jets, the suppression of positive vorticity occured at smaller velocity ratios of r < 2. This
deviation is explained by the difference in crossflow boundary layer thicknesses stated
above as a thinner initial shear layer may be diminished at larger velocity ratios. Despite
the deviations regarding the limiting velocity ratio and the outlet geometry, the generated
flow structures at these small velocity ratios are very similar as hairpin vortices were
identified by performing a tomographic reconstruction of the three-dimensional velocity
field in the current study.

Time-resolved measurements showed that the delay between the onset of jet emission
and the roll-up of fluid upstream of the outlet shortens when the velocity ratio is
increased. At slightly larger velocity ratios of r ≈ 4, the topology of the produced
flow structures transitions as the jets are capable of penetrating through the crossflow
boundary layer. At r ≈ 4.7, asymmetric vortex rings occur for a short duration before
the thinner vortex core on the windward side is dissolved by the crossflow. Naturally,
the asymmetry decreases for larger velocity ratios and the relative deviation between the
circulation associated with the windward and leeward sides of the vortex ring converges
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to approximately 10%. Furthermore, the maximum circulation only marginally increases
when the velotiy ratio is raised. This is in agreement with observations regarding the
characteristic time scale corresponding to maximum vortex ring circulation τ . The
smallest value of τ ≈ 8 is noted for r ≈ 4.7. For larger velocity ratios, τ increases as
the vortex rings absorb vorticity for an increasing amount of time. It converges towards
a value of τ ≈ 13 as the starting jet approaches the limiting case of r → ∞, i.e. zero
crossflow. A similar behaviour was also documented by Sau & Mahesh (2008) for parallel
circular starting jets where the characteristic time scale converges to the universal
formation number established by Gharib et al. (1998) (τ ≈ 4) when the influence of the
crossflow is decreased.

In terms of the penetration into the crossflow, we expectedly found steeper jet
trajectories when the velocity ratio was increased. However, no collapse in these curves
is noted for small velocity ratios (r < 4) when scaled with the product of velocity ratio
and equivalent diameter whereas the far field behaviour is mapped reasonably well for
r > 4. Furthermore, the jet trajectories did not exceed the range in penetration depths
for steady JsICF established by Margason (1993). This is mainly explained by the small
potential core width due to the high-aspect ratio PJA-outlet, resulting in an increased
velocity decay as was shown by Mi et al. (2005) for the case of zero-crossflow. This
results in a decreased distance between the wall and generated vortex structures from
which certain separation control applications where a momentum transfer towards the
wall is desired may even benefit.

In general, the results presented in this study are relevant to AFC applications. First,
the knowledge regarding a minimum velocity ratio required to produce vortex rings may
prove useful as this flow structure is often associated with the desired control authority.
However, we expect that this characteristic velocity ratio may be affected when boundary
conditions are altered. In particular, the influence of an adverse pressure gradient and
the jet emission angle relative to the free stream must be addressed in the future. Second,
the efficiency of AFC efforts may be enhanced based on the identified characteristic time
scales as the amount of fluid can be adjusted to exclusively generate leading vortex rings
without the occurence of a trailing jet structure that is only produced at larger pulse
durations. This is based on the assumption that the control effectivity of non-parallel
planar starting JsICF is indeed governed by the leading vortex ring - a hypothesis that
must be reassessed in the future.
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Finite amounts of compressed air are impulsively emitted through a rectangular 20 × 0.5 mm outlet at an axial

velocity ofujet ≈ 54 m∕s. Their interactionwith a steady crossflowwith a zero-pressure-gradient turbulent boundary

layer is studied on the basis of phase-locked particle image velocimetry measurements for a parameter space that is

spanned by the jet inclination angle defined with respect to the surface tangent downstream of the outlet α �
�60;30� deg and the ratio between the axial jet velocity and the crossflow velocity r � 2.4 : : : 11. Two types of vortex
structures are observed. For α � 60 deg, r > 6.5, jets penetrate into the crossflow, and distinct, asymmetrical vortex

rings are produced. Forα � 60 deg, r < 3 as well as forα � 30 deg, r � 2.4 : : : 11, starting jets attach to thewall as
leading vortex half-rings are formed. The latter type is better suited to energize the boundary layer as low-momentum

fluid is shifted away from the surface and high-momentum fluid from the freestream is entrained into the jet wake. In

terms of the overall gain in streamwise momentum, the impulse provided due to overpressure during the rapid jet

initiation is of major importance in the present study, and its exploitation may enable a significant enhancement in

future flow control applications.

Nomenclature

Ajet = jet outlet area, m2

cμ = momentum flux coefficient

d = outlet width, m
deq = equivalent outlet diameter, m

d99 = boundary-layer thickness, m
fp = pulsation frequency, s−1

I = total impulse applied to flowfield, �kg ⋅m�∕s
Ip = impulse due to overpressure, �kg ⋅m�∕s
IU;jet = impulse due to momentum flux, kg∕m∕s
L = length of virtually emitted fluid column, m
l = outlet length, m
N = number of snapshots
p = pressure in outlet plane, kg∕�m ⋅ s2�
p∞ = stagnation pressure, kg∕�m ⋅ s2�
r = velocity ratio between jet and crossflow
T = pulsation period, s
t = time, s
tp = pulse duration, s

t� = nondimensional formation time
U∞ = crossflow velocity, m∕s
u, v, w = Cartesian velocity components, m∕s
uc = convective velocity, m∕s
ujet = axial jet velocity, m∕s
x, y, z = Cartesian coordinates, m
α = jet inclination angle, deg
β = jet pitch angle, deg
Γ = circulation, m2∕s
Δt = time interval, s
Δx, Δy, Δz = spatial distances in Cartesian coordinates, m
ΔIx = difference in streamwise momentum, �kg ⋅m�∕s
δ = boundary-layer momentum thickness, m
δ99 = 99% boundary-layer thickness, m

ϱ = volumetric mass density, kg∕m3

λ = duty cycle
ν = kinematic viscosity, m2∕s
ωz = Cartesian vorticity component, s−1

I. Introduction

T HE application of vortex generators is a well-established
method in preventing or delaying boundary-layer separation.

Passivevortex generators (PVGs) typically consist of small triangular
vanes that are mounted on the surface close to the suspected separa-
tion line and have been successfully employed in various flow
configurations [1–3]. Often not exceeding the logarithmic region of
the boundary layer, they generate streamwise vortices, effectively
shifting high-momentum fluid toward the wall, and thereby energiz-
ing the boundary layer. A lack of adaptability, however, may be
viewed as their major shortcoming. Once designed, they usually
cannot be adjusted to varying boundary conditions: for instance, a
nonconstant pressure gradient. Furthermore, parasitic drag is gener-
ated in working conditions where the flow is naturally attached.
A priori, similar drawbacks are not present when measures of

active flow control (AFC) are employed. Here, an external energy
source is required tomodify the boundary layer. Althoughmany tools
of AFC [or, more specifically, boundary-layer control (BLC)] are
available [4], we here restrict ourselves to the injection of fluid into a
crossflow through outlets in the surface. Such jets are commonly
referred to as activevortex generators (AVGs) or vortex generator jets
in the literature. The steady jet in crossflow that is introduced in the
wall-normal direction can be seen as the canonical representation of
anAVG. Its topology iswell known, largely thanks to thework of Fric
and Roshko [5], and it resembles that produced by PVGs because a
counter-rotating vortex pair is observed to persist far downstream of
the jet orifice.
Whereas a steep jet trajectory and substantial mixing achieved by

wall-normal transverse jets are desired in certain scenarios, the jet is
typically inclined with respect to the freestream in BLC applications.
First, vortex structures responsible for the transport of high-momen-
tum fluid are then located closer to the wall. Second, the kinetic
energy associated with the boundary layer, both upstream and down-
stream of the outlet, may be enhanced directly by the ejected fluid.
The first implementation of an inclined AVG was arguably per-

formed by Wallis [6], reporting beneficial effects in shock-induced
separation control experiments when the circular outlet of his device
was inclined in the crossflow direction compared to transverse jets.
Since then, many experimental [7–12] and numerical [13,14] studies
of steady AVGs have been aimed at identifying the influence of the
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initial jet direction that can be defined by two angles.Here, we refer to
the angle enclosed by the axial jet velocity and the surface tangent
downstreamof the orifice as the inclination angle α, whereas the pitch
angle β reflects the lateral deviation from the freestream direction. In
terms of the inclination angle, it has been shown that vortex structures
are indeed located closer to the surface when α is decreased but also
become weaker and decay faster compared to transverse jets in
crossflow [15]. Increasing the pitch angle β, on the other hand, can
enhance the jet spreading in spanwise direction [16]. A theoretical
model for jet trajectories as a function of α and β is provided in
Ref. [17], also taking into account the velocity ratio between the jet
and crossflow: r � ujet∕U∞. The latter quantity not only affects the

penetration depth but also the appearance of flow structures because
hairpin vortices are observed at small velocity ratios, whereas a
counter-rotating vortex pair is produced otherwise [18,19].
Even though steady AVGs have been employed successfully,

applying a time-dependent jet velocity is usually the more effective
and efficient method. Various demonstrations of this technique have
been performed [20–22], and a comprehensive overview is provided
by Greenblatt and Wygnanski [23]. In particular, pulsed excitation
where fluid is accelerated rapidly and only ejected during confined
time intervals may be used to great effect. Here, the normalized
supplied momentum flux cμ � cμ�u2jet� is larger than for steady
AVGs at a given mean mass flow rate (hence increased jet velocity).
In addition to that, two further aspects explain the superior control
authority of pulsed AVGs compared to their steady counterparts.
First, the actuation frequency can be set to exploit inherent flow
instabilities and initiate an enhanced mixing layer [24,25]. Second,
pulsed AVGs represent starting jets where fluid is forced from an
initial state of rest. Thus, large-scale vortex rings are generated,
typically yielding enhanced diffusive and convective entrainment
rates compared to those found in steady jets [26].
Among other BLC devices, pulsed jet actuators (PJAs) represent a

technical implementation of an unsteady AVG. Consisting of a fast-
switching valve and a nozzlewith a slit-shaped outlet, PJAs have been
used in past separation control experiments [27–30]. Contrasting
with synthetic jet actuators [31], plasma actuators [32,33], and fluidic
devices [34,35] that also allow for a periodic flowfield manipulation,
PJA-generated starting jets are characterized by a more rapid accel-
eration of fluid. Recent fundamental experiments have shown that
this acceleration may cause major differences in terms of the gen-
erated vortex structures. When emitted into still ambience, the axial
and transverse velocity components are of similar magnitude in the
outlet plane; i.e., highly nonparallel flow is present. As a result, thick-
cored almost spherical, vortex rings are generated despite the high-
aspect-ratio outlet geometry typical of PJAs [36].When these jets are
emitted transversely into a steady crossflow (i.e., at α � 90 deg),
two regimes of vortex structures can be noted, depending on the
velocity ratio. At r < 4, cancellation of vorticity between the boun-
dary layer and the windward side of the starting jet dominates, and
hairpin vortices are produced close to the wall. At r > 4, the starting
jet penetrates through the boundary layer as asymmetrical vortex
rings are observed [37].
The properties of such pulsed jets are strongly affected by a short-

duration overpressure peak inside the outlet plane during jet initia-
tion. This exit overpressure is a manifestation of the force required to
produce the specific flow, namely, to accelerate a certain amount of
fluid that is either entrained by the vortex sheet rollup (entrained
mass) or accelerated radially along the starting jet propagation front
and sucked in on the jet trailing side, respectively (added mass)
[38,39]. The latter component can be viewed as an analog to the
addedmass associated with Lagrangian drift induced by a solid body
in irrotational flow [40,41]. In general, overpressure leads to an
enhanced circulation flux due to increased velocity gradients in the
jet exit plane [42,43]. Second, and perhaps more importantly for
BLC, the impulse provided by a PJA of I � IU;jet � Ip is enhanced
because, in addition to the flux term

IU;jet � ϱ

Z
tp

0

Z
Ajet

u2jet dA dt (1)

associated with the ejected mass flow, a pressure impulse

Ip �
Z

tp

0

Z
Ajet

�p − p∞� dA dt (2)

occurs [38]. Here, ϱ is the fluid density, tp is the pulse duration,Ajet is

the outlet area,p is the pressure inside the exit plane, i.e., at x � 0 and
p∞ the stagnation pressure at x → ∞. The additional impulse in
Eq. (2) depends on the amount of added and entrained mass, and is
therefore enhanced by the formation of leading vortical structures;
whereas it is negligible for the trailing jet ejected subsequently [38].
Being on the order of the flux term or even larger [43,44], it may be
used as a means of thrust augmentation for the propulsion of under-
water vehicles [45,46], perhaps inspired by the locomotion of aquatic
animals [47].
To advance the fundamental knowledge of pulsatile starting jets in

an AFC context, two major objectives are pursued in the current
paper. First, we transfer the recent results regarding fundamental jet
properties to flow configurations that are more relevant to BLC
applications. To this end, three-dimensional flow structures are ana-
lyzed for inclined starting jets at angles of α � �60; 30� deg and
velocity ratios within the interval r � 2.4 : : : 11. Then, we identify
parameter combinations that are beneficial for BLC by analyzing the
momentum gain inside the near-wall region. The parameter space
was chosen to reflect conditions relevant to AFC applications. How-
ever, we limit ourselves to the investigation of single-pulse jets in this
paper; i.e., the interaction between successively generated flow
structures is not considered.

II. Methods

This section contains documentation of the measurement setup
and procedure.
Starting jets were generated with the pulsed jet actuator are shown

in Fig. 1. It mainly consists of a fast-switching solenoid valve,
allowing for minimum pulse durations of tp � 0.6 ms at a maximum
inaccuracy of�15% and a three-dimensionally (3-D) printed nozzle
transforming the circular inlet cross section into a rectangular outlet
with an aspect ratio of l∕d � 20 mm∕0.5 mm � 40. The surface
roughness inside the nozzle was Ra < 2.5 μm. With respect to the
longer slot dimension, a homogenous jet velocity is achieved by
deflecting the flow inside the nozzle by means of two backward-
facing steps, which may result in minor recirculation zones. A
detailed analysis of the specific near-outlet flow is provided in
Ref. [36]. In summary, we noted a large transverse advection of fluid
(i.e., highly nonparallel flow) due to an overpressure peak inside the
jet exit plane. This is assumedly linked with the PJA function
principle where fluid is accelerated more rapidly compared to other
means of generating starting jets. For a given nozzle geometry, the
magnitude of overpressure, or the degree of nonparallel flow, can be
altered by changing actuation parameters. It is particularly affected
by the jet velocity and the duty cycle, i.e., the pulse width relative to
the excitation period. Since the exact influence of such variations on
generated vortex structures is yet unknown, a fixed starting jet
configuration is investigated here. The nominal jet velocity of
ujet ≈ 54 m∕s was set with a maximum inaccuracy of �0.4 m∕s
using a mass flow controller, taking into account the jet outlet area,
the pulse width of tp � 1 ms, and the actuation frequency of

fp � 50 Hz. The resulting actuation period was T � 20 ms, and

the duty cycle was λ � tp∕T � 0.05. No interaction between suc-

cessively generated starting jets takes place due to this relatively
small duty cycle and the convective velocities on hand.
Being ameasure for themass flow consumption per starting jet, the

equivalent stroke ratio was L∕deq � �ujettp�∕deq ≈ 15.1, where
deq ≈ 3.57 mm is the equivalent diameter of a circle with the same

area as the PJA outlet. The specific stroke ratiowas chosen because it
leads to the generation of maximum-circulation vortex rings as well
as a trailing jet in quiescent ambience and forα � 90 deg [37].When
discussing the temporal evolution of flowfields, the nondimensional
formation time of t� � tujet∕deq is referred to, where t � 0 s marks
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the beginning of the jet emission phase; and the end of jet emission

where t � tp is denoted by t� � L∕deq.
The PJAwasmounted flush in the flat splitter plate inside the closed

test section of a low-speed wind tunnel. This was possible due to

the slanted front side shown in Fig. 1. Whereas the pitch angle

β was zero during the entire study, two inclination angles of

α � �30; 60� degwere investigated,whichwere enclosed by the axial
jet velocity inside the outlet plane and the wall downstream of the

orifice. In addition to the jet emission angle, the velocity ratio between

the jet and crossflow of r � ujet∕U∞ was varied. Since the jet velocity

was fixed, this was achieved by adjusting the freestream velocity to

within�1% uncertainty in the wind tunnel. The distance between the

splitter plate and the test section ceiling was Δy � 250 mm, which

exceeded the steepest studied jet trajectory at the location of the largest

wall distance by a factor of five. No blockage correction was applied.

A transition fixation upstream of the jet outlet was applied to ensure a

turbulent-state boundary layer for all configurations. The boundary-

layer thickness was found to be δ99 ≈ 10d for all configurations. The

momentum thickness at the jet outlet was on the order of δ ≈ 0.5 mm,

and the resulting Reynolds numbers were in the range of Reδ �
�U∞δ�∕ν ≈ 250 : : : 750, depending on the crossflow velocity. The

investigated configurations are listed in Table 1.

The experimental datawere acquired by performing particle image

velocimetry (PIV) measurements. In addition to two-dimensional

two-component (2D2C) velocity fields measured for all starting jets,

the three-dimensional domain was reconstructed based on three-

dimensional three-component (3D3C) data for selected cases. Aero-

sol seeding particles were added both to the crossflow and to the PJA

supply mass flow. These were successively illuminated in longi-

tudinal measurement planes at z � �0;−2; : : : ;−20;−25� mm with

a dual-pulsed laser (Fig. 2). Two cameras with a resolution of �2560 ×
2160	 pixels2 were employed to record images of the tracers. Multi-

ple cross correlation via cyclic fast Fourier transform algorithms

with an eventual interrogation window size of �32 × 32� pixels2
was performed, yielding a velocity field resolution of Δx � Δy≈
0.58 mm. No window deformation scheme was employed. To gain

information on the dynamical behavior of generated vortex structures

and adequately resolve the actuation period in time, phase-locked

measurements were conducted. With respect to the rising edge

driving the solenoid valve, the PIV system was triggered at defined

delay times. The phases, however, were not equidistantly distributed

across the pulsation period but adjusted to the rate of change of

relevant physical quantities inside the measurement domain. Thus,

the temporal resolution was as high as Δt � 0.05 ms during the

ejection of fluid while gradually being decreased to Δt � 2 ms for
time intervals where flow structures of interest have been convected

outside the measurement plane. Furthermore, the number of record-

ings per phase N was adjusted to ensure sufficient mean data con-

vergence. Thiswas achievedwithN � 90 images during the ongoing

jet emission and N � 50 for the remaining phases. The maximum

uncertainty is�3% for instantaneous in-plane velocity components,

i.e., for u and v and�5% for the derived out-of-plane componentw.
To analyze the dynamical behavior inside the volumetric domain

spanned by PIVmeasurement planes, finite-time Lyapunov exponent

(FTLE) fieldswere deduced based on 3D3Cvelocity fields. To obtain

this quantity, the advection of virtual tracer particles with an initial

spacing of Δx � Δy � Δz � 0.3 mm was computed backward in

time using a fourth-order Runge–Kutta scheme across a duration of

Δt � −3 ms based on the phase-averaged velocity fields obtained

with PIV. The detailed procedure is explained in Ref. [36].

III. Results

The major findings regarding pulsed jets introduced into a cross-

flow under inclination angles of α � �60; 30� deg are presented in

the following. The section is divided into two parts. First, we assess

the flow structures generated for both inclination angles subject to

a varied velocity ratio. Then, implications for separation control

applications are addressed, primarily by focusing on the gain in

streamwise momentum due to the starting jets.

Table 1 Investigated parameter configurations

α, deg ujet, m∕s U∞, m∕s r � ujet∕U∞

Velocity field
information

(60, 30) 54 22.9 2.4 2D2C, 3D3C
(60, 30) 54 18.9 2.9 2D2C
(60, 30) 54 11.4 4.7 2D2C, 3D3C
(60, 30) 54 8.2 6.6 2D2C
(60, 30) 54 4.9 11.0 2D2C, 3D3C

Fig. 2 Measurement setup; based on depiction in Ref. [37].

Nozzle geometry

Solenoid valve
Compressed air supply

Slit-shaped outlet
(20 x 0.5 mm)

u t( )

0

1

u 
u

)-(
/

te j 0.5

t (ms)

0 5 10 15

tp= 1.0 ms

x

U

Fig. 1 Pulsed jet actuator and velocity signal; adapted with permission from Steinfurth and Weiss (Journal of Fluid Mechanics, 2021) [37].
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A. Generated Vortex Structures

Employing appropriate flow diagnostics, such as the finite-time
Lyapunov exponent and the Q criterion [48], focus is laid upon the
vortical structures induced by PJA-generated starting jets in the
following.Note that results regarding the two investigated inclination
angles are discussed in a separate manner. A movie, visualizing flow
structures for the larger inclination angle, is provided in Ref. [49].

1. Jet Inclination Angle α � 60 Degrees

The temporal evolution of FTLE fields for α � 60 deg subject to
different velocity ratios is shown in Fig. 3. This quantity enables an
investigation of transport mechanisms inside the flowfield as domi-
nant material lines are revealed as ridges. Here, they represent
attractors to which fluid particles converge at an exponential rate
while acting as transport barriers with negligible flux across them
[50]. Recall that jet emission starts at t� ≈ 0 and stops at t� ≈ 15.1.
At the smallest velocity ratio of r ≈ 2.4, the impact on the cross-

flow isminor at first. Thismay be attributed to a cancellation between
vorticity associated with the starting jet and the crossflow boundary
layer previously observed for small velocity ratio jets at α � 90 deg
[37]. However, at later time steps, the rollup of a vortex structure in
the jet symmetry plane is indicated by a dominant Lagrangian
coherent structure (LCS), highlighted as LCS1 in Fig. 3. Whereas
the generation of hairpin vortices associated with negative vorticity
was observed for α � 90 deg, the spanwise vorticity component
appears to be of the opposite sign here. This will be addressed in
more detail later on.
Completely different transport characteristics can be noted for the

medium velocity ratio of r ≈ 4.7, where LCS2 marks the bent jet
trajectory, representing the interface between the starting jet and the
crossflow. At t� ≈ 30, this material line encloses a region on the
leeward side of the jet, assumedly characterized by recirculating flow.
The trajectory approximately follows the jet emission direction

defined by α � 60 deg initially for the largest velocity ratio (r ≈ 11).
In this case, a propagation front (LCS3) is observed as a distinct
vortex ring develops (LCS4). It is clearly asymmetric in shape
because the leeward part is further away from the jet trajectory
highlighted by LCS2.
In summary, the velocity ratio has a significant influence on flow

structures generated at α � 60 deg. The starting jet remains in the
near-wall region for r ≈ 2.4, whereas the jet trajectory becomes
steeper for r ≈ 4.7 but no major vortical structures are revealed
through FTLE fields. In contrast, a distinct vortex ring is generated
at the largest investigated velocity ratio of r ≈ 11. A similar transi-
tional behavior with regard to the appearance of flow structures was
previously observed for transverse starting jets, i.e., at an inclination
angle of α � 90 deg. In that case, vorticity cancellation between the

jet and crossflow boundary layer prevented the generation of vortex
rings for small velocity ratios [37]. However, there is a distinct

difference, in that the leading vortex structure appears to have an

opposite sense of rotation in the current scenario at r ≈ 2.4.
We now address the three-dimensional flow structures for these jet

configurations based on a volumetric reconstruction of the flowfield,
using measurement data from multiple PIV planes. In Fig. 4, iso-

surfaces of the 3-D Q criterion are shown in the left column for

t� ≈ 30; whereas 3-D FTLE fields colored by the spanwise vorticity

component are displayed in the right for the same time step.
At r ≈ 2.4, the leading part of the starting jet is accompanied by a

vortex tube that is responsible for the advection of fluid away from the

wall as a positive vorticity is measured. It is worth noting that the

region of maximum vorticity is limited to the area close to the jet

symmetry plane because the overall jet spreading in lateral direction
appears to be small. In addition to the leading vortex structure, a

vortex tube with the same sense of rotation is observed at the trailing

part of the jet. The generation of this secondary flow structure is a

consequence of the initial radial displacement of fluid particles.

Satisfyingmass conservation, fluid particles are advected in the other
direction, i.e., toward the wall on the trailing part of the jet.
As for the medium velocity ratio, the pulsed jet extends further

from the wall but both methods reveal a distinctly mitigated vortex

structure, which is inline with the reduced vorticity component ωz

discussed earlier in this paper.
Depictions shown in the bottom row (r ≈ 11) confirm the afore-

mentioned observations regarding FTLE fields inside the symmetry

plane. A distinct vortex ring is generated because the vorticity asso-

ciated with the windward part of the starting jet has a sufficient
magnitude relative to the crossflow boundary layer and persists during

their interaction. It is interesting to note that the vortex ring is not

axisymmetric because the half-axis in the symmetry plane is approx-

imately twice as long as the half-axis along the spanwise direction.

This is inpart explainedby thegeneral asymmetryofvortex ringswhen
they interact with a crossflow as the downstream part is drawn toward

the recirculation zone on the leeward side of the jet [37]. Second, a

larger expansion along the smaller jet dimension was also noted for

pulsed planar jets emitted into still surroundings [36] and may be
caused by the specific outlet geometry. Here, both effects occur, and

a distinctly elongated vortex ring is generated. Trailing this vortex ring,

two counter-rotating vortex strands are produced, similar to those

observed in steady jets in crossflow.
The results presented so far suggest the existence of two separate

regimes: at small velocity ratios; the jet attaches to the wall, whereas

distinct vortex rings are observed for larger velocity ratios. To narrow

down the transitional range in the velocity ratio between these

regimes, we now investigate phase-averaged vorticity and velocity

Fig. 3 Development of FTLE fields in symmetry plane for α � 60 deg, color bar is within the range of FTLE � 0 : : : 1 m ⋅ s−1 (white to black).
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fields inside the symmetry plane. Note that results for two further

configurations (r ≈ 2.9 and r ≈ 6.6) are also included in Fig. 5.

For r ≈ 2.4, the emergence of the starting jet is indicated as the

vorticity assumes a value of approximately zero close to the outlet

initially (t� ≈ 3). Thus, the negative boundary-layer vorticity is can-
celled during jet initiation before a region of positive vorticity devel-

ops during the subsequent time steps. It is worth noting that the jet

appears to be attached to the wall, as indicated by almost horizontal

instantaneous streamlines, despite the relatively large ejection angle

of α � 60 deg. This can be explained by a pressure difference across
the jet propagation front that develops due to the presence of thewall,

inhibiting the entrainment of fluid on the lower part of the jet, thereby

limiting the compensation of the low-pressure region as opposed to

the windward side. Commonly referred to as the Coandă effect, this

mechanism is responsible for the jet deflection close to the outlet as a

propagation direction along the wall is assumed. The streamwise

velocity component of the resulting wall jet is larger than the velocity

of the outer flow. Hence, transverse velocity gradients ∂u∕∂y become

negative and larger in magnitude, and the out-of-plane vorticity

component ωz � ∂v∕∂x − ∂u∕∂y increases. This is fundamentally

different compared to an inclination angle of α � 90 deg, where
hairpin vortices are generated at r ≈ 2.4with the same setup, yielding

an opposite-sign vorticity component inside the vortex tube [37]. In

that case, the larger inclination angle prevents the generation of awall

jet due to the Coandă effect. Interestingly, the same phenomenon

applies to larger velocity ratios in the current study where jets

penetrate through the boundary layer beyond r ≈ 4.7. No Coandă

effect is observeddue to the larger relative jetmomentumandbecause

a low-pressure region develops as the upstream vortex sheet rolls up,

drawing the jet away from the wall. In the case of the largest velocity

ratio, the relativemagnitude of vorticity associatedwith the boundary

layer is even smaller, and a vortex ring is generated since the vorticity

associated with the windward side of the jet is not suppressed to the

same extent.

The additional velocity ratios that are onlypresented inFig. 5 suggest

that the transitional regime can be narrowed to r � 3.0 : : : 6.5 because
a wall jet similar to the one observed for r ≈ 2.4 is also generated at

r ≈ 2.9, whereas a vortex ring is observed for r ≈ 6.6, albeit with a

decreased magnitude in vorticity compared to the r ≈ 11 case.
Being a quantity that can be related to the control authority in AFC

applications, we now turn our attention to the circulation induced

by α � 60 deg pulsed jets (Fig. 6). Here, it is defined as the area-

integrated vorticity inside the symmetry plane. Whereas only the

region of positive vorticity is considered for r ≈ 2.4, a distinction is

made between areas associated with positive and negative vorticities,

respectively, for the larger velocity ratios. When a vortex ring is

generated (r ≈ 11), the circulation of that vortex is evaluated sepa-

rately using the approach explained in Ref. [37]. In short, the vortex

core was defined as the location of maximum vorticity magnitude,

and the integration areawas defined by an enclosing isolinewith 10%

of that vorticitymagnitude. The regionwas thenvalidated through the

Q criterion and the distance to the jet propagation front to avoid false

detections.

For r ≈ 2.4, the circulation only starts to increase around a non-

dimensional formation time of t� ≈ 5, i.e., after one-third of the pulse
duration. In agreement with the preceding discussion regarding

ap
pr

ox
im

at
el

y 
20

 m
m

Fig. 4 3-D vortex structures forα � 60 deg at t� ≈ 30:Q criterion isosurfaces with velocity vectors (left), and semitransparent FTLE isosurface colored

by spanwise vorticity (right).
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vorticity fields, positive vorticity is cancelled due to the interaction
with the oncoming boundary layer before that instant. Once awall jet
emerges, a region of positive vorticity develops as a footprint of the
3-D vortex tube shown in Fig. 4 onto the symmetry plane. It is worth
noting that the circulation keeps increasingwell beyond the end of the
jet emission phase, i.e., for t� > 15. During this phase, no further
circulation is ejected by the PJA but the rollup of the leading vortex
structure is still ongoing. Furthermore, a secondary area of positive
vorticity develops as fluid is entrained toward the wall on the trailing
part of the wall jet (Fig. 4).
For r ≈ 4.7, a region of negative vorticity develops immediately

after the beginning of jet emission as a recirculation zone is generated
on the leeward side of the jet. The circulation associated with this
region remains at a relatively stable level even when no more fluid is
emitted. Regions of positive vorticity are found inside the weakened
upstream shear layer and downstream of the recirculation zonewhere
fluid is redirected in the horizontal direction. However, the circula-
tion magnitude associated with these regions is smaller than for the
vortex structures generated at r ≈ 2.4 despite an almost doubled
velocity ratio, which is a direct consequence of the vorticity cancel-
lation discussed above.
For the largest velocity ratio, maxima in overall circulation (open

symbols in Fig. 6) are reached at the end of the jet emission phase at
t� ≈ 15. The maximum associated with negative vorticity is larger
because it is not negatively affected by the crossflow. Initially, the
entire circulation is found inside the vortex ring (closed symbols).
However, around a formation time of t� ≈ 11, a maximum in vortex
ring circulation is reached, and decreasing values are observed sub-
sequently. As the overall circulation remains at an almost constant
level, it can be assumed that excessive vorticity from the vortex ring is
detrained into the trailing jet. Similar observations have been made in

previous investigations of PJA-generated vortex rings ejected into still
ambience or into a crossflow at α � 90 deg, respectively [36,37].

2. Jet Inclination Angle α � 30 Degrees

In the following, we address the same aspects as earlier in this
paper regarding pulsed jets emitted at a smaller inclination angle of
α � 30 deg, i.e., with a larger initial jet velocity component in the
main flow direction.
The development of FTLE fields inside the symmetry plane for this

setup is shown in Fig. 7.
From a qualitative perspective, flow structures appear to be inde-

pendent of the velocity ratio because wall jets can be observed for all
configurations. These jets are similar in their overall appearance to
the one generated at α � 60 deg using the smallest velocity ratio.
Here aswell, FTLE fields reveal dominant propagation fronts (LCS5)
that shift low-momentum fluid of the boundary layer away from the
wall. Furthermore, a rollup of the shear layer between the crossflow
and the jet occurs (LCS6), shifting fluid away from the wall through
LCS6 but not directly transporting high-momentum fluid from the
crossflow inside the near-wall region due to the presence of a trans-
port barrier in LCS7. Only on the trailing part of the jet, fluid is
entrained owing to mass conservation; and the minor rollup of a
vortex tube (LCS8) can be seen for the larger velocity ratios.
Three-dimensional flow structures generated by pulsed jets emit-

ted at α � 30 deg as revealed by theQ criterion and FTLE fields are
shown in Fig. 8.
Wall jets are found for all three velocity ratios, characterized by a

leading structure that resembles one-half of a vortex ring. It is
interesting to note that the upper part of the vortex ring core is thinner
compared to thevertically oriented parts. This can be explained by the
difference in velocities between the jet and the crossflow that is larger

Fig. 5 Development of vorticity fields and phase-averaged streamlines for α � 60 deg.
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inside the boundary layer, resulting in increased shearing. For the

same reason, the vortex ring core becomes thicker when the velocity

ratio is increased (left column in Fig. 8) and has a larger spanwise

vorticity component (right column in Fig. 8).

Despite these minor differences, the overall appearance of vortex

structures for α � 30 deg is very similar inside a wide range of

velocity ratios. Namely, wall jets characterized by a dominant leading

vortex and a smaller-scale trailing vortex tube are generated.Whereas

the leading vortex half-ring is responsible for transferring low-

momentum fluid away from the wall, the trailing vortex maps the

entrainment of fluid on the other end of the jet.

The development of spanwise vorticity fields is displayed in Fig. 9.

Based on distributions shown for the first time step (t� ≈ 3), a
strong cancellation of vorticity can be attested only for the smallest

velocity ratio. Nonetheless, the rollup of a leading vortex (point A in

Fig. 9) is observed afterward since the wall jet has a streamwise

velocity component that is larger than the freestream velocity. Com-

pared to the larger velocity ratios where positive vorticity is ejected

and not cancelled by the crossflow, however, the region associated

with positive vorticity remains smaller for the r ≈ 2.4 case sub-
sequently. Due to the propagation front, a deformation of the boun-
dary layer is particularly apparent at t� ≈ 15 and t� ≈ 30, where the
corresponding regions of negative vorticity are moved away from the
wall. Evaluating the time-dependent vortex core positions (marked
by black crosses in Fig. 9) for several velocity ratios, we found a
linear increase in normalized convectivevelocity ofuc∕U∞ � 0.44r.
It is important to note that the convective velocity decreases for larger
velocity ratios since the variation in rwas achieved through adjusting
the crossflow speed at a fixed jet velocity in this study. Even though
the majority of spanwise vorticity is associated with the leading
(point A) and trailing (point C) vortices, a weak shear layer (point
B) is also noticeable between these flow structures. It emerges before
the termination of jet emission (t� ≈ 15), suggesting that the leading
vortex half-ring has reached saturation in terms of the maximum
absorbable vorticity by that stage.
From a flow control perspective, the time scale correspondingwith

maximum circulation of the leading vortex half-ring is of some
significance.We expect that this flow structure is themain contributor
toward boundary-layer energization. Adjusting the pulse duration to
exclusively generate a leading vortex may therefore represent an
efficiency enhancement when a smaller mass flow consumption is
required for the same control authority. In the following, we identify
this characteristic formation time subject to a varied velocity ratio by
comparing the overall circulation to that associated with the leading
vortex (Fig. 10). Only regions of positive vorticity are evaluated here.
First, we focus on the total induced circulation that is highlighted

by open symbols. Due to the initial cancellation of vorticity for
r ≈ 2.4, the circulation remains zero until t� ≈ 3. Then, a rate of
change of circulation similar to those for the larger velocity ratios
occurs initially. Both for the smallest velocity ratio and for the
medium velocity ratio, it drops at around t� ≈ 8 as a gradually
decreasing circulation flux is apparent. This can be explained by the
interaction with the boundary layer upstream of the wall jet. As the
vorticity in the boundary layer is smaller for larger velocity ratios, an
enhanced circulation maximum is achieved. For all cases, a local
maximum is reached at the end of the jet emission (t� ≈ 15). How-
ever, the overall circulation starts to increase further around t� ≈ 20 as
the secondary vortex tube located at the trailing part of the jet begins
to develop.
The circulation associatedwith the leading vortex half-ring (closed

red symbols) equals the total jet circulation initially. In other words,
the entire vorticity is accumulated inside this flow structure. How-
ever, the curves for entire jet and leading vortex circulation diverge
before the end of the jet emission phase, marking the emergence of a
trailing jet. Characteristic formation time steps are highlighted by
verticals in Fig. 10, located in the intersections between entire jet
circulation curves and horizontals representing maximum vortex
circulation. This definition represents the minimum pulse duration
yielding amaximum-circulation vortex under the assumption that the
entire ejected vorticity is eventually accumulated by the leading
vortex. Practically identical characteristic formation times of t� ≈ 9
can be noted for the medium and large velocity ratios. For r ≈ 2.4, on
the other hand, a larger value of t� ≈ 12 is extracted. Interestingly, this

Fig. 6 Time-dependent circulation associatedwith vortex structures for
α � 60 deg.

Fig. 7 Development of FTLE fields in symmetry plane for α � 30 deg; color bar is within the range of FTLE � 0 : : : 1 m ⋅ s−1 (white to black).

3952 STEINFURTH ANDWEISS

D
ow

nl
oa

de
d 

by
 T

U
 B

E
R

L
IN

 o
n 

N
ov

em
be

r 
15

, 2
02

2 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

06
04

74
 

79



deviation is equal to the initial delay in vorticity production for the

smallest velocity ratio. Therefore, the effective duration where pos-

itive vorticity associated with the leading vortex half-ring rolls up

before it reaches a limiting value is very similar for all cases.

In summary, the results presented in this section suggest that flow

structures generated with inclined pulsed jets at α � 60 deg depend
on the velocity ratio. At r < 3, vorticity cancellation occurs as jets

attach to the wall due to the Coandă effect, and a leading vortex ring

develops near the propagation front. At r > 6.5, on the other hand,

the vorticity associated with the upstream part of the starting jet is

sufficiently large, and jets penetrate through the crossflow boundary

layer. This leads to the generation of distinct vortex rings. Inside the

transitional regime, only weak vortex structures are produced. As for

the more inclined starting jets (α � 30 deg), vorticity cancellation is
observed for small velocity ratios as well. Nonetheless, wall-attached

jets similar to the one produced at α � 60 deg with r < 3 are noted

inside the entire investigated parameter space.

As previously suggested in Ref. [51], the beneficial effect in

boundary-layer control of these wall jets may depend on the leading

vortex structure that was shown to resemble a vortex half-ring in this

section. It incorporates the entire vorticity produced by the starting jet

up to a nondimensional formation time of t� ≈ 9 both for r ≈ 11 and
r ≈ 4.7. For the smaller velocity ratio of r ≈ 2.4, the rollup of the half-
ring is delayed due to vorticity cancellation with the crossflow

boundary layer. However, the effective formation time of the leading

vortex is equal to that found for the larger velocity ratios.
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Fig. 8 3-Dvortex structures forα � 30 deg at t� ≈ 30:Q criterionwith velocity vectors (left), and semitransparentFTLE isosurface coloredby spanwise
vorticity (right).

Fig. 9 Development of vorticity fields and phase-averaged streamlines for α � 30 deg.
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B. Manipulation of Streamwise Flowfield Momentum

Let us now focus on the potential benefits of PJA-generated

starting jets with respect to BLC. Specifically, we evaluate their

influence in terms of the change in squared streamwise velocity

Δ�u2� � sgn�u�u2 − sgn�u0�u20 (3)

where u0 denotes the velocity field in the absence of actuation (i.e., at
t� → −∞), and the sign function accounts for recirculating flow.Here,

we analyze the spatiotemporal evolution of Δ�u2�∕u20 as an estimate

for the relative effect on the flowfield.Note that this quantity represents

the integrand for the computation of the relative gain in streamwise

momentum flux that was also used as an “assessment factor” in

Ref. [52] but does not explicitly enable conclusions regarding the

efficiency since the relative momentum input is not considered. We

therefore also compare the change in streamwise momentum

ΔIx � ϱ

Z
T

0

Z
A
Δ�u2� dA dt (4)

with the impulse due tomomentum flux provided by the PJA [Eq. (1)],

where a square-wave pulse is assumed so that IU;jet � ϱu2jettpAjet. This

leads to a minor overestimation since the real ejection time is slightly
longer than the valve opening time tp, resulting in a decreased axial

outlet velocity. Note that IU;jet is constant for all configurations since

the jet velocity was fixed. The ratio ΔIx∕IU;jet is evaluated for cross

sections inside the near-wall region, where A is bounded by jz∕dj �
50 and y∕d � 12d, which is motivated by the fact that an increased
boundary-layer momentum makes it less likely to undergo flow sep-
aration. Hence, we consider a momentum gain in this region as an
enhanced control authority. It is important to note that we do not
attempt to establish a momentum balance: in particular, because
accurate information regarding viscous forces is not available and
we are only interested in one momentum component, namely, the
one in the streamwise direction. Nonetheless, the order of magnitude
of the pressure impulse [Eq. (2)], being the second factor contributing
toward a streamwise momentum increase, can be approximated by
comparing the impulse due to momentum flux provided by the PJA
and the momentum gain inside the measurement domain, i.e.,
Ip ≈ ΔIx − IU;jet.

1. Jet Inclination Angle α � 60 Degrees

Figure 11 sheds some light on the change in the squared stream-
wise velocity [Eq. (3)] relative to the base flow without actuation
inside the symmetry plane.
Given the smallest relative momentum flux input at r ≈ 2.4, the

influence of starting jets on the flowfield is marginal. Nonetheless, a
positive effect can be attested inside the near-wall region where the
squared velocity is increased due to the wall jet discussed earlier in
this paper. Both the primary and the secondary vortices, however,
yield slight reductions in the streamwise momentum flux in greater
wall distance. As for the medium velocity ratio, the pulsed jet
penetrates through the boundary layer, and the resulting recirculation
zone on its leeward side has an adverse effect in terms of the stream-
wise momentum flux. Once the recirculation zone breaks down, a
region of increased squared velocity develops in the near-wall region
(t� ≈ 30). It is interesting to note that the relative effect on the flow-

field as quantified by positive or negative values of Δ�u2�∕u20 is not
larger than for r ≈ 2.4. This is in line with the mitigation of distinct
flow structures because neither awall jet nor a vortex ring is produced
for themedium velocity ratio. The largest relative impulse is supplied
at r ≈ 11. Here, the streamwise momentum increase is almost

Fig. 10 Time-dependent circulation associated with regions of positive
vorticity for entire starting jet and vortex half-ring at α � 30 deg.

Fig. 11 Gain in streamwise momentum flux for α � 60 deg inside the symmetry plane (z∕d � 0).
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exclusively associated with the propagation of the vortex ring,
whereas a significant defect in near-wall momentum flux can be
observed.
We now turn our attention to the instantaneous change in squared

streamwise velocity at t� ≈ 30 for selected cross sections located in
the leading and trailing parts of the starting jets (Fig. 12). Phase-
averaged in-plane vector fields are also displayed, enabling an under-
standing of momentum transport.
Interestingly, the positive effect brought about by PJA-generated

starting jets in the current study is limited to the jet outlet length, i.e.,
to the region of jz∕dj < 20; whereas a deficit in streamwise momen-
tum is present in a greater spanwise distance. At α � 60 deg, this
conclusion applies to all velocity ratios. However, only for r ≈ 2.4
and r ≈ 4.7, the momentum inside the near-wall region is increased
while the generation of a distinct vortex ring with a dominant span-
wise vorticity component at r ≈ 11 comes at the expense of a
decreased momentum flux closer to the wall. Based on the displayed
velocity field information, the benefit of the wall jet generated at r ≈
2.4 can be ascribed to three interrelated mechanisms: 1) low-momen-
tum fluid is shifted away from the wall as indicated by the positive
vertical component at the larger x∕d, 2) the near-wall region is
energized by the wall jet, 3) further high-momentum fluid from the
freestream is entrained on the trailing part of the jet as highlighted by
the negative vertical component for smaller x∕d (see also Fig. 18). As
for the weak vortex structures observed for r ≈ 4.7, the gain in
squared streamwise velocity appears to be of similar order despite
the larger relative momentum input, which is explained by the
cancellation of flow structures discussed in the first part of this paper.
In summary, the capability of pulsed jets to penetrate through the

boundary layer at larger velocity ratios is accompanied with a deficit
in streamwise velocity, hence momentum flux, as recirculation zones
are generated. On the contrary, the wall jet generated at the smallest

velocity ratio may be better suited to enhance the boundary-layer

impulse.

Taking up the latter hypothesis, the momentum gain inside the

near-wall region [Eq. (4)] (i.e., at y < 12d relative to the impulse due

to momentum flux provided by the PJA [Eq. (1)]) is quantified in

Fig. 13 as a function of x∕d.
As for the region upstream of the jet outlet (x∕d < 0), slight positive

effects are observed for the two larger velocity ratios; whereas starting

jets yield a deceleration associated withΔIx ≈ −0.25IU;jet for r ≈ 2.4.

Directly downstream of the outlet, the largest velocity ratio induces a

minor momentum gain as the jet imposes a positive streamwise

velocity when penetrating through the boundary layer. This only

applies to the region of x∕d < 50, whereas the momentum inside the

near-wall region is only slightly affected or even decreased otherwise

due to the recirculating flow shown in Figs. 12 and 11. For r ≈ 2.4 and
r ≈ 4.7, on the other hand, an enhancement in momentum is achieved

because an increase up to x∕d ≈ 50 is noted for both configurations.

Crucially, the relative gain inside the near-wall region is approximately

twice as large for the smallest velocity ratio. This can be explained by a

more distinct diffusion of momentum in the wall-normal direction for

r ≈ 4.7, whereas regions of positive Δ�u2� remain closer to the wall

for r ≈ 2.4.
Taking into account the entire height of measurement planes, the

relative streamwise momentum gain reaches values between 2.5IU;jet

(r ≈ 2.4) and 1.8IU;jet (r ≈ 11). The discrepancy between the mea-

suredmomentum and the injectedmomentum flux over time is due to

the pressure impulse that occurs during the rapid jet initiation

[Eq. (2)], which will be discussed in more detail later on. However,

for the case of the smallest velocity ratio, the gain in momentum

clearly exceeds the flux term provided by the PJA in the near-wall

region. It can therefore be regarded as the most efficient in terms of

the distribution of momentum. This is linked with the generation of

wall jets as discussed in the first part of the paper.

2. Jet Inclination Angle α � 30 Degrees

In the following, the influence of pulsed jets emitted at an incli-

nation angle of α � 30 deg on the streamwise momentum flux is

addressed. The first part of this paper showed that similar flow

structures are generated within the studied range in velocity ratios,

namely, wall jets led by a primary vortex. The influence of these jets

on the squared streamwise velocity component inside the symmetry

plane is displayed in Fig. 14.

The starting jets clearly yield an increased momentum flux inside

the near-wall region for all configurations at α � 30 deg, whereas a
minor velocity deficit occurs just above the jets. This is due to the

development of large-scalevortices inside the shear layer between the

starting jets and the freestream characterized by a positive sense of

rotation. Comparing the two investigated jet inclination angles, a

larger gain in squared velocity is present for α � 30 deg.
Selected cross sections representative of flow conditions inside the

leading and trailing parts are shown in Fig. 15.

Fig. 12 Relative gain inmomentum flux inside selected cross sections for
α � 60 deg and t� ≈ 30; horizontal line indicates boundary of near-wall
region (y∕d � 12).

Fig. 13 Relative momentum gain in near-wall (y∕d < 12) region for
α � 60 deg; Ix calculated within the range of z∕d � �50.
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Aswas the case for α � 60 deg, the positive effect in terms of the

momentum flux is restricted to the jet outlet in spanwise direction

with the maximum inΔ�u2� inside the symmetry plane and decreas-

ing values for larger jz∕dj. Whereas the dimension of the high-

momentumwall jet in spanwise direction remains of a similar order

along x∕d, its extent in the wall-normal direction is distinctly

reduced because a height of approximately one-third (compared

to the leading part) can be noted inside the trailing part of the jet

(left column in Fig. 15) for all velocity ratios. This is explained by

the influence of the primary vortex, shifting high-momentum fluid
downward, andmay be viewed as beneficial with respect to the BLC
authority as the momentum gain inside the near-wall region is
increased.
The ratio between momentum gain inside the near-wall region

and the impulse due to momentum flux ejected by the PJA for
α � 30 deg is shown in Fig. 16.
Compared to α � 60 deg, the ratio between supplied momentum

flux over time and measured momentum is consistently larger for the
more inclined jets, as could be expected based on previous analyses.
A minor enhancement is found upstream of the outlet due to the
accelerating effect of starting jets emitted at α � 30 deg. Peaks in
relativemomentumgain are reached in the range of x∕d � 50 : : : 100
with continuously decreasing values in greater outlet distance due to
the influence of viscous forces on both the wall and inside the shear
layer. When the entire cross sections of the measurement volume are
considered, maxima in relativemomentum gain are of a similar order
as for the α � 60 deg configuration (i.e., ΔIx∕IU;jet ≈ 2.5 : : : 3)
which confirms the important effect of the jet inclination angle in
terms of distributing the momentum input.
Overall, a better suitability for BLC can be attested for the

α � 30 deg case where the momentum is distributed in a more
efficient manner. It is also worth mentioning that the best efficiency,
as defined here, is found for the smallest velocity ratios since the
largest fraction of momentum flux is supplied to the near-wall region
although the nominal momentum input was equal for all configura-
tions. An overview of the control authority associated with the
investigated emission angles and velocity ratios is given in Fig. 17,
which will be discussed in the following section.

Fig. 14 Gain in streamwise momentum flux for α � 30 deg inside the symmetry plane (z∕d � 0).

Fig. 15 Relative gain inmomentum flux inside selected cross sections for
α � 30 deg and t� ≈ 30; horizontal line indicates boundary of near-wall
region (y∕d � 12).

Fig. 16 Relative momentum gain in near-wall (y∕d < 12) region for
α � 30 deg; Ix calculated within the range of z∕d � �50.
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IV. Conclusions

Drawing on previous fundamental investigations of planar pulsed

jets [36,37], their suitability for boundary-layer control was

addressed in the current paper. Jets were generated by means of a

pulsed jet actuator, ejecting defined amounts of fluid through a

rectangular high-aspect-ratio outlet as a fast-switching solenoid valve

is opened for relatively short time intervals. Here, starting jets were

emitted into a steady crossflow with a turbulent zero-pressure-

gradient boundary layer at inclination angles of α � �60; 30� deg,
and the velocity ratio between the axial jet velocity and freestream

velocity was varied in the range of r � 2.4 : : : 11. Whereas the first

part of the paper was dedicated to the general identification of

resulting flow structures inside this parameter space, the gain in

streamwise momentum due to actuation was subsequently assessed

as a measure of control authority. The major results are summarized

in Fig. 17, displaying generated flow structures for different param-

eter combinations and the resulting gain in streamwise momentum

per unit width inside the near-wall region (y∕d < 12) averaged over a
streamwise range of x∕d � −20 : : : 200. Note that the jet outlet has a
spanwise extent of l∕d � 40, and the momentum flux supplied per

starting jet is represented by the shaded area in the figure.

Two types of flow structures were observed: 1) flat jets that remain

attached to the wall and are led by a vortex half-ring, and 2) closed

vortex rings penetrating into the crossflow. The latter are only gen-

erated when starting jets are operated at α � 60 deg and r > 6.5.
The former are produced at α � 30 deg (independent of the velocity
ratio) and small velocity ratios for α � 60 deg.
In general, the generation of a distinct vortex ring has amarginal, if

not adverse, effect in terms of enhancing the boundary-layer momen-

tum. Wall-attached jets with a leading half-ring, on the other hand,

yield a substantial gain in streamwise momentum in the near-wall

region. In this regard, three transport mechanisms were identified as

major contributors (Fig. 18). First, the leading part of the wall jets is

characterized by amaterial line, along which low-momentum fluid is

accelerated away from the wall (annotation 1). The boundary-layer

momentum is then directly increased by the passage of the wall jet

(annotation 2); and only on its trailing part, high-momentum fluid

from the freestream is entrained, i.e., shifted toward the wall as a

consequence of mass conservation (annotation 3).

It is important to note that the vortex half-ring plays a major role in

energizing the boundary layer by lowering the local static pressure

[51]. For all wall-attached jets generated at α � 30 deg, the ring

reaches its maximum circulation after a rollup duration of Δt� ≈ 9.
Subsequently, the wall-attached jet becomes excessively long

although the control authority associated with the leading vortex ring
is not increased. Knowledge regarding the characteristic formation

time of the vortex half-ring may therefore enable an efficiency

enhancement in BLC applications as the pulse duration may be
adjusted to exclusively generate dominant vortices.
To quantify the implications of the observed vortex structures, the

gain in streamwise momentum ΔIx inside the near-wall region was

compared with the impulse due to momentum flux IU;jet provided by

the PJA. Put simply, the entire momentum flux is supplied to the
streamwise near-wall flowwhen a value ofΔIx∕IU;jet � 1 is found in

the absence of other contributing impulse terms. Interestingly, the
overall gain reaches values larger than can be expected based on the

supplied momentum flux alone for all configurations where vortex
half-rings are generated (Fig. 17). This is explained as due to over-

pressure inside the jet exit plane that occurs during the rapid jet

initiation and was previously reported to have a significant influence
on the properties of starting jets [36]. Exit overpressure is a result of

the requirement to accelerate mass in addition to that associated with
the ejected fluid (namely, entrained and added mass [40,41]) and

provides a pressure impulse

Ip �
ZZ

�p − p∞� dA dt

in addition to the impulse due to momentum flux. It is important to
note that a similar degree in overpressure can be expected for all

configurations studied here. However, it contributes to the generation
of a thick-cored vortex ring and a large-scale recirculation zone for

α � 60 deg with r ≈ 11 instead of enhancing the streamwise boun-
dary-layer momentum, as for the cases where wall-attached jets are

produced. From aBLCperspective, the generation of full vortex rings
is therefore regarded as less efficient.
The deliberate exploitation of the exit overpressure effect in BLC

applications has not been reported to the best of the authors’ knowl-
edge, even though the presented results indicate a substantial or,more

boldly, the predominant contribution toward control authority in the
current setup. However, it is important to note that benefits associated

with the pressure impulse invariably come at the cost of an increased

energy consumption [53], usually reflected in a larger supply pres-
sure. When estimating the efficiency, surely a larger control volume

needs to be applied that is not restricted to the flowfield in question, as
was done here.
To enable a more sophisticated utilization of pulsed jets, a number

of issues need to be addressed in the future. This includes the
investigation of geometrical changes of BLC devices as well as the

applied velocity program for which the influence on overpressure is
yet unknown. Furthermore, it is clear that the generation of leading

vortex structures is of great relative importance in terms of the

Fig. 17 Vortex structures and associated momentum gain in near wall-region for different jet emission angles and velocity ratios.

Fig. 18 Illustration of different mechanisms contributing to boundary-
layer energization.
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pressure impulse since the overpressure associated with the ejection
of the trailing fluid column is the same as for a steady jet, i.e.,
negligible [38]. This raises the question regarding an optimal amount
of ejected fluid per starting jet. Some insight regarding such a
quantity has been gained recently for generic configurations of non-
parallel starting jets ejected into still ambience or transversely into a
crossflow [36,37]. In the current article this approachwas extended to
inclined pulsed jets commonly used in BLC applications, and a
characteristic rollup duration of the leading vortex half-ring corre-
sponding to a formation time interval of Δt� ≈ 9 was noted for
different velocity ratios.
Based on the results presented in this paper, the effect of over-

pressure that is specific for the generation of such pulsed jets may
contribute toward a substantial efficiency enhancement in flow con-
trol applications. At a fixed mass flow consumption, it can lead to an
increase in momentum gain by a factor of two and more, as was
shown in the current paper. Advancing the knowledge regarding this
phenomenon therefore appears to be a worthwhile task.
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This paper is concerned with active separation control in a one-sided diffuser test section using pulsed wall jets.

Particular focus is laid on the two timescales defining the periodic forcing signal, which are the pulse duration tp and
the timedelay between successive pulses toff. The latter is addressed in adedicated type of experimentwhere forcing is

terminated abruptly as the flow is allowed to evolve into its natural, separated state. Lasting for a duration

approximately 50 times the convective time tc, this transient process is largely independent of initial forcing

conditions. The onset of reverse flow near the diffuser foot is shown to occur after a characteristic separation time

of only t�s ≈ 2.2tc for a variety of actuation signals when a mean momentum input of cμ;thres � 1.5% is exceeded.

Setting the forcing signal according to these flow-inherent quantities is demonstrated to reliably prevent the recurrence

of mean reverse flow throughout the actuation period. For such parameter combinations, a systematic reduction of the

requiredmass flow is feasible byreducing thepulse duration tp, and thereby thedutycycle.Thus,DC ≈ 0.1 is associated

with an equal or even superior control authority compared to the typically used DC � 0.5 case in the current setup,

although only one-third of the mass flow is required. The results presented in this paper therefore promote significant

efficiency gains in active boundary-layer control by optimizing the duty cycle of pulsed-jet actuators.

Nomenclature

Aref = reference area, m2

cn = normal force coefficient
cp = pressure coefficient

cQ = mass-flow coefficient, %

cμ = momentum coefficient, %

cμ;thres = momentum coefficient threshold value, %

DC = duty cycle
d = outlet width, m
deq = equivalent outlet diameter, m

FM = figure of merit

F�
opt = optimum reduced forcing frequency

F� = reduced forcing frequency
f = forcing frequency, s−1

fs = sampling frequency, s−1

Iu;jet = momentum flow rate per unit width, �kg ⋅m�∕s2
L = length of diffuser ramp, m
Lc = length of control domain, m
l = outlet span, m
_mjet = mass-flow rate per unit width, kg∕�ms�
pmax = range of pressure transducer, kg∕�ms2�
q∞ = freestream dynamic pressure, kg∕�ms2�
Ra = roughness parameter, m
r = jet velocity ratio
T = forcing period, s
t = time, s
tc = convective time, s
toff = time delay between successive pulses, s
toff;crit = critical time delay between successive pulses, s

tp = pulse duration, s

t�s = characteristic separation time, s
t� = nondimensional time

U∞ = nominal freestream velocity, m∕s
u, v = velocity components in x and y directions, m∕s
ujet = nominal jet velocity, m∕s
~u, ~v = velocity components in ~x and ~y directions, m∕s
~Vm

= maximum wall-normal velocity, m∕s
x, y, z = Cartesian coordinates, m
~x, ~y, ~z = Cartesian coordinates, m
~xind = indicator sensor location, m
α = diffuser opening angle, deg
γ = forward-flow fraction
γmin = minimum forward-flow fraction
Δcn = deviation in normal force coefficients with regard

to unforced baseline
Δcn;inv = deviation in normal force coefficients with regard

to inviscid simulation
Δt = time delay, s
ΔU = deviation in wall-parallel velocity, m∕s
ΔVm = deviation inmaximumwall-normal velocity,m∕s
ΔVmin = deviation in minimum wall-normal velocity,m∕s
Δx, Δy, Δz = spatial distances in (x, y, y) coordinate system, m
Δτ = deviation in wall shear stress, kg∕�ms2�
ϱ = mass density, kg∕m3

τ = wall shear stress, kg∕�ms2�
φ = jet emission angle, deg
ωz = spanwise vorticity component, s−1

I. Introduction

OVER the last decades, the field of active separation control
(ASC) has given rise to various methods of countering boun-

dary-layer separation. Typically relying on some kind of external
energy source, different technical implementations exist, often intro-
ducing unsteady perturbations to energize the boundary layer in
question and prevent or delay its separation from a solid surface
[1]. Common devices are plasma [2–4], zero-net-mass-flux [5,6],
sweeping-jet [7–9], and pulsed-jet actuators [10–14]. The latter type
in particular represents the advancement of a steady-blowing
approach and is considered to cause a more effective flow manipu-
lation in comparison [15,16]. Here, defined amounts of fluid that are
small relative to the affected flow domain are periodically injected
into a crossflowing boundary layer, where they increase the momen-
tum flux [17–20].
The considerable body of literature dedicated to ASCwith pulsed-

jet actuators (PJAs) involves many suggestions regarding adequate
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operating conditions [16,21]. It appears to be commonly accepted
that the jet origin needs to be located as close as possible to the natural
separation line because the prevention of boundary-layer separation
is muchmore efficient than the reattachment of a separated flow [22].
Furthermore, some consensus with regard to the outlet geometry and
orientation can be noted because jets ejected through elongated slots
and inclined toward the downstream surface have been employed to
great effect [10,14,21]. Leaving such geometrical considerations
aside, one needs to adjust a limited number of parameters to define
the PJA forcing signal that can often be approximated by a square
wave (Fig. 1).
Assuming two-dimensional flow, the time-dependent forcing

intensity

cμ�t� �
Iu;jet�t�
q∞Lc

(1)

can be quantified by the supplied momentum flow rate per unit width
Iu;jet � _mjetujet relative to the product of freestream dynamic pres-

sureq∞ and the extent of the controlled flow regionLc [23]. Enabling
a better comparison of forcing intensities applied in different setups,
time-averaged values of the momentum coefficient �cμ are usually

stated, with the bar being dropped for convenience in the following.
The minimum cμ required to prevent separation is highly sensi-

tive toward the flow configuration [specifically, with regard to the
magnitude of the adverse pressure gradient (APG) and the stream-
wise extent of the control region] but is also dependent on the
remaining actuation parameters. This is reflected in the broad range
of effective forcing intensities of cμ � 0.01; : : : ; 3% summarized by

Greenblatt and Wygnanski for different airfoil configurations [16].
It is important to note that pulsed forcing can also have a detrimental
effect (i.e., lead to a reduction of the near-wall momentum)when the
velocity ratio r � ujet∕U∞ is relatively small [15]. On the other

hand, an excessive increase of the momentum input beyond the
value that ensures an attached boundary layer has no significant
effect in terms of the aerodynamic loads although the maximum lift
can be slightly enhanced through circulation control in some
flows [24].
There is perhaps even more debate over the choice of the actuation

frequency f that is often communicated in its dimensionless form:

F� � fLc∕U∞ (2)

An order of magnitude approximation for the optimum of this

parameter in many flow configurations is O�F�
opt� � 1, which is

based on two observations [16]. First, acoustic excitation experi-
ments show a trend toward this value when the forcing intensity is
increased [25], i.e., when perturbation levels approach values
achieved with PJAs. Second, it was shown that the expansion rate
of a turbulent free shear layer can be enhanced most effectively
through excitation with a frequency on this order [26,27]. This is
assumed and, on some occasions, indeed shown to cause a larger
entrainment of high-momentum fluid into the near-wall region,
thereby controlling separation [15,28]. Other investigations suggest
that for the prevention of flow separation (i.e., in the absence of a

separated shear layer), a larger reduced frequency of F�
opt � 3; : : : ; 4

[22] or evenO�F�� � 10 [29] needs to be applied. We conclude this

brief overviewof the optimum reduced frequency by pointing out that
its exact value is sensitive to changes of the forcing intensity [27,28].
For more information, the interested reader is once more referred
to Ref. [16].
Perhaps surprisingly, the timescales shown in Fig. 1 (namely, the

jet pulse width tp and the time delay between successive pulses toff)
are not explicitly considered in any of the aforementioned studies
where a duty cycle of 50% is preset (tp∕T � 0.5 and tp � toff). This
may be viewed as an attempt to tame the multidimensional parameter
space because the actuation signal can be parametrized by the forcing
intensity and the frequency only. Other explanations lie in the his-
torical reference to acoustic harmonic forcing where the duty cycle is
fixed or the use of devices that, by design, do not allow for such
variations [30]. Nonetheless, there is reason to believe that an opti-
mization of the duty cycle may significantly improve the effectivity
and efficiency of PJAs because it is directly related to the momen-
tum input (effectivity) and mass-flow consumption (efficiency).
This was in fact proven to be the case by Bons et al. [31], reporting
effective ASC on a low-pressure turbine blade at a duty cycle as low
as 10%, which they attributed to the relatively large timescale at
which the boundary layer resumes its separated state. They con-
cluded that “some economy of jet flow may be possible by optimiz-
ing the pulse duty cycle”, which has been confirmed in other
experiments [32,33].
In the present study, the over-riding objective is to further the

knowledge of flow physics governing the effectivity of pulsed jets
in ASC, enabling an informed choice of timescales defining the
forcing signal. Recent efforts by the authors were already dedicated
to optimizing the pulse width tp [14,20,34] based on the assumption
that the control authority of pulsed jets is mainly governed by the
leading vortex ring. Hence, we identified nondimensional pulse
durations maximizing the circulation of this flow structure: an
approach consistent with the concept of a formation number [35].
However, the control range of such pulsed jets associated with
relatively small amounts of ejected mass appears to be limited [36].
In other words, the flow is only affected in the jet near field, whereas
the influence in the greater outlet distance is negligible. The topic of
the relative importance attributed to the individual flow structures of
pulsed wall jets is therefore revisited in the present paper (Sec. III).
Then, we address the relaxation process unfolding in between
successive pulses, enabling an educated choice of the time delay
toff (Sec. IV) before presenting guidelines for the adjustment of the
pulse duration tp (Sec. V). Based on these guidelines, the timescales

depicted in Fig. 1 can be set separately, and demonstrations of
potential efficiency enhancements are provided.

II. Experimental Setup and Approach

In the following, we will introduce the investigated flow configu-
ration before addressing the ASC approach. Then, the measurement
procedure will be documented.

A. Unforced One-Sided Diffuser Flow

Experiments were conducted in a subsonic closed-loop wind
tunnel where a one-sided diffuser test section was installed (left-side
image in Fig. 2). The mean velocity inside the test section entrance
was U∞ � 20 m∕s with further measurements conducted at U∞ �
�15; 25� m∕s to assess the Reynolds number dependence for
selected cases. Although the upper boundary of the test section at
y � 400 mm is a flat plate, the bottom part allows for a linear
widening of the cross-sectional area because the angle of the
diffuser ramp of length L � 337 mm is adjustable in the range
α � 0; : : : ; 25 deg. Two coordinate systems will be referred to in
this paper: the (x, y) system is aligned with the horizontal free-
stream, whereas the � ~x; ~y� coordinate system is rotated by the
diffuser angle so that ~x is aligned with the ramp. While the (x, y)
system has its origin in the connection between the horizontal test
section inlet and the diffuser ramp where a rounded transition
prevents geometry-induced flow separation at small and moderate
diffuser angles, the � ~x; ~y� system is rooted at the jet outlet location.

Time
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Fig. 1 Idealized actuation signal of a PJA.
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The characteristic normal force development for increasing dif-
fuser opening angles is shown in the right-side image of Fig. 2. This
quantity was evaluated based on time-averaged pressure measure-
ments throughout the diffuser ramp that are compared with the static
pressure at x � −0.2 m. For a zero diffuser opening angle, the test
section floor resembles a flat platewith a negligible pressure gradient;
hence, only a very small normal force relative to the test section
inflow is found. When the diffuser is opened, the normal force
coefficient increases in a linear fashion initially as the flow deceler-
ates and an APG develops. This gradient is then responsible for the
onset of turbulent flow separation near the ramp foot at approxi-
mately α � 15 deg. When the diffuser angle is further increased, the
unsteady separation line is shifted upstream, and the region of
recirculating flow grows in size. This first yields stagnating and then
decreasing normal force coefficients. At α > 22 deg, geometry-
induced separation occurs because the flow is not capable of follow-
ing the ramp deflection. Thus, boundary-layer separation induced by
an APG is found in the range of α � 15; : : : ; 22 deg for this specific
setup, with a diffuser angle of α � 20 deg investigated in the present
study (highlighted in Fig. 2).
For this configuration, information on the natural (i.e., uncon-

trolled) flowfield is presented in Fig. 3. A drop in pressure coeffi-
cients can be noted at the diffuser entrance, which is explained by
bending path lines and a local flow acceleration. Then, a distinct APG
is generated on the upper part of the ramp (x � 0; : : : ; 100 mm),
causing boundary-layer separation as indicated by the reduced pres-
sure gradient.
These general observations are confirmed by particle image veloc-

imetry (PIV) measurements presented in the bottom of the figure,
where a large mean region of recirculating flow is indeed revealed,
enclosed by the �u � 0 m∕s isoline. To estimate the extent of this
separation bubble, the forward-flow fraction γ is evaluated (Fig. 3,
top), defined as the relative number of samples that indicate forward-
directed near-wall flow. This quantity was extracted from instanta-
neous PIV measurements (solid black line) by evaluating velocity
vectors closest to the surface for each streamwise location and
compared to measurements with wall shear-stress sensors (red
circles). For the latter, positive shear-stress values were interpreted
as forward-directed flow. Both measurement methods are in good
agreement, indicating a forward-flow fraction of γ ≈ 1 is up to a

streamwise location of x � 50 mm. This confirms that flow separa-

tion is indeed APG-induced and not geometry-induced because there

is no instantaneous reverse flow at the diffuser opening. Being a

characteristic location inside a separating and reattaching flow [37],

the point of incipient detachment (ID) where γ � 0.99 is highlighted
by a vertical line in Fig. 3. Further downstream, the forward-flow

fraction decreases continuously and a value of γ � 0.5 [transitory

detachment (TD)] is found at x � 210 mm. Nonzero minima in γ are
reached at the foot of the diffuser ramp, suggesting the intermittent

presence of forward-directed flow. The transitory reattachment (TR)

line at the downstream end of the recirculation region is located at

x � 390 mm. Thus, a characteristic length of the separation bubble,

enclosed by TD and TR, of Lb ≈ 180 mm can be deduced. Further
downstream, complete reattachment ensues, albeit not directly mea-

sured bymeans of PIV because it lies slightly outside the field of view

for this method.

B. Method of Active Separation Control and Investigated Forcing
Signals

Control of the flow configuration introduced previously in this

paper was facilitated by emitting compressed air in a pulsatile fashion

by means of an array of five identical pulsed-jet actuators: one of

which is shown in Fig. 4. They feature fast-switching solenoid valves,

allowing for minimum pulse durations of tp � 0.6 ms at a maximum

inaccuracy of 15%. Note that tp was assumed to be of equal duration

as the valve opening time, which was controlled by a square-wave
signal. Following the opening of the valve, a slight time delay (on the

order of 1 ms) occurs before fluid is ejected from the outlet. Down-

stream of the solenoid valve, a three-dimensionally (3-D)-printed

nozzle transforms the circular inlet cross section into a rectangular

outlet with an aspect ratio of l∕d � 20 mm∕0.5 mm � 40. Owing to
the employed stereolithography technology and layer thicknesses of

25 μm for 3-D printing, the surface roughness inside the nozzle was

Ra < 2.5 μm. With respect to the longer slot dimension, a homo-

geneous jet velocity is achieved by deflecting the flow inside the

nozzle by means of two backward-facing steps, which may result in

minor recirculation zones. A detailed analysis of the specific near-

outlet flowwas provided in a recent paper [38]. In summary,we noted

a large transverse advection of fluid (i.e., highly nonparallel flow) due

to an overpressure peak inside the jet exit plane. This is assumedly

linked with the PJA function principle in which fluid is accelerated

more rapidly as compared to other means of generating starting jets.
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Fig. 2 One-sided diffuser test section (left), and normal force coefficient on the diffuser ramp as a function of opening angle (right): configuration
α � 20 deg, addressed in this paper, is highlighted in red.

Fig. 3 Natural one-sided diffuser flow in absence of forcing for

α � 20 deg: mean pressure distribution in symmetry plane and for-
ward-flow fractions measured with PIV and MEMS wall shear-stress
sensors (top); and mean velocity field (bottom).

Nozzle geometry

Compressed air
supply

Solenoid valve

Slit-shaped outlet
(20 x 0.5 mm) ujet

~

= 30°

Diffuser surface

Fig. 4 Pulsed-jet actuator operated at emission angle of φ � 30 deg.
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The PJAs were mounted flush in the diffuser wall with outlets
located at x ≈ 65 mm for α � 0 deg ( ~x � 0 mm) and a spanwise
distance between neighboring slots of Δz � 2 mm. The longer slot
dimensionwas oriented in the spanwise direction, and the pitch angle
was zero during the entire study; hence, jets were introduced in the
main flow direction without a nominal transverse component. The jet
inclination angle, on the other hand, was set to φ � 30 deg, repre-
senting an effective operating condition as vortex half-rings trailed by
wall-attached jets are generated [20].
Indicated in Fig. 1, the major actuation parameters addressed in

this study were the forcing intensity, represented by the jet velocity
ratio r � ujet∕U∞; the pulse duration tp; and the time delay toff. For
fixed tp and toff , the forcing intensity was varied by adjusting the

nominal jet velocity that could be set with a maximum uncertainty of
�0.4 m∕s using a mass-flow controller, taking into account the jet
outlet area, the pulse width, and the actuation period. The timescales
tp and toff , on the other hand, were assumed to correspond to

durations where the magnetic valve of the PJAwas open and closed,
respectively, which was controlled with a signal generator. The
separate variation of these three quantities leads to a large number
of parameter combinations, with different subspaces addressed indi-
vidually as explained in the following.

1. Investigation of Single-Pulse Jets

First, we will consider the scenario where the interaction between
successively generated jets is limited. For practical reasons, fluid was
still emitted periodically but the time delay toff was kept constant at
relatively large values. To study the interaction of the jet array with
an APG boundary layer, a tomographic reconstruction of the flow-
field was performed based on phase-locked three-dimensional three-
component (3C) PIV measurements in 35 planes. Here, only one
parameter combination was considered. Furthermore, two-dimensional
(2-D) two-component (2C) PIV as well as wall shear-stress data were
obtained for the parameter ranges given in the second row of Table 1.

2. Influence of the Pulse Delay

Then, the time delay between successive pulses was varied with
three values toff � �4.8; 11; 20.3� ms addressed in detail at a velocity

ratio of r � 4 and a pulse duration of tp � 3 ms. Here, two types of

experiments were conducted. During terminated-forcing experi-
ments, actuation with the parameter combinations stated in Table 2
was only applied initially before forcing was stopped and the flow
was allowed to settle into its natural, unforced configuration. This
enabled conclusions regarding the impact of initial forcing conditions
on the onset of flow separation. A representation of the investigated
forcing signal is shown in Fig. 5 (left). Note that steady blowing
was used as a reference case. To allow for phase averaging of
measurement data, the intervals of forcing and no fluid emission
were repeated periodically with each phase lasting for 1 s, which was
verified to be sufficiently long to ensure converged flow states.
In a second set of experiments, continuous forcing was addressed

where the flow was not allowed to return to its natural state (Fig. 5,
right). This represents the typical scenario found in ASC so that
conclusions regarding the applicability of an optimized toff can
be drawn.

3. Influence of Pulse Duration

Finally, a combination of parameter spaces introduced in the two
previous sub-sections is considered to determine the effect of a varied
pulse duration (Table 3). Furthermore, the control authority as well as
the efficiency associatedwith the resulting forcing signals are assessed.

C. Applied Measurement Techniques

The results presented in this paper are mainly based on three
experimental methods that are briefly introduced in the following:
Synchronized bidirectional wall shear-stress measurements

were conducted with calorimetric microelectromechanical system
(MEMS) sensors of the same type as introduced by Weiss et al.
[39,40]. Here, a microbeam suspended over a micrometer-scale
cavity is heated by an electric current, and the thermal wake is mea-
sured with two additional lateral detector beams acting as resistance
thermometers. Following a calibration up to τ � 7 Pa in a dedicated
wind tunnel, the detector signals can be related to the direction and
magnitude of the localwall shear stresswith amaximumuncertainty of
approximately 5% [40]. Ten of these sensors were mounted flush
inside the symmetry plane, with six of them located on the diffuser

Table 1 Parameter space addressed in Sec. III

toff , ms tp, ms DC F� r cμ, %

3-D 3C 20.3 3 0.13 0.58 2.5 0.35

2-D 2C/wall shear stress 50 3; : : : ; 20 0.06; : : : ; 0.29 0.19; : : : ; 0.25 3, 7 0.22; : : : ; 6.17

Table 2 Parameter space addressed in Sec. IV

toff , ms tp, ms DC, % F� r cμ, %

Pulsed blowing 3; : : : ; 40 3 7; : : : ; 50 0.3; : : : ; 2.3 1.5; : : : ; 10 0.2; : : : ; 6.2

Steady blowing 0 → ∞ 100 —— 1; : : : ; 10 0.4; : : : ; 44.1

Je
t v

el
oc

ity

Steady blowing

Pulsed blowing

gnicrofsuounitnoCTerminated forcing

Fig. 5 Exemplary actuation signals for the two types of experiments presented in Sec. IV.

Table 3 Parameter space addressed in Sec. V

toff , ms tp, ms DC, % F� r cμ, %

Pulsed blowing 6, 11 1, 3, 5, 6, 7, 11 0.1; : : : ; 0.5 0.52; : : : ; 1 1; : : : ; 10 0.05; : : : ; 4.5

Steady blowing 0 → ∞ 100 – 0.5; : : : ; 3.2 0.1; : : : ; 4.5
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ramp and the remaining sensors on the plate downstream (Fig. 6, left).
Samples were taken at a frequency of fs � 5 kHz over durations that
corresponded to at least 150 forcing periods for each parameter com-
bination. Note that τ > 0 Pa indicates flow in the positive ~x or x
direction by design. Although we are aware that vanishing wall shear
stress does not necessarily indicate the detachment of a turbulent flow
[37,41], zero crossingswill be used as an approximate indicator for the
onset of reverse flow in the following. Because the region near the
diffuser foot is most prone to flow separation, the sensor located at ~x ≈
0.85Lc (x ≈ 230 mm in Fig. 3) will be evaluated as an indicator. The
distance between jet outlets and the downstream end of the diffuser
ramp is defined as the control length Lc � 0.27 m.
Pressure measurements were conducted at 25 equidistantly spaced

locations on the diffuser ramp. Differential pressure sensors with a
maximum inaccuracy of 2.5 Pa were used to attain mean pressure
distributions. In addition, piezoresistive pressure transducers were
employed to acquire time-resolved signals. Three sensors with a
range of pmax ≈ 6.9 kPa and a maximum inaccuracy of approxi-
mately 0.6% full-scale output were successively operated at the same
sampling parameters as the wall shear-stress sensors.
Velocity field information was obtained by performing PIV. A

double-pulse laser was employed to illuminate aerosol particles, and
images of the reflections were taken with a complementary metal-
oxide-semiconductor camera with a resolution of (2560 × 2150)

square pixels and a pixel size of �6.5 × 6.5� μm2. A coating was
applied to the surface to reduce reflections so that velocities could be
measured up to a wall distance of Δy ≈ 2 mm. Measurements were
conducted in multiple areas of the one-sided diffuser flow. First,
phase-locked two-component velocity fields were determined
through measurements in two overlapping planes in the symmetry
plane. This was achieved by triggering the PIV system at different
time instances with respect to the square-wave signal controlling the
solenoid valves. The number of snapshots per phase was chosen to
ensure sufficient mean data convergence. Then, detailed stereoscopic
measurements were conducted in the near-outlet region for one
selected configuration (r � 2.5, tp � 3 ms, and toff � 20.3 ms).

Phase-averaged data from 35measurement planes (Fig. 6, right) were
used to perform a tomographic reconstruction of the time-resolved
flow domain.

III. Flow Structures Contributing to Separation
Control Authority

In the following section, we will address the threefold mechanism
leading to an increased near-wall momentum flux through pulsed-jet
actuation. The results are mainly presented for velocity ratios of
r � �3; 7�. However, no explicit comparison in terms of the control
effectivity is implied at this stage. Instead, focus is laid on the
generation of flow structures with different jet velocities, thereby
setting the stage for the following sections of this paper.
The authors recently suggested that the effectivity of pulsed wall

jets is driven by three flow structures (Fig. 7) [20]. First, a leading

vortex (LV) develops during the initiation of momentum addition,

i.e., for small t. It has the shape of a vortex half-ring that extends from
the wall and attains its maximum circulation around a nondimen-

sional formation time of approximately t� � 9 in a zero-pressure-

gradient boundary layer. The LV is enclosed by the jet propagation

front, along which low-momentum boundary-layer fluid is pushed

aside [42]. Second, thewall-attached jet replaces the low-momentum

fluid with high-momentum fluid injected through the outlet. The

entrainment into this wall jet, however, is negligible, as indicated

by the bounding separating material line in Fig. 7. And third, a

tubelike stopping vortex develops immediately following the end

of the jet emission phase. Associated with positive spanwise vorticity

of the same order as the LV, it causes radial entrainment of fluid from

the outer flow into the near-wall region.
Although the mechanisms introduced above have been revealed

recently, their interaction and dependence on actuation parameters

remain unclear. We will tackle these issues by assessing the flow

structures separately in the following.

A. Leading Vortex Half-Ring

Figure 8 contains a times series shedding some light on the impact

of the LV when interacting with a low-momentum boundary layer.
The configuration is characterized by a velocity ratio of r � 2.5, a

pulse duration of tp � 3 ms, and a time delay of toff � 23.3 ms.

Similar findings are expected for other cases of pulsed blowing

because previous studies have shown that the overall jet structure is

insensitive to changes of these parameters [20,36]. Based on phase-

locked measurements in several streamwise PIV planes, the follow-

ing flow properties are visualized: vortex structures are revealed by a

gray isosurface of the three-dimensional finite-time Lyapunov expo-

nent, indicating an attracting material surface. The wall-normal

velocity component ~v is shown inside the symmetry plane. And,

the momentum deficit of the near-wall flow is shown in a cross

section at ~x � 100 mm. To the interested reader, a visualization

video for this configuration is available [42]. By investigating a

periodically forced turbulent separation bubble, similar flow struc-

tures were found in a different study [43].
Note that the fluid emission begins at t � 0 s per definition. With

fluid still being emitted at the first displayed time step (t ≈ 2.4 ms),

1
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Vortex half-ring

Wall jet

Trailing vortex tube
Incoming
boundary layer

Bounding
material line

Jet outlet

ujet

Fig. 7 Major flow structures associated with a PJA-generated wall
jet; figure, in part, reproduced with permission from Steinfurth and
Weiss [20].

Wall shear stress Wall pressure Velocity fields

PJA array

MEMS
sensors

x

y
z

PIV planesPressure taps

Lc

x~

x Lcind
~

Fig. 6 Overview of employed measurement techniques.
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the emergence of pulsed jets from the array of PJAs is observed. The
jet propagation front (gray isosurface) contains the growing LVs as
the jets roll up during the interaction with the boundary layer. A
region of substantial wall-normal velocity can be observed with
maxima on the order of ~v � 0.25U∞ in the center plane. This is
linked to the advection of boundary-layer fluid away from the wall
touched upon earlier in this paper. The subsequent time steps indicate
that the jets grow slightly in the wall-normal direction while propa-
gating downstream. Once they arrive at the highlighted cross section,
an increase of ~u can be observed before the boundary layer again
grows in thickness, following the jet passage,which can be seen in the
two last time steps.
We will now assess the development of the LV and the induced

wall-normal velocity for two different velocity ratios during the
jet starting process, i.e., during the ongoing fluid emission phase.
The velocity ratio of r � 3 shown in the first column of Fig. 9 is
only slightly larger than the one presented in Fig. 8, whereas r � 7
(second column) represents a significantly largermomentum addition.
The first time step at t � 1 ms corresponds to formation times of

t� ≈ �16; 39� for the two configurations, both exceeding the non-
dimensional time that yields a maximum-circulation LV. Accord-
ingly, a trailing jet can be observed in both cases, containing the
excessive vorticity. As can be expected, an LVof larger dimensions
and higher vorticity (i.e., greater circulation) is noted at r � 7.
Let us now consider the maxima in ~v at different streamwise

locations and compare them with the maximum velocities in the

absence of forcing: ΔVm � ~Vm�x; t� − ~Vm�x; t < 0 s�. Clearly, the
induced wall-normal velocity at r � 7 of up to ΔVm � 0.8U∞ is
larger than the maximum value found for the smaller velocity ratio of
ΔVm � 0.6U∞. Furthermore, the streamwise extent of the region
where ~v is enhanced is substantially larger. Therefore, a superior
transport of boundary-layer fluid can be expected for r � 7.
Although the deviation is relatively small at t � 1 ms, a different
picture is subsequently revealed: LVs can still be identified in the
vorticity fields for r � 7, but no such flow structure is apparent for the
smaller velocity ratio. This leads us to conclude that a certain excess
in streamwise momentum flux is required at the downstream end of
the jet to maintain the LV. Importantly, the absence of an LV at t �
4 ms and t � 8 ms coincides with negligible induced wall-normal
velocities, whereas a maintained contribution can be attested for the
r � 7 configuration.
These results confirm that themajor effect of the leadingvortex half-

ring is the displacement of low-momentum fluid initially located
downstream of the PJA-generated jet.

B. Wall Jet

Attention is now turned to the second flow structure displayed in
Fig. 7, i.e., the wall-attached jet.
The gain in streamwise velocity with regard to the unforced flow-

field ΔU � ~u�x; t� − ~u�x; t < 0 s� is presented in Fig. 10 for the
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Fig. 8 Three-dimensional flowfieldmanipulation over the course of one
actuation period.
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same phase-averaged flowfields assessed in Fig. 9. Note that ~u is the
velocity component directed along ~x. It can be confirmed that the
jets attach to the wall immediately downstream of the outlet, which
is attributed to the Coand �a effect. Further downstream, momentum
flux is only enhanced in the near-wall region at ~y < 20 mm, which
may be argued to be an efficient distribution of momentum as
opposed to that found for larger jet emission angles [20]. However,
the gain in velocity becomes negligible in a greater outlet distance
for r � 3, explaining the absence of an LV that is manifested in
regions of decreased velocity (purple) above the jet propagation
front otherwise.
Considering only the time step of t � 8 ms, velocity profiles are

shown for different streamwise locations in Fig. 11, taking into
account both velocity ratios as well as the unforced flow (r � 0).
Note that the location of ~x � 200 mm is reached by neither wall jet
at the evaluated time instant. Hence, identical velocity profiles as for
the unforced flow are measured. Further upstream, typical wall
jet profiles can be noted for r � 7 as the freestream velocity is
exceeded in the near-wall region [44]. Even though this does not
happen for the smaller velocity ratio, the streamwise velocity in the
near-wall region is still increased at the locations spanned by the jet
[x � �50; 100� mm]. Because the observed peaks measured close
to the diffuser surface are associated with larger velocity gradients
∂ ~u∕∂ ~y as compared to the unforced flow, an increased wall shear
stress can be expected; whereas a vanishing wall shear stress
appears to be at hand in the jet far field that coincides with the

location of the transitory detachment line shown in Fig. 3. As an
estimate for the likelihood of separation, we therefore consider the

local wall shear stress in the following.
The phase-averaged time signals τ�t� measured at three sensor

locations downstream of the jet outlets are displayed in Fig. 12.
Before the arrival of pulsed jets, the wall shear stress is indeed close
to zero at all sensor locations. Then, a slight increase up to τ ≈ 1 Pa is
observed for the smaller velocity ratio at ~x � 99 mm. Here, an initial
plateau initiated around t ≈ 7 ms is measured, which is related to

velocity gradients induced by the jet leading part that are smaller than
those inside the trailing jet, cf. Fig. 9. Further downstream, the
maximum jet velocity decays and only a very minor impact is noted

at ~x � 183 mm. As for the larger velocity ratio of r � 7, LV foot-

prints can be clearly identified in the time signals, represented by
initial peaks in wall shear stress. It is also worth mentioning that an

increased convective velocity can be inferred as compared to the r �
3 case, given that τ already begins to increase around t ≈ 4 ms at the
first sensor location. Following the LV passage, much larger levels of

wall shear stress are induced by thewall jets, mainly because the peak
jet velocity is reached closer to the wall than inside the LV. As the jet
velocity decays in ~x, decreasing values of τ are noted going down-

stream.Nonetheless, a distinct enhancement up toΔτ ≈ 3 Pa is found
at ~x � 183 mm.
In summary, two major effects of the wall jet can be attested. First,

it directly increases the momentum flux and the wall shear stress by

supplying the ejected fluid to the near-wall region. And second, it
maintains the LV that in turn pushes aside low-momentum boundary-
layer fluid.

C. Trailing Vortex Tube

Finally, we will briefly address the trailing vortex tube shown in
Fig. 7. Due to the temporal resolution of PIV measurements
(Δt � 0.5–1 ms), the evolution of the trailing vortex is not

adequately resolved. In fact, it is only captured in one phase for each
jet configuration, suggesting a relatively quick diffusion. The ben-

eficial effect of this vortex structure in terms of an enhancement of the
near-wall momentum flux may therefore be limited. In addition, the
induced negativewall-normal velocity shown in the upper diagram of
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Fig. 13 is small as compared to the magnitude of the same velocity
component near the jet leading part. Therefore, the entrainment of
high-momentum fluid from the outer flow due to the trailing vortex
tube may be of minor relative importance to the overall control
authority in the present setup.
Summarizing the results presented in this section, it can be con-

firmed that the control authority of PJAs ismainly linked to three flow
structures: the LV, thewall jet, and a trailing vortex. Contrasting with
other means of separation control where large-scale vortex structures
also lead to an entrainment of the outer flow [45,46], the predominant
effect of PJA-generated jets lies in the displacement of low-momen-
tum fluid away from the near-wall region by the LVand its replace-
ment by high-momentum wall jet flow. We therefore conclude that
the pulse duration should be set to values that ensure the generation of
a wall jet, i.e., it should be larger than the nondimensional timescale
that leads to the exclusive generation of a maximum-circulation LV
[20]. Before returning to the optimization of the pulse duration,
attention is now turned to the transient dynamics unfolding between
successive pulses.

IV. Adjusting the Time Delay Between Pulses toff
A reduced mass-flow consumption may be seen as a reasonable

definition of an enhanced efficiency in ASC as long as the control
authority ismaintained. It therefore appears to be aworthwhile task to
optimize the duration toff where the ejectedmass flow is zero (Fig. 1).
When pulsed actuation is applied to control boundary-layer sep-

aration, there is a periodic cessation of momentum addition, namely,
at the end of each emission phase. Subsequently, the manipulated
flowbegins to evolve into its natural state.Wewill now investigate the
dynamics governing this process when it is not interrupted by the
addition of further momentum. The type of forcing signal first
addressed in this section is shown in the left-side image of Fig. 5.
Note that a similar experiment was conducted by Darabi and Wyg-
nanski for the case of a deflected flap [47].
Phase-averaged signals based on unsteady pressure measurements

are shown in Fig. 14 for selected locations downstream of the jet
outlets ( ~x ≈ 10; : : : ; 250 mm). Here, initial forcing conditions are
characterized by a velocity ratio of r � 4 and a pulse delay of toff �
11 ms with the normalized form toff ≈ 0.8Lc∕U∞ referred to in the
following. Note that, in this section, the fluid emission was termi-
nated at t � 0 ms by definition. The spacing between the pressure
taps evaluated in this figure is constant so that information regarding
the pressure gradient can be readily extracted by visual inspection.
The converged pressure distribution for t → ∞ is displayed in Fig. 3.
Directly following each jet emission cycle, the footprint of the

wall-attached jet manifests itself in a short-time increase directly
followed by a drop in static pressure, which is caused by the
propagation front and the trailing part of the jet, respectively. The
dashed vertical line in Fig. 14 marks the time t � Lc∕U∞ which
approximately coincides with the presence of the jet at the most
downstream pressure tap located at ~x ≈ 0.92Lc. Therefore, U∞
appears to be a reasonable approximate for the jet convective

velocity, and tc � Lc∕U∞ will be regarded as the convective time-
scale of the flow. Subsequent to the passage of the final pulsed jet,
converged pressure coefficients cannot be attested immediately.
Instead, a decreased pressure gradient gradually develops as the
difference in pressure coefficients for neighboring locations becomes
smaller as compared to the initial state of active forcing. Even at
t > 5Lc∕U∞, small but nonzero rates of change are observed as the
pressure appears to increase in upstream locations and decrease in
downstream locations. This gradual change is attributed to the slow
recovery of the flow toward its initial uncontrolled state, previously
noted in Ref. [47].
Enabling more integral insight into this dynamical process, the

development of the normal force coefficient for the same configura-
tion is shown in Fig. 15. Now, only pressure taps inside the eventual
region of reverse flow on the diffuser ramp, denoted “I”, are evalu-
ated. This allows us tomake some comparisons with Ref. [47], where
evolving normal force coefficients associated with a completely
separated flap were addressed.
It is immediately apparent that substantial dynamical loads act on

the diffuser ramp during the periodic fluid emission at t < 0 ms,
which will not be addressed in much detail in this paper. The major
characteristics of the flow response toward a sudden termination of
forcing are in good agreement with the results presented by Darabi
and Wygnanski; see their figure 1 [47]. Namely, the separation
process is initiated by the convection of a dominant flow structure,
which is the pulsed wall jet in the current study. Then, an ongoing
reduction in normal force is measured, which is followed by a slight
undershoot as cn;I reaches values smaller than those found in the

unforced flow around t ≈ 10Lc∕U∞. Interestingly, the entire devel-
opment lasts for a duration that is a multiple of the convective time-
scale because the eventual flow state is arguably not reached before
t ≈ 50Lc∕U∞ or t ≈ 0.7 s. Although this observationmay shed some
light on the fundamental response of the diffuser flow evolving at
large timescales, the insight regarding the initiation of flow separa-
tion is limited. Therefore, a detail diagram for the time range of t �
−1; : : : ; 5Lc∕U∞ is also presented in Fig. 15. Here, the footprint of
the final pulsed jet can be seen after approximately one convective
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Fig. 13 Minimum wall-normal velocity component at t � 7 ms for

r � 3, tp � 5 ms pulsed jet (top); and vorticity field for the same jet

containing trailing vortex tube, overlaid with velocity vector field
(bottom).
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timescale before a rapid decrease in normal force is observed as the
coefficient falls below the average value achieved during forcing at
approximately t ≈ 1.5Lc∕U∞. Thereafter, cn continues to decrease
before a smaller rate of change is measured after t � 2Lc∕U∞.
In an attempt to relate the normal force signal to the local flow state,

specifically to the potential occurrence of flow separation, we now
consider wall shear-stress signals allowing for time-resolved infor-
mation on the local flow direction. First, information on the develop-
ment of wall shear stress τ and the forward-flow fraction γ near the
diffuser foot will be provided for the configuration discussed above
along with two further time delays (Fig. 16).
It is worth noting that before the termination of forcing at t � 0 s,

the mean wall shear stress is the largest for the shortest time delay of
toff � 0.4Lc∕U∞, which can be explained by the larger mean
momentum supplied to the flow in this case. Once fluid emission is
stopped, a behavior similar to the one associated with the time-
resolved normal force is seen. Immediately subsequent to the end
of the forcing phase, τ begins to rise, which can be ascribed to the
delayed arrival of the final pulsed jet(s) at the sensor location
~x � 225 mm. Only around Lc∕U∞ does the local wall shear stress
begin to drop abruptly for all three configurations. A slightly larger
convective velocity appears to be at hand for the shortest pulse
duration as τ starts to decrease slightly sooner than for the other
configurations. Nonetheless, the quickest zero crossing (i.e., the first
occurrence of reverse flow from a phase-averaged perspective) is
observed for the toff � 1.5Lc∕U∞ case around t ≈ 1.7Lc∕U∞.
These findings are confirmed by the forward-flow fraction signals

shown in the bottom image of Fig. 16.Up to t ≈ Lc∕U∞, positivewall
shear stress is measured at almost all times in the case of the shortest
time delay (γ ≈ 0.95). Then, the final pulsed jet passes the diffuser
ramp, a region of reverse flow occurs, and the location of transitory
detachment where γ � 0.5 propagates upstream, passing the sensor
location around t ≈ 2.2Lc∕U∞. This time instantwill be referred to as
separation time ts in the following. As for the larger time delays,
values of γ < 0.5 are already found after ts ≈ 2Lc∕U∞ and
ts ≈ 1.7Lc∕U∞, respectively (highlighted by dashed vertical lines
in the figure). Interestingly, the separation time measured for the
medium toff coincides with the time instant where the rapid drop in
normal force comes to a halt (Fig. 15). It is therefore reasonable to
assume that the initial phase directly following the termination of
forcing is linked to the passage of the deceleration wave, whereas the
subsequent development associated with smaller rates of change is
related to the expansion of the separated flow region. Assuming that
knowledge regarding the separation time ts, marking the transition
between these two phases, enables an optimization of the pulse delay
toff , the question is raised of whether the occurrence of phase-mean
reverse flow (γ < 0.5) depends on forcing conditions. In an attempt to
answer this question, we now vary the velocity ratio in the range of
r � 2.5; : : : ; 10 for a fixed pulse duration of tp � 3 ms and the same

pulse delays discussed above. The separation times ts, again obtained

from the indicator sensor located at ~xind∕L ≈ 0.85, are shown as a
function of the velocity ratio in Fig. 17.
For relatively small velocity ratios (up to r � 4), there appears to

be a strong dependence on the pulse delay, inasmuch as there is a
much quicker occurrence of reverse flow for the largest pulse delay
(ts ≤ 1.7Lc∕U∞). However, the separation time converges to a value
of ts � 2.2Lc∕U∞ for velocity ratios of r ≥ 5 in the case of the two
shorter time delays, whereas similar values are only measured at r �
�8.3; 10� for the largest time delay. This suggests two important
conclusions. First, there appears to be a limiting value for the sepa-
ration time. And second, a certain mean momentum input is required
to ensure that this specific separation time is reached.
Following up on these statements, the separation times for different

types of forcing signals belonging to the parameter space introduced
in Table 2 are shown in Fig. 18 as a function of the respective mean
momentum coefficients cμ.
Indicated by the dashed vertical line, two categories defining the

dependence on cμ can be ascertained. For small momentum coeffi-
cients, the separation time ts is proportional to the forcing intensity,
which can also be noted in Fig. 17, where the momentum coefficient
is varied through an adjustment of the velocity ratio. For larger
momentum coefficients, on the other hand, there is no further
increase of the separation time. Due to the procedure of computing
this quantity, which relies on the measurement of vanishing wall
shear stress, some scatter in results can be expected; note the differ-
ence between the two sets of measurements of the steady-blowing
case highlighted by stars in Fig. 18. Nonetheless, it is clear that the
separation time becomes independent of the forcing intensity once cμ
is sufficiently large, and a characteristic value of approximately t�s �
2.2Lc∕U∞ is determined. This separation timescale may be viewed
as an inherent flow characteristic that is linked with the boundary-
layer relaxation following the periodic flow manipulation. As for
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Fig. 16 Phase-averaged signals measured with wall shear-stress sensor
near the diffuser foot ( ~xind∕Lc ≈ 0.85); separation times highlighted by
dashed vertical lines.
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smaller momentum coefficients, we assume that the region of reverse

flow is not completely suppressed. Instead, the location of transitory

detachment (γ � 0.5) is merely shifted downstream of the evaluated
sensor location, which indeed will be shown later on. As a result, the

process of separation recurrence is at a more advanced state when

forcing is terminated and a smaller separation time is measured. The

threshold momentum coefficient required to achieve a fully sup-
pressed separation bubble of cμ;thres ≈ 1.5% (marked by a dashed

vertical in Fig. 18) can be viewed as the second flow-inherent value.
Before elaborating on the potential of an inherent (hence constant)

separation time, we briefly address the influence of two important
flow parameters on this quantity. In Fig. 19, separation times are

presented for different Reynolds numbers associated with inflow

velocities ofU∞ � �15; 25� m∕s and for two further diffuser angles
of α � �19; 21�°.
When scaled with the reference velocity U∞, identical general

characteristics can be noted for the Reynolds number variation.
Again, small momentum coefficients lead to a sooner recurrence of

reverse flow, whereas a characteristic value similar to the

U∞ � 20 m∕s case can be determined for sufficiently large forcing

intensities. The variation of the diffuser angle α, essentially resulting
in a different APG magnitude, has a more pronounced effect in

comparison. For α � 19 deg, the increase at small cμ appears to

follow a larger slope than for the α � 20 deg case indicated by the

dashed line. In other words, a smaller momentum coefficient is
required to yield a specific separation time, which may be expected,

given that the APG is reduced. Accordingly, a larger momentum

input is necessary to overcome the stronger APG at α � 21 deg
(open symbols). Given the relative sparsity of measurements con-
ducted for momentum coefficients of cμ > 1.5%, we do not attempt

to define characteristic separation times for these cases, although they

appear to be of a similar order as in the α � 20 deg configura-

tion (Fig. 18).

Summarizing the terminated-forcing experiments, two timescales
were found to govern the development of the diffuser flow into its
unforced state once forcing is terminated. The evolution of the
pressure field is characterized by a rapid drop of normal force acting
on the diffuser ramp before ever smaller rates of change are noted. In
agreement with experiments on a deflected flap [47], the entire flow
development was shown to last for a duration many times the con-
vective time of the flow: here, approximately 50Lc∕U∞. Interest-
ingly, the duration after which the transitory detachment line
(γ � 0.5) reaches the indicator location near the diffuser foot of ~x ≈
0.85Lc is much smaller and independent of the initial forcing con-
ditions when the mean momentum input is sufficient to ensure
complete separation suppression. This duration, dubbed the charac-
teristic separation time t�s , may therefore be viewed as an inherent
flow property. Leading over to the following assessment of the
effectivity and efficiency of continuous forcing, we hypothesize that
knowledge of t�s may be useful in adjusting the time delay between
successive pulses. Specifically, the phase-mean reverse flow at ~x �
0.85Lc and upstream thereof may not occur when

toff < t�s − tc (3)

because the succeeding jet reaches the downstream end of the control
domain before the separation time is exceeded, i.e., before reverse
flow occurs. We will now assess the validity of this criterion, which
yields a critical value of toff;crit � t�s − tc � 1.2Lc∕U∞.

The mean streamwise velocity fields in the symmetry plane,
obtained from phase-locked measurements at equidistant phases
during the emission cycle, are shown in the top row of Fig. 20 along
with time-averaged in-plane velocity vector fields. Note that these
measurements were carried out while applying continuous forcing
(Fig. 5, right).
Compared to the flowfield in the absence of forcing (Fig. 3), the

velocity deficit in the near-wall region is clearly reduced for all
configurations. Small regions of time-averaged flow recirculation
are only found for the two larger time delays, which confirms the
conclusion made earlier in this paper that a momentum input of
cμ;thres ≈ 1.5% is required to suppress flow separation completely.

However, the regions of mean reverse flow do not enclose the
adjacent wall shear-stress sensor locations highlighted in the figure,
for which the output signals are used to reveal the evolution of
forward-flow fractions (bottom row in Fig. 20). Note that the red
curvewas measured with the sensor used to determine the separation
time above. For the shortest pulse delay of toff ≈ 0.4Lc∕U∞, values
of γ > 0.9 are measured throughout the actuation period, indicating
that the flow is directed forward at almost all times. This is in agree-
ment with the criteria defined earlier in this paper. First, the momen-
tum coefficient is sufficiently large; and second, the criterion stated in
Eq. (3) is fulfilled because the pulse delay is substantially smaller
than the critical value of toff;crit � 1.2Lc∕U∞. This is also true for the

medium pulse delay of toff ≈ 0.8Lc∕U∞. However, the mean
momentum input is significantly smaller, leading to a more frequent
occurrence of reverse flowat ~x ≈ 0.85Lc (γ ≈ 0.8) and the presence of
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a very small mean separation bubble further downstream. Only the

largest displayed pulse delay of toff ≈ 1.5Lc∕U∞ exceeds the critical

value for toff, which leads to the periodic passage of the transitory

detachment line (red curve in Fig. 20). However, a propagation

further upstream is inhibited by the arrival of the following pulsed

jet (black curve). It is also interesting to note that the two signals

measured near the diffuser foot are phase shifted, suggesting that

pulsed jets push the separation bubble downstream before it travels

back upstream following the jet passage. Overall, the criterion for the

toff adjustment [Eq. (3)] is fully confirmed by these observations.

Reverse flow from a phase-averaged perspective is indeed only found

for the case where toff > toff;crit.
We now offer an overview regarding the reliability of this criterion

by taking into account many more parameter combinations. The

contour map in Fig. 21 shows the minimum forward-flow fractions

measured during the actuation period near the diffuser foot (red

curves in Fig. 20). This quantity is shown as a function of the

momentum coefficient and the time delay between pulses for various

parameter combinations and may be interpreted as a probability of

reverse-flow occurrence. Avalue of γmin � 1, for instance, indicates
that forcing leads to forward-directed flow throughout the actuation

period, whereas there is an occurrence of reverse flow from a phase-

averaged perspectivewhen γmin < 0.5. The choice of γmin, instead of a

mean value, allows for the detection of temporary reverse flow that

may be overlooked otherwise.

Perhaps unsurprisingly, the least frequent occurrence of reverse

flow is observed for large cμ and small toff , i.e., when the jets are

associated with high momentum and the duration between sub-

sequent pulses is short enough to prevent the recurrence of reverse

flow. Values of γmin > 0.5 can also be noted when the momentum

input is smaller than cμ;thres � 1.5%, which was found to be required

to ensure a maximum separation time. However, this is only true

when the time delay between pulses is reduced below toff;crit accord-
ingly. In other words, reducing cμ comes at the expense of a shorter

pulse delay.When a larger cμ can be facilitated, on the other hand, toff
may be increased up to the critical value fulfilling the criterion in

Eq. (3) that is marked by the dashed vertical line in Fig. 21. Once the

pulse delay is larger than this value, however, even an excessivemean

momentum input cannot prevent reverse flow that invariably occurs

after the characteristic separation time of t�s ≈ 2.2Lc∕U∞.

We conclude that flow separation can be prevented effectively by

applying knowledge regarding the recurrence of reverse flow sub-

sequent to the termination of forcing. This allows us to establish some

guidelines for the adjustment of two parameters defining the actua-

tion signal. Specifically, the time delay between pulses must not

exceed toff;crit � 1.2Lc∕U∞ in the present setup. And second, the

mean momentum input must be larger than cμ;thres � 1.5%.

V. Adjusting the Pulse Duration tp
Although the guidelines proposed in the previous section enable an

informed choice of forcing parameters, no explicit consideration is
given to the adjustment of the pulse duration so far. It is also unclear
whether the criteria regarding toff and cμ (established based on wall
shear stress measurements) are suited to adequately control the
normal force, i.e., the quantity that is typically associatedwith control
authority. We will therefore, once more, consider pressure measure-
ments that enable an estimation of the effectivity by assessing the
figure of merit introduced by Otto et al. [46] for different forcing
signals. In doing so, emphasis is put on the influence of a varied pulse
duration tp.
Static pressure distributions for selected forcing signals are shown

in Fig. 22. A reference distribution is provided by an inviscid simu-
lation solving Poisson’s equation for the diffuser flow,with boundary
conditions matching those of the experiment. Comparison with the
unforced flow (baseline) shows almost identical pressure coefficients
for x < 120 mm. Further downstream, a different flow geometry is at
hand in the experiment due to the presence of a separation bubble, and
smaller pressure coefficients are measured as compared to the invis-
cid solution. The figure also contains distributions of three ASC
cases: each for momentum coefficients of cμ ≈ �0.5; 3.5�%. Those

are a steady-blowing configuration, a case where the time delay was
chosen according to the characteristic separation time (i.e.,
toff � 11 ms ≈ 0.7toff;crit), and a forcing signalwith a 50%duty cycle

(tp � toff � 6 ms). Because the latter case also corresponds to a

reduced forcing frequency of F� ≈ 1, it can be considered a typical
parameter combination chosen inASCapplications that has also been
employed in the same experimental setup previously [19].
Already at cμ ≈ 0.5%, all three forcing cases impose a distinct

effect because increased pressure coefficients are measured on the
downstream part of the diffuser ramp as compared to the baseline.
However, neither of them reaches the inviscid solution, which can be
explained by the insufficient momentum input cμ < cμ;thres and the

resulting occurrence of flow separation. It is also worth mentioning
that the difference between the two pulsed-blowing cases is negli-
gible, whereas slightly smaller pressure coefficients are observed for
the steady forcing case near the diffuser foot. This may be explained
by a reduced jet velocity (given that cμ is constant). When the forcing

intensity is increased to cμ ≈ 3.5%, the deviation between resulting

pressure distributions and the numerical simulation becomes smaller.
In fact, the inviscid limit is exceeded by the tp � 3 ms case directly

downstream of the outlet as well as at the location closest to the
diffuser foot.

1

2

3

4

5

6

c
(-

)

7

t U /Loff c (-)

0 0.5 1 2.51.5 2

0.5 0.75 1

min (-)

t o
ff

ti r c,

c ,thres
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Based on pressure distributions, such as those shown in Fig. 22,
normal force coefficients cn can be computed by integration along ~x.
Note that only pressure taps in the range of ~x � 86; : : : ; 246 mm are
considered. The main effect becomes apparent by subtracting the
normal force coefficient associated with the baseline, i.e., by inspect-
ing Δcn. As was recently suggested in Ref. [46], we relate this
quantity to the difference between the inviscid solution and the
baseline Δcn;inv, yielding a figure of merit:

FM � Δcn∕Δcn;inv (4)

that can be viewed as a measure for the control authority. Values of
FM � �0; 1�mean that the forced flow is identical to the baseline or
the inviscid solution, whereas FM > 1 simply indicates normal force
coefficients exceeding that of the numerical simulation.
The figures of merit for the same forcing timescales discussed

earlier in this paper are shown for various momentum coefficients in
Fig. 23. Interestingly, FM < 0 is found for two cases associated with
the smallest momentum input, confirming that pulsed blowing may
indeed have an adverse effect [15]. Apart from that, two regimes
characterized by different slopes can be clearly seen in the diagram.
For relatively small momentum coefficients (say, cμ < 1%), increas-

ing the forcing intensity has a significant effect as the figure ofmerit is
increased from zero to FM ≈ 0.8. For even larger cμ, the rate of

increase is significantly reduced. In other words, the benefit that
comeswith amomentum input increased beyond this value is limited.
These observations are consistent with the usual classification into
separation (or boundary layer) control and circulation control
[23,48]. Even though, the concept of circulation does not directly
apply to our half-diffuser flow. An alternative explanation may there-
fore lie in a reduced benefit associatedwith a complete suppression of
flow reversal at all times (γmin → 1; see Fig. 21).
It is worth mentioning that the momentum coefficient separating

these regimes is close to, but slightly smaller than, the threshold value
of cμ;thres ≈ 1.5% determined in the previous section. It was shown
that forcing intensities on this order ensure that reverse flow only
occurs after a duration equal to the characteristic separation time once
the momentum addition is terminated. However, the time delay
considered here is shorter than the critical value proposed earlier in
this paper (toff ≈ 0.7toff;crit), compensating for momentum coeffi-

cients that do not reach the threshold value. We therefore conclude
that the ASC effectivity indicated by pressure measurements is
consistent with findings regarding the occurrence of reverse flow
based on wall shear-stress measurements (Fig. 21).
Whereas differences are negligible for relatively small momentum

coefficients, deviating figures of merit are mostly found for cμ > 1%.
This may be explained by the larger jet velocity for tp � 3 ms

delaying the dissipation of wall jets. Here, the figure of merit even
exceeds FM � 1, which indicates that the measured normal force

coefficient is larger than that of the inviscid solution. AlthoughF� �
1 and DC � 0.5 can be considered best-practice parameters, they
do not yield the same effect in the current study. As for the

steady-blowing case, the smallest gain in normal force coefficients
can be attested, which we attribute to the smaller jet velocities in the
absence of an LV that is only generated with pulsed jets.
We now consider the efficiency of forcing signals by defining a

2-D mass-flow coefficient

cQ � _mjet

ϱU∞Lc

(5)

where, again, _mjet refers to the mass-flow rate per unit width.
In Fig. 24, the figures of merit discussed earlier in this paper are

now plotted over cQ. It is immediately apparent that forcing signals
yielding certain values of the FM are achieved with strongly different
mass-flow coefficients. For instance, FM � 0.8 is reached at around
cQ ≈ 0.13% for tp � 3 ms and cQ ≈ 0.26% for DC � 0.5. In other

words, the mass-flow consumption is approximately twice as large
for the latter configuration or, the other way round, a much larger
normal force is generated at a givenmass-flow rate using a time delay
according to the criterion proposed in the previous section. Both
statements suggest a significant efficiency enhancement is feasible
through an optimization of the duty cycle.
We now focus on the influence of this parameter (the duty cycle) in

more detail by assessing forcing signals with constant toff � 11 ms
and different pulse durations of tp � �1; 3; 5; 7; 11� ms, resulting in

duty cycles in the range of DC ≈ 0.1; : : : ; 0.5 and reduced frequen-
cies of F� ≈ 0.6; : : : ; 1.
By first focusing on the influence of the momentum input (Fig. 25,

left), the existence of two regimes characterized by different depend-
encies on cμ can be confirmed, again separated by cμ ≈ 1%. For
smaller momentum coefficients, the deviation between cases of differ-
ent pulse durations is negligible. One notable exception is found for
tp � 1 ms. Here, negative figures of merit are measured for

cμ < 0.5%, where the equivalent stroke ratio is tpujet∕deq < 20, indi-

cating that only a weak wall jet is generated [20]. It was shown in
Sec. III that this flow structure governs the effectivity in pulsed-blow-
ing ASC by maintaining the LV and energizing the near-wall flow,
explaining the lack of control authority in its absence. It isworth noting
that negative figures of merit are also obtained for the larger pulse
durations when they correspond to equivalent stroke ratios of
tpujet∕deq < 20 (detailed diagram on the left side in Fig. 25). In

contrast, a beneficial effect of pulsed-jet actuation is noted for larger
amounts of ejected fluid per pulse. Here, the shortest pulse duration
(tp � 1 ms) leads to the highest figures of merit, which is in line with

the effect of the jet velocity discussed in relation toFig. 24.Along these
lines, the smallest gains are found for the largest pulse duration of
tp � 11 ms, yielding a duty cycle ofDC � 0.5. Despite the observed

slight deviations, the curves for all pulse durations collapse reasonably
well, which underlines the importance of the momentum coefficient in
estimating the control authority. The reduced frequency, which is also
varied by the adjustment of tp, plays a minor role in comparison.

In the right-side image of Fig. 25, themeasured figures of merit are
shown as functions of the mass-flow coefficient. A clear trend can be
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Fig. 23 Figures of merit depending on the momentum coefficient for
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observed inasmuch as increasing the duty cycle (larger tp) leads to a
reduced efficiency because larger amounts of mass flow are required

to achieve the same control authority. Thus, FM � 1 is reached at

cQ � 0.14% for the smallest duty cycle and cQ � 0.50% for the

largest duty cycle, representing a deviation in mass-flow consump-

tion bymore than a factor of three. It is also interesting to note that the

distribution for DC � 0.5 is similar to the one presented in Fig. 24

(DC � 0.5, F� � 1), although the forcing timescales are now

increased to tp � toff � 11 ms (F� ≈ 0.6). This suggests that the

efficiency cannot be enhanced significantly through explicit changes

of the actuation frequency in the current setup. Instead, major effects

are only seen for an adjustment of the duty cycle.

An explanation for the efficiency gain presented above is offered in

Fig. 26, where the mass-flow coefficient cQ and the velocity ratio of

r � ujet∕U∞ are shown as functions of the duty cycle for a constant

cμ. Both quantities are normalized with values found for DC � 1

(steady blowing). For decreasing duty cycles, the mass flow required

to ensure a certain momentum input is reduced according to a square-

root function because the momentum coefficient scales with the ratio

of the squared mean jet velocity and the duty cycle: cμ ∼ ujet
2∕DC.

At the same time, the jet velocity of ujet � ujet∕DC, and hence the

velocity ratio, increases significantly.

In summary, the results presented in this section confirm the

applicability of the criterion defining a critical time delay toff;crit
[Eq. (3)]. Large gains in normal force were achieved by choosing

toff ≈ 0.7toff;crit and setting the momentum coefficient according

to the threshold value proposed in the previous section of cμ;thres �
1.5%. Increasing the forcing intensity beyond this value only had a

small impact in comparison, indicating that flow separation was

already suppressed. Furthermore, the importance of thewall jet could

be confirmed because a negligible control authority was observed

for cases where the amount of ejected fluid was not sufficient to

generate this flow structure.Within the regime of effective separation

control, however, the control authority predominantly depends on cμ.
This means that significant efficiency gains are possible by reducing

the pulse duration because a decreased mass flow is required to
ensure a given momentum coefficient for smaller tp.

VI. Conclusions and Outlook

In this paper, the unsteady dynamics associated with periodically
ejected pulsed jets that are used to control boundary-layer separation
were addressed.The overriding objectivewas to determinewhether the
timescales defining the forcing signal can be optimized to increase the
efficiency of an ASC system, i.e., reduce the mass-flow consumption
while retaining a certain control authority. To this end, experiments
were conducted in a one-sided diffuser where the boundary layer
separated from the surface due to an APG in the absence of forcing.
This was countered by adding momentum to the near-wall flow
through an array of five PJAs with slotlike outlets on the upper part
of the diffuser ramp. In addition to the jet velocity, the focus point was
the influence of the pulse duration tp and the timedelaybetweenpulses
toff , essentially defining the duty cycle as DC � tp∕�tp � toff�.
First, the flow structures generated when inclined pulsed jets are

emitted into a crossflowing boundary layer were addressed. The
results presented in a recent paper could be confirmed inasmuch as
the flow control authority of pulsed wall jets is mainly governed by a
leading vortex ring, a wall-attached jet, and (to a lesser extent) a
stopping vortex [20]. It was shown that the major effect of the LV lies
in the displacement of low-momentum fluid during its interaction
with the boundary layer. It is trailed by the wall jet characterized by a
near-wall peak in streamwise velocity, thus inducing substantial wall
shear stress. A large relative importance is attributed to this flow
structure because itmaintains the LVin addition to directly increasing
the near-wall momentum flux. Indeed, a negligible control authority
was notedwhen nowall-attached jet was generated due to insufficient
amounts of ejected fluid.
Then, the time delay between pulses toff was addressed in a set of

terminated-forcing experiments in which actuation with different
time delays was stopped abruptly. The main finding of these experi-
ments was that the evolution from the forced state into the natural,
separated configuration is of a duration many times the convective
timescale, which was approximated by tc ≈ Lc∕U∞. Once fluid
emission is stopped, this process is characterized by a drop in normal
and shear force acting on the diffuser surface before ever smaller rates
of change are noted. Interestingly, the timescale associated with the
onset of reverse flow is independent of initial forcing conditions
(specifically, the mean momentum input), and may thus be declared
a flow-inherent property. Wall shear-stress measurements of a large
number of parameter combinations suggest a characteristic separa-
tion timescale of t�s ≈ 2.2tc in the present setup, whichwas defined as
the time instant when the transitory detachment location indicated by
a forward-flow fraction of γ � 0.5 reaches a specific location near the
diffuser foot. However, this timescale is only reached when the
momentum coefficient is larger than a threshold value: here,
cμ;thres ≈ 1.5%. For smaller forcing intensities, there is a quicker

recurrence of flow separation that is attributed to the incomplete
suppression of reverse flow.
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These findings allow us to establish a criterion to define the forcing
signal in ASC applications, enabling an optimization of the time
delay between successive pulses with the help of a critical value
toff;crit � t�s − tc.
For toff > toff;crit, phase-mean reverse flow invariably occurs at

some point during the actuation period and cannot be prevented, e.g.,
by increasing the momentum input. When the pulse delay is set to
toff < toff;crit, on the other hand, the forward-flow fraction does not

drop below a value of γ � 0.5 because the upstream propagation of
the separation line is prevented by the following pulsed jet arriving
after tc. However, this can only be ensured when cμ > cμ;thres, so as to
yield a complete suppression of reverse flow. Otherwise, the separa-
tion time does not reach its limiting value t�s , which may be offset by
applying a shorter pulse delay.
It was then examined whether the guidelines based on the local

wall shear stress are suited to control the normal force. And, indeed,
large gains were observed for a time delay of toff ≈ 0.7toff;crit. The
momentum coefficient cμ could be confirmed as the major parameter

governing the control authority, whereas the influence of the forcing
frequency was negligible. Importantly, for a given cμ, shorter pulse
durations are associated with a reduced mass-flow consumption.
Thus, a forcing signal with a duty cycle as low as DC ≈ 0.1 was
shown to equal the normal force provided by an inviscid solution
while being associated with only one-third of the mass-flow con-
sumption required for the often employed DC � 0.5 configuration.
This shows that substantial efficiency enhancements are feasible by
applying knowledge regarding a characteristic separation time and a
threshold momentum coefficient. However, it is worth mentioning

that reducing the duty cycle is associated with larger jet velocities to
ensure a certain momentum input, which usually requires an
increased supply pressure. This type of energy consumption was
not considered in the current study.
Clarifying the relevance of the criterion proposed in this paper to

other ASC applications, some remarks are in order. Its main advan-
tage lies in the relative independence of the characteristic separation
time as a flow-inherent property. However, there is no reason to
believe that the specific value of t�s � 2.2Lc∕U∞ determined in the

current study is universally applicable to different flow configura-
tions, although previous ASC studies suggest a similar behavior in
the recurrence of flow separation on low-pressure turbine blades and
a laminar airfoil [31,33]. Therefore, the specific value of t�s needs to
be determined with a time-resolved single-point measurement to
adapt the criterion stated in Eq. (3). Here, the sensor location ~xind
plays a crucial role because it needs to be placed inside the region
where flow separation initially occurs: for instance, near the trailing
edge of a deflected flap. It is alsoworthmentioning that the definition
of the separation timemay be open to debate. In the current study, the
objective was to indicate the initial occurrence of phase-averaged
flow reversal, accompanied by a forward-flow fraction of γ � 0.5.
However, a more restrictive formulation (i.e., a larger forward-flow
fraction) may be chosen to prevent undesired effects of occasional
flow separation, such as unsteady loads. Furthermore, it was assumed
that the convective timescale tc � Lc∕U∞ after which pulsed jets
reach the downstream end of the control domain is not significantly
affected by forcing parameters. Although this proved to be an accept-
able approximate in the present study, it is easy to envisage a refine-
ment in the future.
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The flow under consideration is a wall jet emitted into a zero-pressure-gradient turbulent
boundary-layer from a slot-like outlet of width b = 0.5mm and span L = 20mm. Despite
the finite jet span, the velocity decay and wall-normal spreading rate in the symmetry
plane can be described with power laws almost identical to those for the two-dimensional
flow determined by Zhou & Wygnanski (1993). This is explained by the lack of significant
lateral spreading found in the present configuration due to a self-amplifying inward-
directed fluid motion, fundamentally differing from conditions found in the absence of a
cross-flow. Regions with ’approximately self-similar’ properties also exist in the case of
unsteady velocity programs where the fluid is ejected in a pulsatile fashion. Here, the
wall jet is enclosed by a leading vortex structure and a deceleration wave, for which
the time-dependent locations can be predicted by means of empirical constants. This
yields models for the major properties inside the advancing and diffusing wall jet that
only require knowledge regarding the velocity ratio, the ejected momentum flux and the
kinematic viscosity, representing an extension to scaling laws suggested by Narasimha
et al. (1973).

1. Introduction

Wall jets can be regarded as boundary-layer flows where the free stream velocity U∞
is exceeded at some near-wall location separating two regions with characteristics closely
resembling those in a boundary-layer and a free shear-layer respectively. Initiated by the
introduction of momentum flux (eventually) directed along a solid surface, such flows
are encountered in a variety of engineering applications, perhaps most prominently in
those related to heat transfer. To cite only one example, the thermal load acting on
gas turbine blades is typically reduced by external wall jets providing a shielding air
film as well as radial wall jets caused by the impingement of air onto the internal blade
surface. Extensive review articles addressing various wall jet configurations are provided
by Launder & Rodi (1979, 1983).
The major characteristics of turbulent wall jets were arguably first addressed by

Förthmann (1934), extending the work of Tollmien (1926) regarding a free shear-layer to
the wall-bounded configuration. Later, Glauert (1956) showed that the spreading rate of
turbulent wall jets can be described satisfactorily by introducing the concept of an eddy
viscosity. However, a complete similarity is not attainable as this eddy viscosity evolves
non-synchronously in the inner and outer layer of the wall jet. Nonetheless, ’approximate
self-similarity’, i.e. similar velocity profiles, when scaled with the maximum velocity Um at
respective streamwise locations and the jet outlet width b, was reported soon afterwards
by Bakke (1957) and Sigalla (1958). They also show that Um decays with a power law
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in the form Um ∝ xa where a = −1/2 for the case of a two-dimensional wall jet. Similar
values of the power law exponent have been stated by Bradshaw & Gee (1962) and
Myers et al. (1963) whereas a significant deviation was found, for instance, by Schwarz
& Cosart (1961) where a = −0.62, suggesting an inadequecy of the conventional scaling
quantities. Against this backdrop, Narasimha et al. (1973) evaluated experimental data
sets of plane wall jets ejected in still air available at the time and showed that near-
outlet parameters, namely the jet velocity Uj and the nozzle geometry, become irrelevant
in the region of a ’fully-developed flow’, say at x/b > 30. Instead, they argue that the
ejected momentum flux J and the kinematic viscosity ν shall be used to determine the
jet development. Specifically, these gross properties were shown to be suited to describe
the decay of Um and wall shear-stress τ as well as the expansion rate, which was later
confirmed by Wygnanski et al. (1992) and George et al. (2000).

Notably, the scaling approach suggested by Narasimha et al. (1973) is not limited to
the case of wall jets emitted into still ambience but also applies when there is a steady,
uniform crossflow as long as the excess in kinematic momentum flux is sufficiently large.
Zhou &Wygnanski (1993), from here on referred to as ZW93, show that this only requires
the addition of a velocity ratio parameter R = (Uj−U∞)/(Uj+U∞). Then, similar power
law expressions were determined in their experiment as in those of other wall jets in cross-
flow conducted by Seban & Back (1961), Patel (1962) and Kruka & Eskinazi (1964).

Importantly, two-dimensional flow is regarded as a requirement for the ’approximate
self-similarity’ characteristics introduced above. For the case of short lateral outlet
dimensions, on the other hand, a behaviour referred to as anomalous by Narasimha
et al. (1973) is noted, i.e. power law expressions substantially differing from those of
wall jets emitted from slots of sufficiently long span. Indeed, a much larger expansion
in spanwise than in wall-normal direction was reported for such finite-span wall jets by
Sforza & Herbst (1970), Newman et al. (1972) and Abrahamsson et al. (1996). As the
primary explanation for this enhanced lateral spreading, a secondary mean fluid motion
manifested in strong streamwise vorticity, essentially arising from the no-slip condition
at the wall, is stated by Launder & Rodi (1983) and Craft & Launder (2001). However,
this effect appears to be much more pronounced in the absence of an external stream as
the ’directing influence’ of a cross-flow is acknowledged by Narasimha et al. (1973). In
fact, negligible lateral spreading was recently observed for the case of finite-span pulsed
jets in a cross-flow addressed by the authors of the present paper (Steinfurth & Weiss
2021a).

Knowledge regarding the parameters affecting the decay of wall jets injected into
a cross-flow are of great interest in technical applications as it enables, for instance,
the prediction of heat transfer coefficients (Pai & Whitelaw 1971) or the estimation of
authority in circulation or separation control (Thomas 1963; Gartshore & Newman 1969).
However, three-dimensional flow may limit the universal character in such configurations
where outlet dimensions of finite span are usually employed. Furthermore, fluid is often
not ejected steadily but during confined time intervals, leading to the (periodic) gen-
eration of starting and stopping wall jets that are known to be effective in countering
boundary layer separation (Greenblatt & Wygnanski 2000). The objective of this study
is therefore to determine the influence of these boundary conditions, namely finite outlet
span und pulse width, on the applicability of scaling laws introduced by Narasimha et al.
(1973). To this end, phase-locked particle image velocimetry (PIV) and wall shear-stress
measurements are conducted for different jet velocity programs governing the generation
of pulsed planar wall jets in an external stream, a flow recently addressed by Steinfurth &
Weiss (2021c,a). First, steady jets are considered to identify potential three-dimensional
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Figure 1. Experimental setup and sketch of wall jet velocity profile

flow effects. Then, the starting and stopping processes of fluid emission are addressed
individually before a model for the case of finite pulse durations is provided.

2. Methods

The experiments were conducted in a temperature-regulated closed-loop wind tunnel
with wall jets injected into a free stream with a velocity of U∞ = 20m/s and negli-
gible pressure gradient. The turbulent boundary layer had a momentum thickness of
θ ≈ 1.3mm at the location of fluid injection x = 0mm (figure 1). A pulsed-jet actuator
was employed to generate the wall jets, containing a fast-switching valve caapable of
either providing a constant mass flow supply or intercepting the momentum addition for
certain velocity programs introduced later on. Downstream of the valve, the flow passes
through a nozzle where the circular inlet cross-section is transformed into a slot-like
outlet with a width of b = 0.5mm and a spanwise dimension of L = 20mm. The flow
field of starting wall jets generated with this device was shown to be characterised by
a three-dimensional leading vortex half ring (Steinfurth & Weiss 2020, 2021c,a), which
is due to the limited lateral outlet extent that is much smaller than in the studies of
quasi-two-dimensional wall jets stated in the previous section. ZW93, for example, used
a nozzle with L = 600mm while Sforza & Herbst (1970) reported three-dimensional
effects even for L ≈ 250mm in the absence of a cross-flow.
The jet emission angle, enclosed by the nozzle axis and the wall downstream of the

outlet, was α = 30◦, representing a typical configuration in active separation control.
Despite this non-tangential introduction of momentum flux, the jet immediately attaches
to the wall due to the so-called Coandă effect addressed, among others, by Wille &
Fernholz (1965). It is worth mentioning that Lai & Lu (1996) noted a stronger velocity
decay and larger spreading rate for a similar configuration, i.e. when the jet is not injected
parallel to the surface.
Figure 1 also contains the sketch of a representative velocity profile (not drawn to

scale) with quantities relevant to the purpose of this article. The maximum velocity
Um is reached at a wall-normal distance Ym while Ym/2 indicates the jet half-width.
The main objective of this study is to shed some light on the time- and space-dependent
development of these quantities along with the wall-shear stress τ inside the jet symmetry
plane.
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The nominal jet velocity inside the exit plane was set to Uj = (3, 5, 7)U∞ using a
mass flow controller, corresponding to velocity ratios R = (Uj − U∞)/(Uj + U∞) ≈
(0.5, 0.67, 0.75). For each jet velocity, different velocity programs were assessed (figure
2). The first case involves a continuous momentum addition with a constant jet velocity
(steady wall jets). Then, wall jets generated subsequent to the rapid initiation of fluid
ejection are considered, facilitated by opening the fast-switching valve at time t = 0 s
(starting wall jets). A further configuration involves stopping wall jets where the fluid
emission is terminated at t̃ = 0 s. Finally, finite pulse durations usually employed in
active flow control are assessed, i.e. wall jets that are affected both by the starting and
the stopping process.

Two experimental techniques were employed. To determine Um as well as Ym and
Ym/2, monoscopic PIV was performed in the jet symmetry plane. Two cameras with
different lenses were used to synchronously obtain velocity field information in the regions
indicated in figure 1. A larger spatial resolution, i.e. smaller distances between neigh-
bouring velocity vectors (∆x ≈ 0.65mm, ∆y ≈ 0.16mm) was provided in the near-outlet
region where we expected larger velocity gradients, especially in wall-normal direction.
Here, velocities were measured up to a wall distance of y ≈ 0.50mm. In the second
measurement plane, located further downstream, the spatial resolution corresponds to
∆x ≈ 1.32mm, ∆y ≈ 0.33mm, and measurements were conducted at y ⩾ 1.17mm.
The setup allowed to resolve the near-wall velocity maximum for all configurations at
x/b > 50, which is required to determine Um and Ym. The results presented in the
next section are based on merged instantaneous snapshots recorded at the same time
instants. To reveal the dynamical development of wall jets associated with unsteady
velocity programs, phase-locked measurements were conducted. Here, the PIV system was
triggered at selected time delays following the opening/closing of the fast-switching valve.
Furthermore, stereoscopic PIV measurements were performed at cross-sections located
at x = (50, 150, 300)mm to investigate the jet spreading in wall-normal and spanwise
direction. Here, only steady jets with a velocity of Uj = 100m/s were considered both
for U∞ = 20m/s and U∞ = 0m/s to determine the influence of the cross-flow.

In addition to velocity fields, the unsteady wall shear-stress τ(t) was measured with
five calorimetric sensors at the locations highlighted in figure 1. The function principle
of these sensors is linked to the deformation of the thermal wake of a heated micro-beam
due to shear-stress. Specifically, the asymmetry of this wake is detected by two further
beams, one on each side of the heater. After calibrating the sensors in a dedicated wind
tunnel where a maximum wall-shear stress of τ ≈ 6.8Pa is reached, the sensor output can
be related to the magnitude and direction of τ with a maximum uncertainty of ±5%. For
further information on the function pricinple and calibration procedure of the sensors,
the interested reader is referred to the articles by Weiss et al. (2017b,a, 2022).

To conclude this section, it is worth mentioning that the normalised outlet distances
up to which measurement data are obtained in the present study (x/b ≈ 570 for PIV,
x/b ≈ 860 for wall shear-stress measurements) substantially exceed the boundaries of
experimental and computational domains investigated in most previous studies. For
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Figure 3. Gain in streamwise velocity due to steady wall jets of different velocity ratios (left)
and mean spanwise vorticity fields (right)

instance, ZW93 consider a streamwise length of approximately 160b whereas the domain
is limited to 40 slot heights in a recent direct numerical simulation conducted by Naqavi
et al. (2018). The relatively large streamwise extent appears to be particularly important
in light of comments made by Craft & Launder (2001), suggesting that a fully-developed
flow may only be observed several hundred slot heights downstream of the outlet in the
case of three-dimensional wall jets.

3. Results

In the following, the streamwise development of wall jet properties will be addressed.
The section is structured as follows. First, steady wall jets are assessed to identify
the potential influence of a finite outlet span. Then, unsteady velocity programs will
be considered, namely those that involve the sudden initiation or termination of fluid
emission. Finally, observations regarding these configurations will be used to establish a
model for pulsed wall jets.

3.1. Steady finite-span wall jet

First, let us assess the velocity fields of steady wall jets for different velocity ratios.
The mean excess in momentum flux inside the jet centre plane is illustrated in the left
column of figure 3. The deviation ∆u = u − u0 is obtained by subtracting the velocity
field in the absence of wall jets u0 from the mean wall jet velocity field u.
As can be expected, the maximum gain in velocity is observed in the near-wall region

close to the outlet located at x = 0mm. It can also be confirmed that the jets immediately
attach to the wall despite the non-tangential fluid injection, and no reverse-flow directly
downstream of the outlet is measured. Hence, the alteration of the velocity field, compared
to the unforced boundary-layer flow, is restricted to small wall distances of approximately
y < 15mm, which is also true for relatively large outlet distances considered in this study.
Compared to the other velocity ratios, the gain in streamwise momentum flux is almost
negligible for R = 0.5 where the maxima barely exceed ∆u/U∞ = 1 in the near-outlet
region. This may affect local similarity characteristics considering that ZW93 suggested
a threshold of Um/U∞ = 2 needs to be exceeded. As for the other velocity ratios, local
velocities over this threshold are only reached at x/b < 30 (R = 0.67) and x/b < 120
(R = 0.75). We will address the importance of local velocity maxima with regards to
’approximate self-similarity’ in due course. The velocity fields shown in the left of figure 3
also contain time-averaged streamlines. Except for a slight bending towards the jet outlet,
these are directed horizontally. A significant negative wall-normal velocity component in
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the fully-developed wall jet, as assumed to be at hand for three-dimensional wall jets in
the absence of a cross-flow by Launder & Rodi (1983), cannot be attested.

The mean spanwise vorticity component is presented in the right column of figure 3.
Overall values are mainly driven by wall-normal velocity gradients ∂u/∂y that contribute
more than 90% to the total spanwise vorticity throughout the measurement plane,
which can therefore be expected to change sign at the location of maximum velocity
Ym, suggesting an asymptotical jet spreading to be addressed later on. It is also worth
mentioning that the outer wall jet layer (positive vorticity) is much thinner for the
smallest velocity ratio due to the negligible excess in momentum flux discussed above.

From the data presented in figure 3, some of the major wall jet quantities (Um, Ym,
Ym/2) can be readily extracted. We will now use these parameters to assess wall-normal
velocity profiles that are scaled as suggested by ZW93 who argue that two velocity scales
need to be applied. While the shape of the inner layer is governed by Um, the local
velocity scale in the outer layer is Um −U∞. Accordingly, Ym and Ym/2 − Ym are chosen
as characteristic length scales for the inner and outer layer (figure 4).

Evaluating the flow region x/b = 100, . . . , 300, a reasonable collapse is noted for the
two larger jet velocities. For R = 0.5, a differing gradient is noted in the outer layer
which was also observed by ZW93 for a similar velocity ratio (R = 0.59) and attributed
to the insufficient excess in momentum flux that we touched upon above. Otherwise, the
scaled velocity profiles are practically identical to those measured by ZW93 whose data
are represented by the dash-dotted line. This may come as a surprise given the significant
differences in the wall jet configuration. Specifically, the finite-span outlets employed in
the current study appear to have no effect on similarity characteristics inside the centre
plane provided the velocity ratio is sufficiently large (R ⩾ 0.67).

Encouraged by this finding, we will now assess the development of steady wall jet
properties by applying the scalings introduced by Narasimha et al. (1973) who argued
that the sole parameter determining the velocity profiles in the absence of an external
stream is the kinematic momentum flux J in the jet exit plane. ZW93 extended this
approach by showing that J needs to be defined as the excess in momentum flux when
a co-flowing cross-flow is present. Neglecting the momentum deficit in the upstream
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boundary-layer and assuming that ejected fluid is directed along the wall immediately,
this quantity can be approximated by

J = b(Uj − U∞)Uj . (3.1)

Then, a non-dimensional streamwise coordinate is defined as

ξ =
xJ

ν2
=

xb(Uj − U∞)Uj

ν2
. (3.2)

The dependencies of wall jet properties on ξ, adapted from ZW93, are

F1(ξ) =
UmνR

J
, F2(ξ) =

τR

%

( ν
J

)2
, F3(ξ) =

YmJ

ν2
, F4(ξ) =

Ym/2J

Rν2
. (3.3)

Note that we did not subtract an offset in F3 and F4 since the nozzle width is relatively
small in the current study. The scaled wall jet quantities are plotted in figure 5 (black
circles) along with shaded areas representing±5% intervals enclosing the respective power
law fits

F1(ξ) = 0.61ξ−0.42, F2(ξ) = 1.62ξ−1.14, F3(ξ) = 0.43ξ0.86, F4(ξ) = 1.51ξ0.87, (3.4)

The corresponding constants determined by ZW93 are indicated by dash-dotted lines,
and a good agreement can be attested to those computed in the present study. In fact,
the exponent is identical for the case of the scaled wall jet half-width Ym/2 (F4) and
only differs by 0.01 for Um (F1) and Ym (F3). However, a substantial deviation, almost
by a factor of three, is found for the scaled wall shear-stress (F2). We assume that the
data provided by ZW93 are based on measurements of the velocity gradient by means
of hot-wire anemometry because they reference the experimental procedure introduced
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by Wygnanski et al. (1992) in their article. Here, the authors themselves note that the
accuracy of this approach may be affected by the traversing system, the quality of the hot-
wire probe and the number of acquired data points. Previously, Launder & Rodi (1979)
stated that this type of experimental approach has produced wall shear-stress values
significantly below those measured with impact tube probes. For the sensors employed in
the present study, on the other hand, the maximum deviation compared to Preston tube
measurements is ±5% in a turbulent boundary layer up to τ ≈ 7Pa. We also compared
our data to the wall shear-stress correlation established by Bradshaw & Gee (1962) for
wall jets without a cross-flow

τ =
0.0315%U2

m

2

(
UmYm

ν

)−0.182

, (3.5)

which is represented by a shaded area in figure 5 (upper right) containing wall shear-
stress values estimated with the available PIV data. The measurement data are clearly
consistent with the correlation, hence we are confident that our measurements are reliable.

As for the scaled maximum velocity Um (F1), a slower decay can be noted for the
smallest velocity ratio that is represented by the array of symbols in the upper left.
The same is also true for the far-field of the medium velocity ratio. This behaviour
can be explained by the insufficient local excess in momentum flux discussed above,
here associated with peak jet velocities of Um/U∞ < 0.5. Notably, this is a much less
restrictive criterion than the threshold value of Um/U∞ = 2 stated by ZW93. For the
largest investigated jet velocity (R = 0.75), on the other hand, the scaled velocities fall
into the ±5% interval while values measured at ξ < 30 · 108 practically collapse with the
data provided by ZW93. The relatively small excess in local momentum flux found for
R = 0.5 and R = 0.67 appears to have a less significant effect on the ’approximate self-
similar’ behaviour of the remaining jet quantities. Here, the applied scalings are suited
to collapse the data onto single curves throughout the measurement domain with scatter
that is on a similar order as that observed by ZW93.

Overall, the similarity of velocity profiles discussed above is reflected in the streamwise
development of major wall jet properties. Specifically, power law expressions very similar
to those determined by ZW93 were shown to describe the velocity decay and the
spreading rate for the case of steady fluid emission.

The good agreement between the nominally two-dimensional flow addressed by ZW93
and three-dimensional wall jets under consideration in the current study may come as a
surprise since substantial lateral spreading has been argued to preclude the applicability
of ’approximate self-similarity’ to the latter type of wall jet (Narasimha et al. 1973).
However, this assertion has only been made in the absence of an external stream. We
will therefore briefly address the influence of a cross-flow on the jet expansion in the
following. The mean velocity fields in cross-sections located at x = (50, 150, 300)mm are
presented in figure 6 where the cross-flow configuration (U∞ = 20m/s) and the case of
quiescent ambience (U∞ = 0m/s) are shown in the left and right column respectively.
Black arrows indicate the in-plane vector field defined by the velocity components v
and w.

The major effect of an external stream becomes apparent when assessing the regions
enclosed by white lines where the excess in streamwise velocity is larger than half
the maximum, a definition analogous to the half-width discussed above. Much larger
spreading rates, both in wall-normal and lateral dimension, can be attested for the
U∞ = 0m/s case. Based on measurements at x = 150mm and x = 300mm, rates
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Figure 6. Mean velocity fields in cross-sections at x = 50mm (a,b), x = 150mm (c,d) and
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of dYm/2/dx ≈ 0.047 and dZm/2/dx ≈ 0.187 are measured, i.e. an approximately
four times larger spreading in lateral than in vertical direction. This is consistent with
previous investigations of three-dimensional wall jets although even larger ratios have
been reported in the past, e.g. by Davis & Winarto (1980). Providing an explanation for
the large lateral spreading rate, Launder & Rodi (1983) consider the curl of the Reynolds
equation, yielding an expression for the rate of increase of streamwise vorticity

Dωx

Dt
=ωx

∂u

∂x︸ ︷︷ ︸
A

+ωy
∂u

∂y︸ ︷︷ ︸
B

+ωz
∂u

∂z︸ ︷︷ ︸
C

+
∂2

∂y∂z

(
w2 + v2

)
+

∂2vw

∂y2
− ∂2vw

∂z2︸ ︷︷ ︸
D

+ ν

(
∂2ωx

∂y2
+

∂2ωx

∂z2

)

︸ ︷︷ ︸
E

. (3.6)

Term A accounts for streamwise stretching and can be expected to have a damping
effect since ∂u/∂x is mostly negative. Terms D and E represent the contributions of the
Reynolds stress field and viscous diffusion respectively. The magnitude of the latter is at
least an order of magnitude smaller than the other terms while the Reynolds stresses are
assumed to reinforce the effect of vortex-line bending reflected in terms B and C. These
can be rewritten as

ωy
∂u

∂y
+ ωz

∂u

∂z
=

∂u

∂z

∂v

∂x
− ∂u

∂y

∂w

∂x
. (3.7)

As pointed out by Launder & Rodi (1983), the two terms on the right of equation 3.7
balance each other in the case of free axisymmetric jets. For wall jets, however, asymmetry
arises from the no-slip condition. We consider the inner layer in the half-plane where
z > 0mm and assume that w > v and ∂u/∂y ≫ ∂u/∂z. Thus, the second term on
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the right of equation 3.7 is dominant. Furthermore, ∂w/∂x is negative, leading to an
overall positive source of streamwise vorticity amplification. In the outer layer, the sign
of ∂u/∂y changes, which results in a negative source term. As a consequence, streamwise
vorticity of opposite signs is enforced in the inner and outer layer, essentially leading
to a strengthened outward-directed velocity component in the region y ≈ Ym that is
associated with increased lateral spreading. Satisfying mass conservation, this should be
compensated by a re-direction of streamlines and an inward-directed flow in wall-normal
direction. Such characteristics are indeed confirmed by PIV measurements at x = 300mm
in the absence of a cross-flow, figure 6 (f), also exhibiting a remarkable similarity to the
velocity field of a three-dimensional wall jet computed by Kebede (1982) using a linear
eddy-viscosity model.

Being the focus point of this study, we now turn our attention to the wall jet in
cross-flow for which cross-section velocity fields are shown in the left column of figure 6.
Clearly, the expansion in wall-normal and spanwise direction is much smaller than for
the case of zero cross-flow. In fact, a slight lateral contraction is observed during the
development stage between x = 50mm and x = 150mm. It is also apparent that the
flow is directed towards the symmetry plane (z = 0mm), meaning that w is of opposite
sign compared to the case discussed above. Analogous to the classical wall jet without an
external stream, the lateral spreading (here, lack thereof) can be explained by assessing
the vortex-line bending terms B and C in equation 3.7. Now, w is negative, hence ∂w/∂x
is positive (the velocity magnitude decays with increasing outlet distance). As a result,
the source terms for the inner and outer layer are of opposite sign compared to the wall
jet in quiescent surroundings, and the consequence of the self-amplifying process is that
surrounding fluid from the boundary layer is entrained into the wall jet through mean
fluid motion.

The mechanism of streamwise vorticity amplification through vortex-line bending is
illustrated in figure 7 where spanwise velocity profiles measured at an outlet distance
of x = 300mm are shown for the cases with and without cross-flow. Both profiles are
extracted from the locations where |w| reaches its maximum in the z > 0mm half-plane,
i.e. where positive values indicate outward-directed flow.

It is confirmed that the spanwise component is of opposite sign throughout the
presented velocity profiles and indeed throughout the half-plane (not shown here). The
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Figure 8. Time series of gain in streamwise velocity due to starting wall jets at R = 0.67
(left) and mean spanwise vorticity (right)

maximum magnitude is reached at approximately Ym where ∂u/∂y, and thus the vorticity
amplification, changes its sign.
We conclude that the presence of a co-flowing cross-flow fundamentally changes the

spreading characteristics of steady wall jets. Specifically, streamwise vorticity with an
opposite sense of rotation is produced in the case of an external stream, leading to the
amplification of inward-directed lateral flow. This mechanism opposes the jet expansion
in spanwise direction through turbulent diffusion, apparently cancelling one another as
a negligible overall spreading rate is measured. These findings are consistent with the
’directing influence’ of a cross-flow stated by Narasimha et al. (1973) and explain the
applicability of scalings laws determined for the two-dimensional flow to jet properties
inside the symmetry plane of the finite-span jets addressed in the current study.

3.2. Starting finite-span wall jet

Next, we consider the case where the jet emission is started at a defined time instant,
which was realised by opening the fast-switching valve at t = t0 = 0 s. The practical
consideration that such a t0 also exists for experiments of steady jets addressed above
suggests that ’approximate self-similarity’ may also be observed for starting wall jets
provided the flow is assessed after a sufficiently long time duration. The main objective
in this sub-section is to determine this time delay or, from a different perspective, identify
the region inside the leading part of starting wall jets where the scaling method introduced
above is not applicable.

Figure 8 contains information on velocity fields during the starting process based on
phase-locked PIV measurements. Contour plots of the steady wall jets are also shown in
the bottom row for reference. The presented quantities are the same as in figure 3 but
only the medium velocity ratio wall jet (R = 0.67) is shown.

Following the fluid emission, a leading vortex develops. This flow structure is associated
with an accumulation of spanwise vorticity close to the jet propagation front, inducing
a gain in near-wall velocity as well as a slight deficit in the outer layer. As shown by
the authors through tomographic reconstructions of the three-dimensional flow field
(Steinfurth & Weiss 2021c,a), the leading vortex has the shape of a half-ring in the case
of finite-span outlet slots. As this vortex half-ring propagates downstream, it quickly
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Figure 9. Wall-normal velocity profiles for R = 0.67, −− steady wall jet, □ starting wall jet
at t = t0 + 7ms, ⋄ starting wall jet at t = t0 + 11ms

diffuses due to viscous shearing. It is important to note that the spreading rate near the
propagation front is larger than in the trailing wall-attached jet, i.e. peak jet velocities
Um are found in greater wall distance. Apart from the leading vortex, however, the wall
jet appears to exhibit similar characteristics as the steady wall jet addressed above.
A more detailed comparison between starting and steady wall jets is enabled by velocity

profiles presented in figure 9. Along with the steady configuration (dashed line), profiles
are shown for the R = 0.67 starting jet at t = 7ms and t = 11ms at different streamwise
locations. Referring to figure 8, it can be noted that the propagation front is located at
approximately x ≈ 170mm and x ≈ 250mm for these two time steps. Therefore, unforced
boundary-layer profiles can be seen at the two locations of largest outlet distance for the
former time instant. For t = 11ms, on the other hand, the wall jet already imposes an
effect at x = 220mm inasmuch as the streamwise velocity reaches values approaching
those found for the steady wall jet inside the outer wall jet layer. The same is not true
for the near-wall region where a smaller velocity is measured. In locations that have been
passed by the propagation front, however, a good agreement between velocity profiles
can be noted.

We conclude that wall jets trailing the leading vortex ring generated by the sudden
initiation of fluid exhibit practically identical velocity profiles as those measured in steady
wall jets where the starting process has no influence on the flow. It is therefore reasonable
to assume that similarity behaviour, shown to be at hand for the steady configuration,
also exists for certain regions of starting wall jets.

In order to quantitatively define flow regions where ’approximate self-similarity’ may
be applicable, more information regarding the convection and growth of the propagation
front is required. As a means to reveal the leading vortex ring, a series of finite-time
Lyapunov exponent (FTLE) fields are shown in figure 10. Large values of this quantity
indicate an attracting material line (A), governing the displacement of boundary-layer
fluid along the propagation front. The diffusion of the leading vortex structure also
becomes apparent, which is associated with a growth in streamwise and wall-normal
direction. Figure 10 also contains diagrams of Um and Ym extracted for the same time
steps. As was already inferred from evaluating the velocity profiles presented in figure
9, jet parameters approach values associated with steady wall jets in the flow region
between outlet and leading part of the jet. Across the propagation front (with increasing
x), larger values of Ym can be noted. Recall that Ym points to locations inside the free
stream in the unforced boundary-layer where the maximum velocity is Um/U∞ = 1. The
onset of deviation between instantaneous Ym curves and the steady case are highlighted
by dashed verticals, nicely coinciding with the trailing ends of vortex structures revealed
by FTLE fields.

Based on these observations, the time-dependent extent of the leading vortex region
can be determined by defining threshold values applied to curves of starting wall jets
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Figure 10. Time series of finite-time Lyapunov exponent field for starting wall jet at R = 0.67;
peak jet velocities with respective wall distance for the same time-steps shown in the two bottom
diagrams

at different time instants. Here, we define the downstream end of the leading vortex
as the location where Um = 1.03U∞ whereas a deviation of 10% with respect to the
steady wall jet half-width was chosen to identify the upstream boundary. Computing the
locations given by these thresholds for various time-steps, information on the convection
and expansion of the wall jet leading part is obtained (figure 11). Separated by the
resulting linear curves, three regions of the flow field can be identified in the space-
time-diagrams. Not yet reached by the propagation front, behaviour associated with the
unforced boundary-layer can be expected inside the area highlighted in light grey. The
leading part of the jet resides in regions highlighted in dark grey. Further upstream,
Um and Ym are identical to corresponding values of the steady wall jet to within the
thresholds stated above.
It is immediately apparent that the two curves diverge for all velocity ratios, confirming

the longitudinal expansion of the jet leading part mentioned above. Although larger
convective velocities are measured for increased velocity ratios, there appears to be a
strong dependence on U∞ = 20m/s as well. This suggests the application of the velocity
ratio R as a scaling parameter, which was also proven to be a good choice to describe the
evolution of main wall jet properties above. And indeed, the curves of time-dependent
locations enclosing the jet leading part collapse reasonably well (diagram in the right of
figure 11), indicating convective velocities of Uc,1 = 1.48RU∞ and Uc,2 = 1.82RU∞ for
the boundaries of the jet leading part.
We will now use these approximations to identify the flow regions highlighted in
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Figure 11. Time-dependent locations of leading part boundaries for starting jets of different
velocity ratios; (a) R = 0.5, (b) R = 0.67, (c) R = 0.75 and (d) locations for all velocity ratios
scaled with R

figure 11, i.e. the boundary-layer unaffected by wall jets as well as the leading and
trailing jet parts for various time steps during the starting process. For PIV data, yielding
Um, Ym and Ym/2, the convective velocities simply define intervals of x. For wall-shear
stress measurements, where the number of temporal samples by far exceeds the number
of sensors, we use Uc,1 and Uc,2 to compute residence times of the wall jet regions at
the respective sensor locations. The scaled jet properties, along with the power law
expressions determined for steady wall jets above (solid line), are presented in figure
12. Symbols coloured in light grey indicate the unforced boundary-layer while dark grey
circles represent the jet leading part and black is used for the trailing wall jet.
As was hypothesised above, there is indeed a wall jet region during the starting process

with characteristics identical to those of steady wall jets. The scatter observed for black
circles is not larger than that for the steady-blowing case. Deviations from the power law
fit are again due to an insufficient local momentum excess. Furthermore, we conclude that
the approximate convective velocities are suited to determine the flow region where the
scaling suggested by ZW93 can be applied. A distinct departure from the ’approximately
self-similar’ behaviour is noted across the leading vortex region.

3.3. Stopping finite-span wall jet

Attention is now turned to the case where fluid emission is terminated at t̃ = 0 s. Prior
to that time instant, the flow field is identical to that of a steady wall jet addressed
above.
A time series of the velocity fields directly subsequent to the end of the jet emission

is presented in figure 13. Again, only the medium velocity ratio R = 0.67 is considered,
for which the gain in streamwise velocity (left column) and the spanwise vorticity (right
column) are shown.
Immediately following the jet emission phase, a stopping vortex is generated near the

outlet. This flow structure has been observed previously by Steinfurth & Weiss (2021a)
and was explained as a consequence of radial entrainment at the jet trailing part due
to mass conservation. It is associated with a small-scale strand of positive spanwise
vorticity, inducing a slight velocity deficit on its upper part before diffusing quickly.
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Figure 13. Time series of gain in streamwise velocity due to stopping wall jet at R = 0.67
(left) and mean spanwise vorticity (right)

Further downstream, however, both the velocity and vorticity fields appear to be very
similar to that of the steady jet at a certain distance to the jet trailing part.
This is confirmed by the diagrams presented in figure 14, showing peak jet velocities

Um and corresponding jet widths Ym during the stopping process. Both parameters again
converge to the values measured for the steady wall jet for large x. The jet trailing part,
however, represents a deceleration wave where the velocity decreases from Um found for
the steady case to U∞. At the upstream end of this deceleration wave, the stopping
vortex induces a minor local peak in streamwise velocity.

Compared to Ym, Um is the more sensitive indicator of the transitional region between
deceleration wave and jet with steady characteristics. We will therefore evaluate time-
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dependent Um distributions to detect the upstream boundary of the ’approximately self-
similar’ flow region and use the global maximum as the indicating value. This choice is
motivated by the monotonous decrease in streamwise direction for the steady wall jet
and the empirical observation that both Um and Ym curves collapse downstream of the
location associated with maximum velocity as shown in figure 14.
The locations of maximum Um for the three velocity ratios following the jet termination

are presented in figure 15. Again, an almost linear dependence can be noted inside
the evaluated range. However, the associated velocities are much larger than those for
the convection of the leading vortex, approximately separated by a factor of two. Also
exceeding local streamwise velocities, it is reasonable to assume that the slopes of these
curves are linked to the diffusion of the jet trailing part rather than its convection. Again,
the velocity ratio R is applied to collapse the data for different jet velocities, yielding an
approximate for the advance of the deceleration wave Ud = 2.78RU∞

Based on this velocity, we again identify a region inside the measurement domain that
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for region downstream of deceleration wave, grey for deceleration wave and unforced boundary
layer upstream of wall jet

may exhibit behaviour similar to that of the steady wall jets addressed above. Figure
16 contains diagrams of the scaled jet properties with black symbols used for the region
downstream of the locations estimated by Ud. Again, both the decay of Um and τ as
well as the jet spreading rate for these regions are in good agreement with the power law
expressions established above. Upstream of the jets, the velocity and wall shear-stress
decrease as values associated with the free stream are approached across the deceleration
wave. This deviation from the ’approximate self-similarity’ is adequately captured by
employing Ud.

3.4. A model for starting/stopping wall jets

The results presented so far indicate that power law expressions proposed by Narasimha
et al. (1973) and ZW93 are also applicable to steady wall jets ejected from a finite-span
nozzle after minor adjustments (eq. 3.4). Interestingly, a jet structure with such charac-
teristics is also found for unsteady jet velocity programs, upstream of the propagation
front (xp) and downstream of the deceleration wave (xd), with time-dependent locations
given by

xp(t) = Uc,1t (3.8)

and

xd(t) = Udt̃ (3.9)

where

t̃ =

{
0 s, ift 6 tp

t− tp, ift > tp.
(3.10)
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Note that the propagation front exists for t ⩾ 0 s, and the deceleration wave only starts
to develop when t equals the pulse duration tp, i.e. when the fluid emission is stopped.

Now, a simple model for starting/stopping, or pulsed, wall jets can be introduced,
predicting Um, τ , Ym and Ym/2 for outlet distances in the range x = xd, . . . , xp. We
will now demonstrate the capabilities of this model by comparing the estimated peak jet
velocities Um with the measured velocity distribution for different velocity ratios and a
pulse duration of tp = 11ms (figure 17). Recall that the only input parameters to the
modelled velocity distributions (red curves) are the velocity ratios R, the momentum
fluxes J and the (constant) kinematic viscosity ν.

The starting process is ongoing for the first two time steps, i.e. the trailing part of the
jet is located at x = 0mm. A good agreement between modelled and measured velocities
can be attested although some deviation is observed for the two smaller velocity ratios at
large outlet distances. This is explained by an insufficient excess in kinematic momentum
flux preventing the applicability of the concept of ’approximate self-similarity’. In fact,
unrealistic maximum velocities Um < U∞ are predicted for R = 0.5 at x > 150mm. At
R = 0.75, on the other hand, only negligible differences are noted. Furthermore, a good
prediction of the jet leading part can be attested as larger rates of velocity decay are found
upstream of the predicted jet propagation front, i.e. right of the red curves. Similarly,
a good prediction of the decay in Um is noted for the largest velocity ratio during the
stopping process in the jet far-field. Substantial deviations, however, are observed for the
smaller velocity ratio as the excess in momentum flux is much smaller than Um/U∞ = 2,
the threshold stated by ZW93.

Finally, we will use the proposed model to estimate the wall shear-stress signals at five
locations downstream of the outlet, again considering a pulsed jet with a valve opening
time of tp = 11ms (figure 18). Here, Uc,1 and Ud are used to determine the time intervals
during which the wall jets reside at the sensor locations. Note that the introduced model
predicts constant jet properties at given outlet locations for each jet velocity. Therefore,
the modelled signals equal horizontals with end points depending on Uc,1 and Ud.

Since Ud is almost twice as large as Uc,1, a decreasing length of the wall jet xp − xd is
predicted as it convects downstream. At R = 0.5, this difference is only positive for the
first three sensor locations. In other words, complete diffusion of the wall jet is predicted
before reaching larger outlet distances. Indeed, no clear plateaus are seen in the signals
measured at these locations. For the two larger velocity ratios, small jet lengths are
estimated in the jet far-field which is again confirmed by the phase-averaged signals. The
actual passage of wall jets inducing quasi-constant wall shear-stress appears to slightly
forego the prediction by the model which is simply due to the conservative definition of
the ’approximately self-similar’ jet region based on the threshold values stated above.
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Nonetheless, a good overall agreement between the modelled and measured wall shear-
stress can be attested during the jet passage with deviations not exceeding ∆τ = 0.5Pa.

4. Conclusions

The main objective of this study was to assess the applicability of scaling laws first
established by Narasimha et al. (1973) to pulsed finite-span wall jets in a cross-flow. A
pulsed-jet actuator was used to generate jets with a constant velocity as well as unsteady
velocity programs.

Despite the limited spanwise outlet dimension L = 20mm, non-dimensional velocity
profiles identical to those of two-dimensional wall jets studied by ZW93 are determined
in the centre plane. There is a small discrepancy for the smallest investigated velocity
ratio R = 0.5, which is in line with empirical observations made by ZW93 suggesting
that a certain excess in momentum is required for wall jets to exhibit ’approximate
self-similarity’. This was confirmed in the current study where power law expressions
similar to those obtained by ZW93 were shown to map the development of the decay in
maximum velocity and wall shear-stress as well as the jet spreading rate for larger velocity
ratios R = (0.67, 0.75). First established by Narasimha et al. (1973), these scaling laws
only require knowledge of the gross momentum flux in the outlet plane, the jet velocity
ratio and the kinematic viscosity. Previous investigations of finite-span wall jets indicate
what Narasimha et al. (1973) dubbed ’anomalous behaviour’ due to three-dimensional
effects (Sforza & Herbst 1970; Newman et al. 1972), mainly reflected in enhanced lateral
spreading and thus a more rapid velocity decay. However, such characteristics have only
been observed in the absence of a cross-flow (Abrahamsson et al. 1996; Davis & Winarto
1980). Indeed, the strong lateral spreading for this case was confirmed through PIV
measurements up to x/b = 600 in the current study but a different picture was revealed
when a cross-flow was applied. Here, the spanwise velocity component is directed towards
the jet symmetry plane while the wall-normal component is associated with an outward-
directed fluid motion. In consequence, a self-amplifying process of streamwise vorticity
production that is argued to be responsible for the large lateral spreading rates without
an external stream by Launder & Rodi (1983) and George et al. (2000) is at hand.
However, it is associated with an opposite sense of rotation, essentially countering the
lateral spreading of the three-dimensional wall jet in cross-flow. This finding is consistent
with what Narasimha et al. (1973) referred to as the ’directing influence’ of an external
stream.

It was then shown that ’approximately self-similar’ flow regions also exist in the case
of starting and stopping jets where the momentum addition is initiated and stopped
abruptly. These regions are enclosed by the leading vortex and the deceleration wave
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where the flow properties transition to conditions found in the unforced boundary
layer downstream and upstream of the wall jet. The velocities associated with these jet
boundaries collapse when scaled with the velocity ratio, which enables a prediction of the
time-dependent wall jet region by means of empirical constants. It is worth mentioning
that the advance of the deceleration wave is associated with a velocity approximately
twice as large as the convective velocity of the jet leading part. Hence, the length of the
region with steady jet characteristics decreases once the fluid emission is stopped, which
is in agreement with less distinct footprints of wall jets associated with relatively short
pulse durations (Steinfurth & Weiss 2021b). Based on the empirical constants, a model
for wall jet properties is proposed, predicting the space-time interval where the wall jet
resides. In this region, the maximum velocity, wall shear-stress and jet half-width can be
estimated using the scaling laws obtained for the steady configuration.
This model may prove useful in technical implementations of pulsed wall jets. For

instance, forcing parameters may be optimised to ensure a certain momentum addition
throughout the control domain in active separation control. However, it is reasonable to
assume that wall jets exhibit different advancing velocities in such configurations com-
pared to the zero-pressure-gradient flow addressed in this study. Future work therefore
must be aimed at overcoming the empiricism related to the time-dependent wall jet
boundaries. A further major finding relevant to technical flows was the lack of a lateral
spreading rate, which may be taken into account when designing the location of and
spacing between finite-span outlets.
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4
Critical assessment of methodology

Although utmost attention was paid to limiting the uncertainty of measurement procedures
as much as possible, some shortcomings inherent to the methodology could not be avoided.
These will be addressed in the following.

4.1 Setting the jet velocity

In the present work, the forcing intensity was varied by adjusting the axial PJA outlet velocity
uout(t). Considering that its signal is governed by the valve position with only two possible
states, a square-wave was assumed to be an acceptable representation of uout(t). Here, the
highs and lows are of durations tp and toff corresponding to the intervals where the valve was
open and closed, respectively. Assuming that the actuation period is initiated by the opening
of the valve at t = t0, the outlet velocity can be formally written as

uout(t) =

ujet, if t0 ≤ t ≤ tp

0 m/s, if tp < t ≤ tp + toff .
(4.1)

In the research articles presented above, ujet is referred to as the nominal jet velocity that is
based on the duty cycle DC = tp/(tp + toff), the time-averaged mass flow rate ṁ, the mass
density of the emitted fluid ϱjet and the outlet area Aout,

ujet = 1
DC

ṁ

ϱjetAout
. (4.2)

This definition requires some assumptions that are addressed in the following. First, it is
assumed that the jet emission time where uout = ujet is identical to the valve opening time.
This is not entirely realistic since a deceleration wave already develops as the jet passes through
the nozzle downstream of the magnetic valve, resulting in an emission time slightly longer
than tp (see figure 2 in Article 1). It is also important to note that the maximum specified
uncertainty of ±15% with regards to the valve opening and closure times directly translates
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into an uncertainty of the jet velocity. From our experience, the valve switching characteristic
can also change over time due to wear.

Second, the approach relies on the conversion of a constant mass flow into a time-dependent
outlet velocity. This was facilitated by providing a reservoir downstream of the mass flow
controller and upstream of the actuator (Figure 2.1). The volume of this tank was sufficient to
compensate pressure fluctuations induced by the pulsatile ejection of fluid so that the plunger
position of the mass flow controller was constant for a given forcing signal. Nonetheless, ujet

may not be completely constant during the ejection phase as a slightly varying velocity can be
expected for large pulse durations in particular.

Third, compressibility effects were not taken into account as typical Mach numbers
associated with the pulsed jets Ma < 0.3 were deemed sufficiently small. In addition, the jet
mass density was computed based on the regulated wind tunnel temperature. I abstained from
temperature measurements in the jet exit plane as to not affect the outlet profile.

Next, the outlet area of Aout = (20 × 0.5) mm2 was defined in a computer-aided design
software but slight deviations may occur during 3D printing depending on the orientation of
the nozzle in the printer and wear of optical components integrated in this device. However,
the uncertainty around this parameter may be marginal as outlet geometries were qualified by
means of a thickness gauge (Figure 4.1).

Thickness gauge (0.5 mm)

Outlet slotActuator front side

Figure 4.1: Microscope image of actuator outlet, photograph taken by René Halboth

Finally, when more than one actuator was employed to manipulate the flow (Article 4), it
was assumed that the mass flow coming from the pressure reservoir was evenly distributed to
all devices. However, deviations in pressure loss between the flexible connecting tubes may
tarnish this assumption.

It can be concluded that a number of potential errors can be ascertained for the procedure
of setting the jet velocity. A recent article by Semaan (2020) suggests that the uncertainty of
experimentally-measured forcing intensities is indeed significant as even for an optimised setup,
the uncertainty of cµ is approximately 11% [157]. He also shows that for the approach taken
in the present work, the uncertainty magnification is predominantly linked with the quality
of the mass flow controller. Here, a device with an uncertainty of ±(0.5% o.m.v + 0.1% FS)
and a full-scale output of FS = 50 ls/min was employed, representing a significantly smaller
uncertainty than that assumed in the study mentioned above. The analysis and comparison of
varied jet velocity configurations justified in the present work is therefore deemed justified.

126



4.2 Velocity field measurements

4.2 Velocity field measurements

The flow fields considered in this thesis are dominated by large gradients in space and time.
This gives rise to some challenges for PIV measurements that will be addressed in the following.

Considering that the spatial resolution of measured velocity fields was on the order of the
actuator outlet width suggests that there may be non-uniform seeding particle displacement
at the scale of interrogation areas in the near-outlet region. To estimate the measurement
uncertainty, two parameters need to be considered [158]: first, the particle-image diameter
dτ that is correlated with the width of the displacement-correlation peak even for uniform
flows [159]; second, the variation of particle-image displacement |a| within the evaluated
interrogation area. Intuitively, the effect of spatial gradients is negligible when |a| ≪ dτ [160].
For ratios |a|/dτ substantially larger than zero (i.e., in the case of strong sub-interrogation
gradients), however, the correlation peak amplitude is systematically reduced. For instance,
a loss-of-correlation by 25% is already reached at |a|/dτ = 0.66 [158]. In the current work,
even larger ratios occur in the flow regions mentioned above, resulting in an approximate
uncertainty up to 25% (only due to spatial gradients) based on the expressions for the bias
and random error provided in Ref. [158].

In addition to large spatial gradients, particles may undergo substantial accelerations as
they interchange momentum with pulsed jets. As the mass densities associated with jets and
seeding particles are not equal, a velocity lag that is proportional to the squared particle
diameter dp occurs [142]. Considering a step change in velocity resembling the initiation of
fluid, the response time of a particle of mass density ϱp is

τp = d2
p

ϱp
18µ

(4.3)

where µ is the dynamic viscosity. A typical time response for the seeding particles employed
in this work, according to Ref. [161], is τp ≈ 2 µs, which should be compared with a reference
time scale τref that reflects the velocity fluctuations along a particle path by computing the
Stokes number Stk = τp/τref . To assess the particle behaviour during the jet initiation process,
one may define this reference time scale as τref = dout/ujet where dout is the outlet width.
Then, acceptable Stokes numbers of Stk < 10−1 [162] are only obtained for jet velocities up to
ujet = 25 m/s. As typical velocities investigated in this study are much larger, a non-negligible
lag velocity can be expected, resulting in a discrepancy between the measured velocity field
data and the expected jet velocity as observed in Article 1. Since the particle diameter
dp ≈ 1 µm could not be reduced, the only available counter measure would be to employ a
different type of seeding exhibiting shorter time responses, such as silicon dioxide or titanium
dioxide, which was refrained from due to health considerations.

In conclusion, it should be noted that the impact of experimental shortcomings explained
in this paragraph is limited to certain regions where high spatial and temporal gradients occur.
However, this does not affect the quality of measurement data in greater outlet distance upon
which the major findings of this work are based.
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5
Discussion

In this chapter, I discuss the major results reported in the research articles accompanying this
thesis in light of the objectives defined in chapter 1. Thus, emphasis is put on findings that
enable progress in the field of active separation control.

5.1 The flow generated by a pulsed-jet actuator

Article 1 was dedicated to the fundamental properties of PJA-generated pulsed jets emitted
into quiescent ambience. It was suggested that during the jet initiation, the lateral and axial
velocity components are of the same order of magnitude in the near-outlet region. This
results in a significant outward-directed deflection of the ejected vorticity layer and substantial
entrainment of surrounding fluid. It was argued that this effect is mainly due to the temporary
presence of over-pressure inside the jet exit plane, which is indeed required for any non-zero
radial velocity from an analytical standpoint [122]. A secondary explanation (that does not
disprove the effect of over-pressure) lies in the occurrence of axis-switching. This phenomenon
describes the expansion of the vortex ring minor axis while, at the same time, the major
axis contracts. Thus, the original minor axis becomes the major axis, and vice versa, and
several self-induced deformations may follow in an oscillatory fashion. Axis-switching has been
observed in non-circular starting jets [163–165], such as the one addressed in this work. Here,
the longer outlet dimension coincides with the original major axis of the vortex ring, and the
first transition may be reflected in the observed expansion along the smaller outlet dimension
that is particularly noticeable in figure 6(a) of the paper. No second transition is observed
in the current study as the oscillation wave-length is known to increase both with the outlet
aspect ratio [163, 166] as well as core thickness [130, 167], both of which are relatively large
in the present study. It is therefore assumed that vortex rings become incoherent prior to a
potential second transition. Overall, axis-switching is known to enhance the entrainment of
jets [168, 169], which has recently been shown for the case of a synthetic-jet actuator [170].
This beneficial behaviour appears to be reinforced by the effect of over-pressure in the present
work since the lateral expansion of PJA-generated vortex rings is much larger than for those
produced in a water tank where the over-pressure effect was assumed to be less significant.
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The substantial entrainment discussed above directly results in larger vortex bubble volumes
than for other means of vortex ring generation (figure 9 in Article 1). Larger vortex dimensions
in turn lead to an enhanced added-mass effect that relates to the Lagrangian fluid drift induced
by the vortex ring [123], analogous to the motion of a solid body propagating in irrotational
flow [171]. To set this large volume of fluid into unsteady vortical motion, a substantial
pressure contribution to the overall impulse provided to the flow field is required, suggesting
that the generation of a leading vortex ring may indeed be of large relative importance
in terms of the manipulation inflicted on the flow field [172]. This was also the primary
motivation for assessing the concept of a formation number in the case of PJA-generated jets
(Q1 in chapter 1). However, it was shown that such a time scale is not well-defined in the
present context since there is no pinch-off between the leading vortex ring and the trailing
jet. Nonetheless, dimensionless pulse durations maximising the vortex ring circulation have
been established. They were found to be larger than the value reported by Gharib et al.
(1998), which was argued to be the case due to the capability of generating vortex rings with
thicker cores (i.e., smaller non-dimensional energies α = E/(Γ3/2I1/2)). The inter-relation
between the invariants of motion and the formation number was recently taken up by Krieg &
Mohseni (2021) [173]. They argue that pinch-off occurs once the induced convective velocity
associated with the vortex ring exceeds a characteristic velocity of the trailing jet. The latter
is approximated by the maximum achievable velocity in a fully-developed pipe flow being twice
the feeding velocity (i.e., approximately 2ujet). The induced velocity, on the other hand, can
be estimated with some simplifications based on the circulation and impulse of the vortex ring
so that the following kinematic criterion is suggested for pinch-off:√︄

ϱπΓ3

4I
≥ 2ujet. (5.1)

It follows that the formation number (and vortex ring energy) can be altered by changing the
ratio between circulation and impulse which is realised using different nozzle geometries that
essentially yield varied outlet velocity profiles in Ref. [173]. Alternatively, a time-dependent
feeding velocity can be provided. Thus, an accelerating exit velocity that is adapted to the
increasing velocity induced by the vortex ring (left-hand side in equation (5.1)) is shown to
result in much thicker vortex rings in the study mentioned above, up to a maximum theoretical
thickness associated with Hill’s vortex. This proves that limiting non-dimensional vortex ring
energies other than αlim ≈ 0.33 introduced in chapter 1 can be produced even in the case of
a piston-cylinder setup. Interestingly, a vortex core thickness corresponding to Hill’s vortex
was also observed in the current study. Indeed, it may be argued that the axial component of
the jet velocity increases during the jet emission in a similar fashion as the velocity program
mentioned above as a certain time response can be expected subsequent to the opening of the
valve, compensating the increasing induced velocity of the growing vortex ring and enabling
the prolonged process of vorticity feeding presented in Article 1. Furthermore, the criterion
stated in equation (5.1) provides an explanation as to why the convective velocity associated
with elongated slots is lower than for circular vortex rings [133]. Consider a circular outlet
with a diameter equal to the width of a slot-like outlet. At a given centreline velocity, the rate
of circulation production is similar for both types of outlets. However, the impulse provided
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by the slot is much larger due to the larger outlet area, resulting in a substantially reduced
convective velocity according to equation (5.1). This theoretical explanation is in line with the
observed longer residence time of vortex rings near such outlets and the absence of a pinch-off
in the current work and for similar outlet geometries [134].

Although the flow configuration investigated in Article 1 differs from the scenario usually
found in active separation control, some important conclusions can be drawn. First, the
pulsatile ejection of fluid by means of a PJA leads to the generation of large-scale vortex rings
with high entrainment rates followed by a trailing jet. And second, a pressure contribution
arises from the rapid initiation of fluid, affecting the outlet velocity profile and thereby, the
effect of pulsed jets on the surrounding flow field.

Article 2 constitutes an intermediate step between the investigation of pulsed jets in
quiescent ambience and their inclined introduction into a boundary-layer. Compared to smaller
jet emission angles, no momentum flux is directly supplied in the direction of the cross-flow in
the case of transverse jets (φ = 90◦). Accordingly, the near-wall flow must be energised by
shifting high-momentum fluid, which can be achieved through large-scale vortex structures
(i.e., with a function pricinple similar to that of passive vortex generators [174–176] inducing
strands of streamwise vorticity that entrain fluid from the outer flow). In fact, comparable flow
structures (here, a counter-rotating vortex pair) are found in the trailing part of pulsed jets
generated with a PJA (figure 13). A further characteristic of transverse jets is the blocking
effect they impose on the flow upstream of the outlet. This leads to a deceleration of the cross-
flow that may be desired in some applications [177] but is typically considered detrimental in
active separation control. Therefore, I will not attempt to infer direct conclusions regarding the
effectivity of PJA-generated pulsed jets injected into a boundary-layer as studied in Article 2.
However, some further fundamental conclusions regarding the generation of large-scale vortices
can be drawn.

It was shown that the topology of eventual vortex structures is governed by the process of
vorticity cancellation (boundary-layer vs. jet shear-layer). In the current setup, the vorticity
on the windward side of the jet only persisted the interaction with the boundary-layer for
velocity ratios larger than a transitional value of r ≈ 4. However, it is conceivable that this
value is specific to the studied combination of the incoming boundary-layer and the outlet
width. Even though a larger outlet dimension a priori does not result in an enhanced vorticity
flux, an increased jet core region may be associated with a reduced decay [178], thereby
feeding the shear-layer for a prolonged duration. The findings of Article 1 also suggest that
the vorticity production in the case of a PJA is enhanced through an additional pressure
contribution, suggesting that the boundary-layer vorticity may be dominated by choosing
operating parameters that result in more substantial over-pressure.

Depending on the velocity ratio being smaller/larger than the transitional value, different
vortex structures develop with potential applications briefly mentioned in the following. For
sufficiently large velocity ratios, asymmetrical vortex rings are observed. Assuming that their
circulation is important to certain applications, such as mixing control or the reattachment of
a separated shear-layer, the effect of the pulse duration is revealed in Article 2. Consistent
with results presented in Ref. [136], the formation time maximising the vortex ring circulation
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decreases with the velocity ratio (down to L/deq ≈ 7 for r ≈ 5). For velocity ratios r < 4, on
the other hand, hairpin vortices are generated. They contain a region of spanwise vorticity
that is convected in the near-wall region which may be beneficial to prevent flow separation as
fluid is entrained into the boundary-layer. However, this effect was not specifically addressed
in Article 2.

The generation of leading vortex structures in a cross-flow is revisited in Article 3 but here,
emphasis is put on the influence of the inclination/emission angle φ. It is shown that vortex
rings are only produced for φ = 60◦ and relatively large velocity ratios. Otherwise, pulsed jets
attach to the wall where they form a vortex half-ring by rolling up in the boundary-layer. It is
therefore concluded that the eventually developing flow structure depends on the capability
of pulsed jets to follow the turning angle that is equal to φ. This capability in turn arises
from a disbalance of static pressure between the windward and leeward side of the jet, loosely
ascribed to the Coandă effect [179]. Looking at this from a different perspective, the jet does
not attach to the wall when the suction effect induced on the windward side is sufficiently
strong. However, vorticity is only produced on this side for relatively large velocity ratios
(Article 2). Hence, wall-attached jets are observed for smaller jet velocities in the case of the
larger turning angle. No such bifurcation behaviour is found for φ = 30◦ where wall jets are
generated independent of the velocity ratio.

A major finding presented in Article 3 is that the near-wall flow is energised more
effectively in the case of wall-attached jets. The smaller emission angle of φ = 30◦ can therefore
be considered more appropriate for active separation control, and there is no obvious caveat
with choosing even smaller angles that may ensure the wall attachment to a greater extent
even in the case of an adverse pressure gradient (in fact, it was shown in Article 5 that the
jet characteristics in some outlet distance are independent of the nozzle geometry).

It was then argued that the over-pressure effect, already discussed in relation to Article 1,
also enhances the impulse supplied to the flow as an additional source term

Ip =
tp∫︂

0

∫︂
Aout

(p − p∞)dAdt (5.2)

arises. Since the pressure contribution was shown to be substantial, it should be taken into
account when assessing the control authority associated with PJAs. This could be realised by
incorporating equation (5.2) in the momentum coefficient,

cµ(t) = Iu,jet(t) + Ip(t)
qLc

, (5.3)

which was already suggested for under- and over-expanded jets [180]. However, no attempt has
been made in the current work to quantify Ip(t), and it should be noted that its experimental
determination is anything but trivial. Two possible approaches can be envisaged. First, the
time-dependent pressure distribution in the jet exit plane can be determined by considering
the jet kinematics according to Krieg & Mohseni (2013):
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p(r) = p∞ − ϱ

2v(r)2 + ϱ

R∞∫︂
r

(︃
u

∂v

∂x
+ ∂v

∂t

)︃
dω̄ (5.4)

where r is the radial coordinate and ω̄ is a dummy variable for the radius of integration. Hence,
pressure distributions can be inferred from the velocity gradient field. However, an accurate
measurement of the velocity gradient field was not possible in the current work due to the
millimetre-scale outlet and the lack of scalability of the PJA under consideration. Therefore,
a numerical simulation appears to be the only reliable approach to obtaining the pressure
distribution.

An alternative method lies in the measurement of the gross impulse due to over-pressure.
To this end, the actuator must be mounted on a scale that measures the thrust due to the
jet emission which can be related to the impulse supplied to the flow. This procedure was
followed by Krueger & Gharib (2003) to measure the impulse per pulsed jet generated with a
piston-cylinder setup (Figure 5.1). They noted that for stroke ratios smaller than the formation
number (i.e., L/D < 4), the total impulse increases by an extent that is larger than can be
explained based on the ejected momentum flux. For larger L/D, on the other hand, the slope
is reduced as no further increase of the vortex size is achieved and the relative contribution
attributed to the acceleration of entrained and added mass through the leading vortex ring is
marginalised with increasing length of the trailing jet.

Figure 5.1: Impulse supplied to the flow by pulsatile ejection of different amounts of
fluid, based on figure in Ref. [172]

Similarly, the (time-dependent) thrust exerted by a PJA can be measured. However, the
experimental procedure is complicated by relatively small expected forces on the order of
a couple of milli-Newton and the required sub-millisecond temporal resolution. The former
aspect at least can be handled by considering multiple PJAs, for instance installed in a model
and mounted on a balance as suggested in [103].
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Finally, it is worth mentioning that, to some degree, the over-pressure effect discussed
above is linked to the function principle of PJAs where the flow duct is periodically blocked
for certain durations. During this time, the fluid is slowed down upstream of the valve and a
pressure compatible with the requirement to accelerate a certain amount of mass once the
valve is opened develops. A comparable acceleration of fluid is typically not at hand for fluidic
devices. Hence, I assume that the over-pressure effect is less significant for these types of
actuators. Synthetic-jet actuators, on the other hand, are known to exhibit an over-pressure
phenomenon similar to the one observed in the current work [181, 182].

To summarise the results of the first part of this thesis, the flow generated with the
specific device under consideration was shown to be characterised by a leading vortex structure.
Despite the slot-like outlet geometry, this vortex has an almost spherical shape in the absence
of a cross-flow due to substantial lateral expansion rates. When injected into an external
stream, pulsed jets either penetrate through the boundary-layer, generating asymmetrical
vortex rings, or attach to the wall where vortex half-rings can be observed. It was argued
that the latter type of flow structure, occurring at small jet emission angles, is better suited
to prevent boundary-layer separation. Here, the energisation of the near-wall flow is driven
by three mechanisms (Q2 in chapter 1). First, low-momentum fluid is shifted away from the
wall through the leading vortex half-ring. Second, the wall jet enhances the momentum flux.
And third, high-momentum fluid from the outer flow is entrained towards the wall on the jet
trailing part. The amount of fluid required to generate maximum-circulation vortex structures
corresponds to equivalent stroke ratios of O(L/deq) = 10 for all configurations. In the second
part of this thesis, it was assessed whether this time scale may prove useful in the choice of
actuation parameters.

5.2 Guidelines for active separation control

While the first part of this work was dedicated to shedding some light on the fundamental
properties of PJA-generated jets, the focus was shifted to issues that may be considered more
relevant to separation control applications in the second part.

In Article 4, implications of adjusting the two time scales defining the forcing signal (tp

and toff) were addressed. In combination with the jet velocity, these parameters govern the
control authority as well as the mass flow consumption. It was shown that knowledge of two
flow-inherent threshold values is required to reliably control boundary-layer separation in the
current setup. First, cµ must be set sufficiently large as to completely eliminate the region of
reverse-flow at the downstream end of the control domain. And second, toff must be chosen
so that the characteristic separation time is not exceeded because otherwise, reverse flow
invariably occurs (independent of cµ). It is important to note that these two criteria do not
define the pulse duration tp. In fact, the observed strict dependence of the control authority
on the well-established parameter cµ raises doubts regarding the usefulness of a time scale
that governs the maximum vortex circulation identified in the first part of this thesis. It was
even shown that particularly small pulse durations have a negligible, or even adverse, effect on
the pressure distribution, which was explained by the importance of the trailing wall jet (Q2).
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The approach proposed in Article 4 is primarily based on the finding that the boundary-
layer relaxation process is governed by a constant time scale (Q3 in chapter 1), which is
consistent with findings reported in Ref. [87]. It is worth noting that the exploitation of this
characteristic separation time may not necessarily require the specific perturbations generated
with a PJA. In fact, the only precondition is the possibility to adjust toff which may be
readily facilitated by synthetic-jet and also plasma actuators. Even for sweeping-jet devices, a
time delay between the momentum addition to a given location can be established. Hence,
adopting the approach established in Article 4 would essentially result in an adjustment of
the (mass flow-dependent) sweeping frequency which may enable efficiency enhancements for
these devices as well.

The results presented in Article 4 also suggest that the control authority is not explicitly
governed by the reduced forcing frequency, confirming the relative insensitivity towards this
parameter previously determined for pulsed-jet actuation [44]. This can be explained by the
PJA operation principle that does not rely on the excitation of flow-inherent instabilities
for which a reduced frequency of F +

opt = 1 has been suggested [95]. In fact, the investigated
scenario does not involve a separated shear-layer at the location of momentum addition as the
target is to prevent boundary-layer separation in the first place. For this type of configuration,
even larger frequencies have been suggested in the literature [25], which was not confirmed in
the present work where the desired control authority was also reached at substantially lower
frequencies (F + < 1).

An important issue not addressed in much detail is the occurrence of high dynamical loads
that may be viewed detrimental in technical applications. These arise from two contributors:
first, the periodic generation of thrust due to jet ejection; second, fluctuations of the pressure
distribution due to the manipulation of the flow field. The latter source in particular is enforced
by increasing toff (or reducing the actuation frequency). Seifert et al. (1996) showed that lift
oscillations on the order of ±3% may occur on a NACA 0015 airfoil due to periodic excitation,
which they considered ’not large’. However, more subtantial fluctuations (up to 50%) have
been reported recently in the case of single-pulse jets generated with a PJA for the same type
of airfoil [183]. The pulse delay for the latter scenario can be regarded as toff → ∞, hinting
at the significance of the time delay between pulses for the control of dynamic loads. Future
implementations must therefore weigh up the benefits associated with mass flow savings and
the need to limit transient loads.

Furthermore, the efficiency assessment carried out in Article 4 was solely based on
the mass flow consumption. A further energy source, namely the pressure supply, was not
considered. Indeed, the following dilemma unfolds: at constant cµ, mass flow can be saved by
reducing the duty cycle. At the same time, the required supply pressure increases. In other
words, the beneficial effects associated with low duty cycles presented in Article 4 invariably
come at the expense of a larger supply pressure. Again, this issue must be revisited taking
into account the specific boundary conditions of the application in question. It should also
be noted that fluidic actuators tend to require a smaller supply pressure while synthetic-jet
actuators do not need a pressure supply at all.
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Finally, Article 5 was dedicated to establishing models for PJA-generated wall jets. The
motivation from a separation control perspective lies in the finding that this flow structure may
be considered the major contributor to the overall control authority as shown in Article 4. As
the primary finding, it was noted that the scaling laws established for quasi-2D wall jets can
be adapted to the flow under consideration in the present work. Thus, power law constants
could be established, describing the spreading rate as well as the decay in jet velocity and wall
shear-stress inside the pulsed wall jet. Its propagation and diffusion in turn were shown to be
scalable with a velocity ratio parameter that has previously been used to describe shear-layer
characteristics [184–186].

The applicability of scaling laws initially introduced in Ref. [187] was explained by a lack
of lateral spreading that was observed when jets were injected into a cross-flow in the current
setup. In fact, measurements indicate a distinct inward-directed mean velocity component
on both sides of the jet. As to why the lateral velocity component changes sign at the end
of the jet development region, no explanation is given in Article 5. However, the negligible
transverse expansion means that the near-wall flow is only affected downstream of the jet outlet
confirming results presented in Article 3. This may have important implications in terms of
the actuator spacing in separation control, considering that a more distinct spreading rate can
be expected to enable larger actuator spacings [101]. This aspect, and also the interaction
between adjacent pulsed jets, should therefore be addressed in the future.

Modelling the jet diffusion, as suggested in Article 5, also helps to understand why the
impact of pulsed jets associated with relatively small amounts of fluid is negligible in greater
outlet distance, especially for small tp [188]. Once the jet emission is stopped, the deceleration
wave begins to advance with a velocity much larger than the propagation front. Therefore, the
length of the wall jet, equalling the distance between these two locations, quickly decreases.
This observation can lay the ground for a supplementary criterion for the pulse duration,
ensuring the arrival of a non-diffused wall jet at a given outlet distance. However, a number of
issues need to be resolved to render this method a practical guideline in active separation
control. Thus, the effect of an adverse pressure gradient needs to be taken into account as
it is easy to envisage that the empirical constants for the advancing velocities determined
in Article 5 are affected by this boundary condition. The same applies to the time delay
between pulses as a shorter toff can be expected to enhance the convective velocity.

To summarise the second part of this thesis, guidelines for the choice of actuation parameters
have been established. The control authority was primarily governed by the mean momentum
input, which debunked our initial hypothesis based on the assumption that the effectivity
is mainly driven by large-scale leading vortices. Instead, the trailing wall-attached jet was
shown to be of overriding importance in terms of the control authority, demanding a pulse
duration that exceeds the characteristic formation time of the leading vortex. As the second
time scale, the duration between successive pulses needs to be adapted to the characteristic
separation time of the flow. Considerable proof has been presented that these guidelines lead
to systematic and substantial mass flow savings when the duty cycle is reduced. I therefore
hope that the findings presented in this work pave the way for more efficient separation control
applications in the future.
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