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Kurzdarstellung

Rontgenfluoreszenzspektroskopie (RFA) ist eine etablierte Methode zur zerstérungsfreien
Elementanalyse unbekannter Proben. Durch die Entwicklung von speziellen Réntgenop-
tiken wurden laterale Untersuchungen im Mikrometerbereich moglich. Die Benutzung
zweier Optiken in einer konfokalen Anordnung fithrt dazu, dass zusétzlich Informationen
aus dem Probeninneren erhalten werden kénnen. Bei der 3D Mikro-Rontgenfluoreszenz-
spektroskopie (3D Mikro-RFA) wird eine Polykapillarlinse benutzt, um die Anregungs-
strahlung zu fokussieren, und eine weitere Linse schrinkt das Sichtfeld eines energiedis-
persiven Detektors ein. Informationen iiber die Probe werden in erster Ndherung aus-
schliefflich aus dem Untersuchungsvolumen erlangt, welches durch die Uberlagerung der
beiden Foki der Linsen entsteht. Im Rahmen der vorliegenden Dissertation wird 3D
Mikro-RFA als neue experimentelle und analytische Methode vorgestellt. Der Schwer-
punkt der Arbeit liegt dabei auf der Quantifizierung der gewonnenen Messdaten.

Die vollstéandige Quantifizierung von 3D Mikro-RFA Messungen an Schichtsystemen
mit monochromatischer Anregung wurde entwickelt und mit Hilfe eigens hergestellter
Referenzschichtprobensysteme validiert. Sowohl die Fluoreszenz der Probe als auch die
gestreute Anregungsstrahlung gibt dabei Aufschluss {iber die Schichtzusammensetzung
und -dicke. Eine Quantifizierungssoftware wurde erstellt, die flexibel auf verschiedene
Probentypen angewandt werden kann.

Im Vergleich zu konventioneller Mikro-RFA ist die messbare Fluoreszenz- und Streuin-
tensitét geringer, da nur aus einem Mikrovolumen Informationen gewonnen werden. Die
Auswertung der Messdaten ist aufwéndiger und birgt grofiere Unsicherheiten in sich. Fiir
jede Probe miissen spezielle Fitstrategien entwickelt werden, um die zu Verfligung ste-
henden Informationen optimal zu nutzen. Dennoch ist 3D Mikro-RFA eine der wenigen
Methoden, wenn das Innere einer Probe von Interesse ist und Mikroprobenentnahme oder
Querschnitte nicht zulassig sind. Durch die prasentierte Moglichkeit der Rekonstruktion
von Schichtzusammensetzung und -dicke wird die zerstérungsfreie 3D Mikro-RFA in eine
analytische Mefimethode tiberfiihrt.

Die Quantifizierung von 3D Mikro-RFA mit Rontgenrchrenanregung ist vergleichs-
weise komplexer, da die erste Linse ein Anregungsspektrum transportiert anstelle einer
monochromatischen Anregungslinie. Erste Modellierungsansitze zum Untersuchungs-
volumen sowie Uberlegungen zur Kalibrierung und Quantifizierung werden vorgestellt.

Als eines der ersten Anwendungsgebiete fiir 3D Mikro-RFA bietet sich die Archdome-
trie an, da wertvolle Kulturgiiter zerstérungsfrei und ohne Préiparation untersucht wer-
den kénnen. Moglichkeiten und Beschrankungen der Quantifizierung werden anhand von
drei Beispielen aus diesem Forschungsbereich dargestellt. Kombinationsmoglichkeiten
mit anderen Réntgenmethoden wie Mikro-RFA, sowie die Nutzung von rein qualitativen
Messungen mit 3D Mikro-RFA Spektrometern mit Réhrenanregung werden diskutiert.



Abstract

X-ray fluorescence (XRF) spectroscopy as an experimental tool for destruction-free el-
emental analysis is widely used and well accepted. The advent of X-ray optics has
rendered lateral micro-analysis feasible. Through the use of two X-ray optics in a confo-
cal arrangement, the third dimension - the depth of a sample - has become accessible. 3D
Micro-XRF uses two polycapillary optics - one for the focusing of the excitation radiation
and a second lens in front of an energy-dispersive detector. The overlap of the foci of
the two optics forms a probing volume from which information is exclusively derived. In
this work, the method of 3D Micro-XRF is presented experimentally and introduced as a
new analytical tool. The emphasis of this work is laid on new quantification procedures.

The full quantification of 3D Micro-XRF measurements of stratified samples with
monochromatic excitation has been developed and is described in detail. The quantifi-
cation relies on a convolution of the shape and sensitivity of the probing volume with
the investigated sample. Fluorescence and scattered radiation is used for the recon-
struction of thickness and composition of the layers of stratified samples. With the help
of especially manufactured reference samples the validity of the quantification model is
demonstrated and proved.

In general, the overall detected intensity of a confocal measurement is lower compared
to Micro-XRF because of the restricted probing volume. The quantification is more
laborious and yields higher uncertainties. For each sample new quantification strategies
must be developed in oder to optimally use the measured data. Nevertheless, 3D Micro-
XRF proves to be one of the only methods, when sectioning or sampling of an object is
not an option. The presented possibility of reconstruction of thickness and composition
of layers of stratified samples renders this method into a true analytical tool.

The quantification of 3D Micro-XRF with X-ray tube excitation is more complex due
to the fact that the excitation spectrum is transported with the first capillary lens instead
of a monochromatic excitation line. First ideas concerning calibration and quantification
procedures are discussed in this work.

Due to its non-destructiveness and the fact, that sample preparation is not necessary,
3D Micro-XRF has high potential as an analytical technique in the field of archacometry.
Advantages and inherent limitations of this new technique are discussed with the help
of three application examples from this field. The heterogeneity of the objects and
the lack of adequate reference samples requires the development of new quantification
strategies. The addition of other X-ray methods such as Micro-XRF proves to facilitate
the quantification process. Last but not least it is shown, that the careful qualitative
analysis of 3D Micro-XRF measurements with X-ray tube excitation can give valuable
information without the need for a full quantification or synchrotron radiation.
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symbol name unit  page number
w; weight percent of element ¢ 1 25
pi = pw; local density of element i g/cm? 41
I mass attenuation coefficient cm?/g 4
Hiin = Hip effective linear mass attenuation coefficient 1/cm 22
oalop spot size of excitation/detection lens cm 32
T4/Tp transmission of excitation/detection lens 1 32
oy width of probing volume normal to the sample  cm 34
n integral sensitivity 1/cm 34
Nz, y, 2) 3D sensitivity 1/cm? 34
n(x) sensitivity function 1 34
doc/dQ differential polarized Compton cross section cm? 7
dor/dS) differential polarized Rayleigh cross section cm? 7
O5c scattering coefficient cm? /g 46
oF fluorescence production cross section cm?/g 21
0. critical angle of total reflection ° 10

Table 0.1: Table of frequently used symbols



1 Introduction

"X-ray (radiation beam): electromagnetic radiation of extremely short wavelength and
high frequency, with wavelengths ranging from about 10~® to 10~'? metres and corre-
sponding frequencies from about 10'® to 10%° hertz (Hz).” from Encyclopedia Britannica.

The use of X-radiation as a tool for elemental analysis originates from experiments
conducted as early as 1920s, including work by Moseley, Barkla, Bragg and Siegbahn
[BKL106]. X-ray fluorescence spectroscopy (XRF) relies on the principle of attributing
fluorescence generated by the de-excitation of atoms to specific electronic transitions in
the electronic structure of these atoms. As destruction-free method it has gained wide
acceptance in various application fields, like f.e. biology, geology, material science and
archaeometry.

Through the advent of X-ray optics in the last decades of the last century, micro-
analysis was made feasible, allowing lateral micro-investigation leading to elemental dis-
tribution maps with resolutions in the sub-micrometer regime. The use of polycapillary
lenses has triggered increased micro-analysis with X-ray tubes, because with large angles
of acceptance relatively high transmission values are achieved.

In this context the new method of 3D micro X-ray fluorescence spectroscopy (3D
Micro-XRF) was developed in our research group [KMRO03]. This method allows three-
dimensionally resolved analysis employing two polycapillary optics in a confocal arrange-
ment. Within the project 'Quantitative 3D Mikro-Rontgenfluoreszenzspektroskopie’
funded by the German research foundation (DFG KA 925/7-1) the work on my PhD
was conducted.

3D Micro-XRF is performed by a number of research groups worldwide. 3D Micro-
XRF experiments have been carried out at synchrotron radiation sources [JPF04, WLST08,
WMBT06] as well as with X-ray tubes [LWST08, PH06, SHHB06, TN07]. While the
usefulness of this method has already been shown for a number of applications, reliable
quantification procedures are still a topic for further development. Establishing a re-
liable quantification procedure is the precondition to render this spectroscopic method
into a true analytical tool.

With respect to quantification of 3D Micro-XRF in general, three papers have been
published. Smit et al. [SJPLO04] proposed a quantification approach for layered systems,
which has not been validated up to now. Vekemans et al. [VVBAO4] reported a treatment
of three-dimensional data sets by K-means clustering. This group is currently working
on quantification schemes for the investigation of interstellar grains and coma particles
from Comet 81P/Wild2 captured by a NASA sample return mission, as presented at the
EXRS 2008 by Tom Schoonjans. The quantification does not take into account the size
of the probing volume and is based on the analysis of intensity ratios, using reference
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samples to obtain weight percent values and Ka to K3 ratios for depth estimation. The
work has not been published yet. Perez at al. [PSPR09] have recently published first
results using a quantification scheme for polychromatic excitation for thin intermediate
layers using equations developed by our group.

In our group, during the course of the PhD of Wolfgang Malzer [Mal04] a quantifi-
cation concept for 3D Micro-XRF with monochromatic excitation was developed. A
calibration procedure based on an expression for the primary fluorescence intensity for
bulk material was published in [MKO05]. Based on the proposed model for the three-
dimensional sensitivity, in this work a quantification procedure for stratified samples
could be developed, tested and validated [MMST08].

In comparison to XRF or Micro-XRF two main differences arise when using two op-
tics in a confocal arrangement. The local densities of the elements - as opposed to their
concentrations - prove to be the parameters which determine the fluorescence inten-
sity. Additionally, the calibration constant in XRF must be replaced by a position- and
energy-dependent sensitivity function.

The overlap of the foci of the two polycapillary lenses used in the confocal geometry
forms a micro-volume. This probing volume can be expressed by a rotation-symmetric
ellipsoid, with its half axes dependent on the spot sizes of the two optics and the applied
geometry. By substituting the calibration constant from conventional XRF with this
sensitivity function, the fluorescence intensity becomes a function of position and 3D
analysis is made feasible. For samples with homogeneous layers depth profiling, i.e. the
scanning of the sample through the probing volume in the normal direction to the sample
surface, provides information of thickness and elemental composition of the layers.

The quantification is a two-step process. Characterization measurements during the
course of this work have shown, that illumination and divergence effects alter the trans-
mission and spot size functions of polycapillary halflenses considerably [WMM™09].
Thus, in order to characterize the setup a calibration procedure is mandatory, as the
characteristics of polycapillary X-ray lenses are highly dependent on the nature, i.e. di-
vergence, spot size etc, of the transported radiation. Two new parameters, the width
of the probing volume o, and the integral sensitivity 7, are used to describe the prob-
ing volume. The calibration parameters are obtained by the analysis of depth scan
measurements of thick glass reference materials.

The reconstruction of samples relies on the deconvolution of the sensitivity function
(obtained by the calibration) and the sample composition and geometry. Prerequisites
are the density of the individual layers as well as the dark matrix, i.e. the concentrations
of elements outside the detectable range of elements. The detectable range is mainly
dependent on the transmission function of the detection optic. For the optics used in this
work, fluorescence can be measured between 3 keV to 19 keV. Validation measurements
show, that the precision of the method is highly dependent on the sample complexity and
the knowledge of the prerequisites. For simple geometries and few fluorescence elements
uncertainties for the concentrations lie in the range of 10 - 20 %, while they can reach
an order of magnitude for trace elements or elements with fluorescence energies at the
borders of the detectable range. Thickness values generally show uncertainties of < 10 %.
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The quantification process for X-ray tube based 3D Micro-XRF is more complex be-
cause the characteristic parameters are functions of excitation and fluorescence energy.
Due to time restrictions only first ideas for calibration and quantification have been
developed up until now.

The already mentioned necessity of knowing the dark matrix and the density of the
radiation triggered the use of the scattering radiation for analysis. Compton scattering
is directly dependent on the density of the sample and Rayleigh scattering is a function
of density and matrix composition. In this work scattering was successfully used for the
determination of thicknesses of layers without fluorescence elements as well as for the
determination of layer densities. The combination of Micro-XRF with 3D Micro-XRF
as well as the use of a newly developed compact 3D Micro-XRF spectrometer proved to
be valuable additions to the technique for the analysis of real samples.

The work is arranged in four main chapters. In the first chapter the important aspects
of X-ray fluorescence are introduced. Special emphasis is laid in the first section on
scattering of X-rays. The experimental components used in this work are presented in
the second section. The third section deals with X-ray fluorescence spectroscopy (XRF),
including the fluorescence equation and spectral evaluation. The chapter ends with the
introduction of Micro-XRF and 3D Micro-XRF as experimental techniques with details
on the used setups.

In the second chapter the theory of 3D Micro-XRF is presented, starting with a
detailed study of the probing volume. In the second section the fluorescence equation for
thick homogeneous samples is introduced and demonstrated with a simulation example.
Stratified samples are discussed in the third section. The difficulties encountered when
dealing with polychromatic excitation are explained in the last section and first ideas
for a quantification are expressed.

The third chapter deals with calibration and validation measurements. Calibration
phenomena are explained in the first section and the optimal procedures are discussed. In
the second chapter validation measurements [MMS108] are presented. A thick glass ref-
erence sample as well as especially manufactured stratified polymer samples [SMM™(09]
are investigated. The chapter ends with a detailed description of the quantification pos-
sibilities and problems, presenting as a first reconstructed example car paint samples.

In the fourth chapter archacometric application examples are described. A study on
reverse paintings on glass could confirm the assumption of corrosion processes initiated
at the glass/paint interface [KMM™08]. The second example shows the importance of
the use of scattered radiation with the example of highly degraded parchment samples
[HWK™'07]. In the third section measurements on another reverse painting on glass
are presented. Qualitative 3D Micro-XRF measurements conducted with a compact
spectrometer prove to be sufficient for specific art historic questions, while synchrotron
3D Micro-XRF can be used in this case as a proof for the validity of the results.
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X-ray fluorescence (XRF) spectroscopy is an analytical method which relies on the prin-
ciple of excitation of atoms with X-rays and successive de-excitation accompanied by
the emission of characteristic radiation. In its simplest form radiation from an isotropic
source excites atoms in a sample and an energy-dispersive detector collects the charac-
teristic line spectra, thus making non-destructive elemental analysis possible.

The first section of this chapter deals with theoretical considerations on the interaction
of X-rays with matter and the underlying physical mechanisms. The second section
introduces the experimental components with a special emphasis on the devices used
in this work. The third section describes the X-ray fluorescence spectroscopy as an
analytical technique.

With the advent of new X-ray optics, especially polycapillary lenses, micro-analysis
has become feasible. Used for focusing X-rays onto small spots as well as for reducing the
field of view of a detector, X-ray lenses render lateral and in depth resolution possible.
Hence, the last section of this chapter explains the methods of Micro- and 3D Micro-
XRF.

2.1 Interaction of X-rays with matter

An X-ray beam is attenuated when passing through matter. An absorber with thickness
x and density p reduces the incoming photon count Ny to

N(z) = Noexp(—ppz) = No exp(—puin) (2.1)

with p[cm?/g] the mass attenuation coefficient and pu,[1/cm]=pup the linear mass at-
tenuation coefficient. The mass attenuation coefficient can be derived from the atomic
attenuation coefficient u = (Na/A)patom with N4 the Avogadro constant and A the
atomic mass, which can be calculated.

The mass attenuation coefficient p describes the processes which occur during the
interaction of a photon with matter in the X-ray regime. For the X-ray range used in
this work it is the sum of the mass photoelectric absorption coefficient 7 and the coherent
and incoherent mass scattering coefficient o

U =T+ Ocoh + Tincoh (22)

These processes will be explained in detail in the following section.



2.1 Interaction of X-rays with matter

2.1.1 Photoelectric absorption

The process of photoelectric absorption involves the transfer of the photon energy to one
of the core electrons of an atom, resulting in its ejection from the atom. Electrons from
outer shells of the atom fill the generated hole, returning the atom to its non exited state.
The loss in potential energy is either emitted as a fluorescence photon or induces Auger
or Coster-Kronig transitions. The energy of the emitted fluorescence photon corresponds
to the energy difference of the involved shells of the atom. Fluorescence analysis relies
on the principle of attributing fluorescence to specific atoms. The measured discrete
fluorescence lines are broadened through natural line width and detector artifacts, see
section 2.2.2.

L1 L2 L3 M1 M2 M3 M4 M5 N1 N2 N3 N4 N5  04/5

L3 Ll La2 Lal Lp6 Lp2 LB2  Lps
L2 Lv Lp1 L~y1 L~6
L1 L34 LB3 Ly2 LA3

K Ka2 Kal Kp3 Kpl Kps  Kpb Kp2 Kp2 Kpd Kp4

Table 2.1: Nomenclature of X-ray lines. The Siegbahn notation (f.e. Kal) was de-
veloped historically and according to intensity, while the [IUPAC notation
(f.e. K-L3) is based on the shells involved in the fluorescence emission
process.

A nomenclature is necessary for the differentiation of the emitted fluorescence radi-
ation. Table 2.1 shows the two most common notations - the IUPAC as well as the
Siegbahn notation. If the relaxation process involves an electron falling from the M5
shell to the L3 shell, the transition is labeled M5-L3 (IUPAC) or Lal (Siegbahn). In
this work both nomenclatures will be used.

2.1.2 Scattering

Two kinds of scattering may take place when a photon interacts with an atom:

e incoherent or inelastic or Compton scattering; the change of propagation direction
is accompanied with an increasing of wavelength and change of phase

e coherent or elastic or Rayleigh scattering; phase and energy are not affected

In figure 2.1 the Compton and Rayleigh cross section are plotted as functions of
atomic number and photon energy. The probability for Compton scattering increases
with increasing photon energy and decreasing atomic number of the scattering atom.
Rayleigh scattering increases with increasing energy and decreasing atomic number.
The next two sections explain the mechanisms for these characteristics.
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Figure 2.1: Compton and Rayleigh scattering cross sections as a function of energy of
the incoming photon and atomic number of the scattering atom.

Inelastic scattering

Inelastic or Compton scattering occurs when a photon interacts with a free electron at
rest changing its energy and/or phase. This scenario is as a first approximation given
for electrons in the outer shells of atoms and for high energy photons. In such cases the
weak binding of the electrons to the atom may be neglected, because the momentum
transferred to the electron greatly exceeds the momentum of the electron in the bound
state. Considering conservation of energy and momentum the wavelength change of the
scattered photon is

AN =

mec(l —cos(0)) (2.3)
with 0 the scattering angle, h the Planck constant, m. the mass of the electron at rest

and c the speed of light. The change of wavelength is a function of scattering angle and

independent on the energy of the incoming photon as well as the scattering atom.

The shape of the Compton peak in an XRF spectrum has a broader shape than the
fluorescence lines. Due to the relative motions of the electrons involved, a Doppler
broadening can be observed. Additionally, in an XRF experiment the angle € is not
discrete, but a scattering over a small series of angles is measured. The broadening of
the Compton peak can be expressed by [Dum33|

48\ sin(g) (2.4)

with # = v/c for electrons moving in random directions with the velocity v.
In case of polarized monochromatic radiation the probability for Compton scattering
can be described by the differential cross section [VJA195]:
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doc  dogn 2 (KN\?(K K . 9 2
= es0.2) =% (3) (4 - 2O 0R0) S@2)  (25)

with S(g, Z) the incoherent scattering function, ¢ the momentum transfer, do g /d2
the Klein-Nishina differential scattering cross section, . the classical electron radius and

Ko, E
K MeC2

(1 —cos(h)) (2.6)

0 is the scattering angle and ¢ the angle between the electric field vector of the
incoming photon and the scattered photon, see figure 2.2.

AZ

Ko

0

Figure 2.2: Coordinate system for scattering angles

The incoherent scattering function accounts for the phase differences between the
waves scattered by the electrons in the atom and the fact, that not all electrons are
loosely bound to the atom core. It can be calculated in terms of the atomic ground state
wave function. Values lie between S(0, Z) = 0 to S(oc0, Z) = Z and have been tabulated
for Z =1 to Z =100 [HVB*75].

Elastic scattering

Elastic or Rayleigh scattering is a process in which a photon is scattered by a bound
atomic electron changing its direction without energy loss and with a definite phase
relation between the incoming and scattered waves. The electro-magnetic field of the
incident photon accelerates the electrons in an atom which then emits dipole radiation.
The intensity of the radiation is determined by summing the amplitudes of the radiation
coherently scattered by each of the Z electrons [GMO1].

Rayleigh scattering is the dominant process for low energy photons. The differential
polarized Rayleigh cross section can be written as

= ST .2) = 12 (1 s () c0s*(4) F(4. 2) >0
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with F(q,Z) the atomic form factor and dor/dS2 the Thomson differential scattering
cross section. The atomic form factor takes the phase differences between the waves
scattered by the Z electrons in the atom into account. It is maximal for scattering in
the forward direction (no phase change [TC82]) and proportional to Z2. Values can be
obtained by tabulated calculations [HO79].

Scattering of polarized radiation

In this work most theoretical considerations have been done for synchrotron radiation,
which is linear polarized in the plane of the used storage ring. Therefore it is useful to
take a closer look at equations 2.5 and 2.7. Figure 2.3 shows the differential polarized
scattering cross sections for Compton as well as Rayleigh scattering for two energies (E
= 19 keV and E = 8 keV) in a SiOz matrix.
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Figure 2.3: Angle dependency for the differential polarized Compton and Rayleigh cross
sections at EE = 8 keV and E = 19 keV.

For high photon energies Rayleigh scattering is mainly forward directed, confined to
small angles. The lower the energy, the bigger the angular spread. Rayleigh scattering
is as a first approximation independent on the azimuth angle.
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Compton scattering in minimal for § = 90° and 6 = 270° as well as in the ring plane.
Forward scattering is not allowed.

2.1.3 X-ray refraction and total reflection

The macroscopic interaction of X-rays with matter can be described with the complex
refraction index:

i=1-6—iB=1—Kf —iKf (2.8)
with fi = Z and fy & Eu(FE) the atomic scattering factors and

re N

where N is the number of electrons per cubic meter, 7. the classical radius of the
electron and A the radiation wavelength. While 8 describes the absorption of radiation
in a medium, the decrement 0 determines the refractive properties.

X-rays have the special characteristic, that the real part of the complex refraction
index, which is responsible for reflection, is slightly smaller than one, making vacuum
the optically densest medium. It can be written as

r
=1-6=1--°N)\ 2.10
n 5. (2.10)

With N = Z—XA p and X given in Angstrom a good approximation can be found

64 2
5 = 272-107°%pA (2.11)
~ 1.3-107%pA?

as Z/A is approximately 0.5 throughout the whole periodic table [Gui94]. Thus, with
wavelengths between 0.005 A and 124 A (100 eV < E < 250 keV), the difference of

refractive index to one is very small. This explains the low reflection and refraction
capabilities of X-rays in any matter.

It

Figure 2.4: X-ray refraction scheme.



2 X-rays fluorescence spectroscopy

On the other hand, total reflexion phenomena are feasible for grazing incidence angles,
because any solid state material is optically thinner than air. The Snellius equation for
a system as shown in figure 2.4

sin(y)  ne

leads for 5 = 90° and ny; =1 to

02
2

with 6. the critical angle for total reflection. By comparison with equation 2.11 and
with F = he/\ we obtain

sin(y) = cos(f.) = 1 = ng (2.13)

b ~ (20)%~1.6\/pX (2.14)
VP
20—
OB

Q

with F in keV, p in g/cm?® and 6, in mrad. Typical values for a glass sample with p
= 2.5 g/cm? are 1 - 20 mrad. For the Mo-Ka radiation at 17.4 keV the total reflection
angle is 2 mrad, for Mo-L radiation at 2.3 keV it increases to 14 mrad.

2.2 Experimental components

As already mentioned, XRF is based on the excitation of atoms in a target and the
collection of the characteristic fluorescence radiation. Numerous kinds of setups are
imaginable with different sources and detectors. This section deals with these two aspects
of XRF and additionally introduces polycapillary optics which may act as a means for
optimizing setup geometries.

2.2.1 Sources

X-rays are produced mainly with the help of two processes, acceleration of charged par-
ticles (synchrotron and tube bremsstrahlung) and de-excitation of atoms (characteristic
X-rays of tubes). In the following two sections the two X-ray sources used in this work
are briefly described.

X-ray tubes

X-ray tubes rely on the principle of bombarding an anode with high energy electrons in
a vacuum chamber. The electrons are scattered by the anode atoms. While elastic scat-
tering is the dominant process, inelastic scattering can also occur. Inelastic scattering,
i.e. the deceleration of the electrons, induces a continuous bremsstrahlung spectrum.
Additionally the electrons can excite atoms from the anode which successively emit
characteristic radiation.

10
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Figure 2.5: Calculated spectra of a Mo X-ray tube for different acceleration voltages.
Characteristic K- and L-lines and the Bremsstrahlung spectrum can be dis-
tinguished.

In figure 2.5 simulated X-ray spectra are depicted for different acceleration voltages
of an X-ray tube. The spectra are calculated with the Ebel equations [Ebe99] for a Mo-
X-ray tube with a take off angle of 17°, a Be-window of 128 pum thickness and energy
intervals of AE = 0.1 keV.

An accelerated electron emits a photon with an energy which is dependent on the
scattering angle of the electron. Due to the undirected and random scattering the radi-
ation has a broad bandwidth leading to a bremsstrahlung background. The background
increases with increasing energy, reaches a maximum, decreases and has a cut-off en-
ergy depending on the acceleration voltage. The shape of the bremsstrahlung spectrum
depends mainly on the acceleration voltage. The maximum of the spectrum shifts with
increasing acceleration energy and the ratio of characteristic radiation to bremsstrahlung
changes. The minimal emitted wavelength can be calculated with

1.24
E[keV]

Amin[nm| = (2.15)
,while the wavelength of maximal intensity is roughly 1.5 A\pin.

When the impinging electrons have enough energy to produce a vacancy in the inner
shells of an atom, it will successively be filled by an electron from a higher level. The
loss in energy of the de-excitation process can be emitted through a characteristic X-ray.
In figure 2.5 the spectra with an acceleration energy >25 keV show characteristic K- and

11



2 X-rays fluorescence spectroscopy

L-lines, because the K-edge of Mo is at 20.001 keV, while the other two spectra show
only characteristic L-lines. The emission efficiency is a function of the overvoltage Uy
expressed by the ratio of the initial electron energy Fy and the absorption edge energy
Ecgge, having a maximum at Uy ~ 3 — 4 [GMO1].

The total irradiated power P of a X-ray tube can be expressed for an anode material
with the atomic number Z [BKLT06]:

PkW] = CZIU? (2.16)

with I[A] the anode current, U[kV] the acceleration voltage and C' ~ 10 6kV~!] a
constant. The efficiency of an X-ray tube is of the order of 0.1 - 1 %, leading to a high
thermal energy dissipation at the anode.

Synchrotron

The radiation emitted by electrons which are accelerated with a velocity v ~ ¢ in a
circular path is called synchrotron radiation. Due to the relativistic properties of the
electrons, this radiation has a few special characteristics.

1. The bandwidth of synchrotron radiation reaches from the infrared region to hard
X-rays (eV to keV).

2. The irradiated power P of one electron can be expressed by

_ 2¢%¢
- 3R?

with v = E/m.c? and the orbit radius R o< E/B [Jac67]. The brilliance of the ra-
diation, defined by the number of photons in an energy interval of 0.1% bandwidth
emitted into angular intervals df and di at angles € and 1 from an infinitesimal
source area, can reach as high as 10'® photons / s / mm? / mrad® / 0.1 % BW (in
comparison: X-ray tubes have a 107! times lower brilliance).

7' x E’B (2.17)

3. The characteristic wavelength A., which is defined as the median wavelength of the
synchrotron spectrum, is
N = 4R

=55 (2.18)

4. The radiation leaves the ring orbit in a narrow cone with a divergence of ¥ = 2/~
[rad].

5. The polarization of the synchrotron beam is linear in the ring plane, with elliptical
polarization components underneath and above the ring plane.

In a synchrotron facility electrons must be accelerated to very high (relativistic) en-
ergies, typically ranging from a few hundreds of MeV to several GeV. This is done with
the help of different acceleration stages. In the following the synchrotron facility BESSY
II will be described as an example.

12
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At BESSY II electrons are produced in a high vacuum with a hot cathode and accel-
erated with an extraction energy of 100 keV. Then they are fed into a microtron with a
rf-accelerator. The electrons are grouped into bunches with an energy of 50 MeV. These
pulses are accelerated to 1.7 GeV in the synchrotron and then fed into the storage ring.

In the storage ring the electrons are forced onto a quasi-circular orbit with the help
of dipole magnets, with quadrupoles the repulsion between the electrons is compensated
and with sextupoles the ring orbit is corrected, so that a high life time is guaranteed.

In order to adjust radiation characteristics to experimental needs, magnetic insertion
devices are used which introduce no overall deflection in the ring orbit. The critical
photon energy from such devices is dependent on the magnetic field and the particle
energy. Many different geometries and setups are possible. While wavelength shifters
and wigglers are used to shift the characteristic wavelength to smaller values or enhance
the radiation intensity, undulators may be used for optimizing the beam quality by max-
imizing its brightness or for providing specific characteristics like elliptical polarization
[Wie02].

In this work, measurements were performed at two beamlines of BESSY 11, which will
be described in section 2.4.2. Both beamlines have the same superconducting 3-pole
wavelength shifter [BDF101] as source. Only the middle dipole with a maximum field
of 7T acts as the radiation source, while the other two normal conducting magnets with
fields of 1.5 T compensate the beam deflection. The energy range is about 2 keV to 80
keV and the polarization is in the ring plane.

2.2.2 Detectors

The detection of X-rays relies on the interaction of the X-rays with matter. The most
commonly used devices in energy-dispersive XRF are semiconductor detectors. An im-
pinging X-ray produces a high energy electron, which creates a number of electron-hole
pairs npeir = Epp/€, where € is the average energy needed for the pair production. A
charge cloud is generated. The electrons and holes are then extracted by a high voltage
to an anode and a cathode, creating a charge signal. In the following detector electronics,
this signal is shaped and amplified, resulting in a stable voltage pulse. The amplitude
of this pulse is proportional to the energy of the impinging X-ray photon, thus making
energy-dispersive detection feasible.

In its simplest form a semiconductor detector consists of a crystal with a pn-junction.
When the diode is reverse biased, an intrinsic depletion zone is formed without free
charge carriers. This depletion zone acts as the interaction zone of the detector. As
the detected voltage is inversely proportional to the capacity of the junction, modern
semiconductor devices aim at broad depletion zones and small contacts.

The detection efficiency n, defined as the ratio of incoming to detected photons, is the
product of the geometric efficiency 7gecom, the intrinsic efficiency 7; and the photo peak
efficiency npnoto:

11 = Ngeom * i * Tlphoto (2.19)

The geometric efficiency is a factor arising from the fact, that only photons, which are
emitted into the detection angle can be captured. The intrinsic efficiency describes the

13
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probability, that the photon interacts in the area of detection. The photo peak efficiency
characterizes the fraction of the photons interacting in the detector, which deposit their
full energy in the material.

A measured fluorescence line is broadened in a way, that it can be described by a

Gaussian distribution ,
Ny (E—E.)

E) = _ 2.2

G(E) = - %exp( - ) (220)

with o = FIWH M /2.335 the standard deviation, Ny the net peak area and E. the peak
centroid. The standard deviation includes several broadening factors, like the electronic
noise o or the statistical noise ogqr = /F (hv/e), with F' the Fano factor and hv the
energy of the fluorescence line.

N
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Figure 2.6: Response function of a semiconductor X-ray detector [Egg04]

Additional to this broadening detectors introduce artifacts into the spectrum, see
figure 2.6 [Egg04]:

e Escape peak: When the impinging photon interacts with the crystal, a charac-
teristic X-ray photon is produced. If this photon is not reabsorbed and leaves the
detector, the voltage pulse is reduced, thus, leading to the detection of a fluores-
cence photon at hv — Egtom, with Egom the fluorescence line energy of the detector
crystal atoms. For silicon based detectors Eqtom is equal to the Si Ka fluorescence
at 1.74 keV.

e Pile-up peak: If two photons reach the detector in a time which is shorter than
the pulse pair resolution, i.e. in a time in which the detector electronics cannot
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2.2 Experimental components

discriminate between the two events, a peak at the sum of the two photon energies
will be detected.

e Tail: A photon interacting in the detector close to the front contact or the side of
the crystal creates a charge cloud, which may not lie completely inside the detector,
see b) in figure 2.6. Charge carriers can recombine outside the active volume
of the crystal. This incomplete charge collection changes the Gaussian shape of
a fluorescence line to have an asymmetric tail to the low energy side. When
considering a symmetric charge cloud around the first interaction the minimal
energy of the tail-photon is half the energy of the fluorescence line.

e Shelf: The impinging photon can loose energy in two more situations. When the
first interaction occurs in the front contact, high energy photo- or Auger-electrons
can reach the detection zone, see a) in figure 2.6. On the other hand, when the
first interaction is in the detection zone, high energy photo- or Auger-electrons can
leave the detector, thus reducing the detected photon energy.

Two widespread silicon based devices are Li-drifted Si-detectors (Si(Li)) and silicon
drift detectors (SDD).

Si(Li): In order to enhance the intrinsic detections zones, the weakly p-type silicon is
doted with n-type lithium. Intrinsic zones of 10 mm can be achieved with this method,
thus reducing the capacity considerably. A disadvantage is, that the lithium ions are
very mobile, making it mandatory to cool the detector permanently with liquid nitrogen.
Typical energy resolutions are 135 eV at 6 keV.

SDD: Silicon drift detectors have low electronic noise, short shaping times and low
capacitance due to a new geometry, which integrates the pre-amplifying FET onto the
detector chip. The energy-resolution is nowadays comparable to Si(Li) detectors and
considerably high pulse throughput is achieved without detector cooling.

2.2.3 X-ray Optics

The fact that the refractive index for X-rays differs only slightly from one (107°), see
section 2.1.3, makes X-ray focusing with refraction based optics difficult. The small
refraction angle and the consequently high absorption of the radiation due to long paths
in the medium have made such optics feasible only for synchrotron radiation. Optics
based on diffraction are widely used in synchrotron source facilities.

The necessity for large deflection angles has triggered a new branch of X-ray optics
based on the transport of radiation in hollow glass capillaries by total internal reflection.
In this work solely polycapillary lenses have been used and will therefore be discussed
in the following, only .

Polycapillary optics consists of thousands of bundles of hollow glass capillaries with
different curvatures, to ensure a focusing or collecting characteristic. Figure 2.7 shows
two types of polycapillary optics and their use. A full lens collects radiation from a spot
source and focuses it. A halflens can be used for focusing parallel radiation as well as
for collecting radiation from a spot source and parallelizing it.
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Figure 2.7: Polycapillary full and halflens: While full lenses focus radiation from a spot
source onto a spot, halflenses can be used to focus parallel radiation (focusing
mode) or collect radiation from a spot source (collecting mode).

The photon flux distribution of a polycapillary optic in the focal plane (halflens in
focusing direction and full lens) as well as the acceptance area of a polycapillary full
lens and a halflens used in collecting direction can be described by a Gaussian intensity
distribution [WMM™09]. Polycapillary optics are characterized via two parameters, the
spot size ¢ in the focal plane and the gain factor G.

The gain factor G is the measure for the enhancement of flux by a polycapillary
compared to the use of a collimator. It is defined as the ratio of the photon flux in the
middle of the focal spot with a polycapillary to the photon flux without polycapillary,
the middle being defined by a pinhole. The gain is therefore dependent on the size of
the used pinhole and the distance between lens and focus.

The spot size o is the diameter of the focal or acceptance spot, where the Gaussian
intensity distribution has reached the 1/e-value of the maximal value. The spot size can
be converted to the full width half maximum (FWHM) with the following relation

FWHM = 2,/2In(2)0 (2.21)

Depending on the geometry of the lens, the spot size does not change considerably in
the region of focal width, see figure 2.7. For the used polycapillary lenses in this work
the focal width is in the order of 200 um.
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The gain as well as the spot size of a polycapillary lens are energy-dependent values
due to the energy-dependence of the angle of total reflection. The relation between spot
size o, gain factor G and transmission 71" can be described by

T « o°G (2.22)

The transmission is in this case defined as the fraction of the radiation which falls onto
the entrance of the optic in respect to the radiation which is transported to the focus.
The transmission comprises position-dependent information as it is proportional to the
energy-dependent spot size.

Theoretical considerations

Polycapillary optics consist of thousands of bundles of hollow glass tubes with varying
curvature. While the mechanisms of straight monocapillaries can be calculated, the
simulation of polycapillary lenses is demanding due to energy- and position-dependent
factors. Monte-Carlo methods have been successfully applied [HDCCO07], but they can
only be valid for ideal lenses and ideal setup alignments. In this section a few simple
considerations will be discussed. For both the spot size as well as for the transmission
of a polycapillary lens phenomenological fitting functions will be introduced.

Transmission

The transmission of a polycapillary lens has a maximum and decreases to both lower
and higher energies. The decrease toward higher energies can be explained by the lower
acceptance due to the decrease of the total reflection angle. Additionally, the different
curvatures of the capillaries in the lens affect the transmission (shading effect). The
reflectivity decreases to lower energies, which explains the decrease of the transmission
to the low energy side.

Shading effect

The capillaries of polycapillary optics have position-dependent curvatures R. Outer
capillaries are bent stronger than capillaries close to the middle of the lens. The radiation
capture of a bent capillary is smaller than that of a straight capillary due to a shading
effect, see figure 2.8.

0<0,

..

Figure 2.8: The radiation capture of a bent capillary than that of a straight capillary
due to a shading effect.
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The degree of capture can be expressed by

1>m, = —c¢ 2.2
> % = 5, (2.23)

, with d the diameter of the capillary and 6. the critical angle for total reflection. Thus,
the maximal transmission is reduced, the bigger the curvature of the capillary.

Multiple reflections on a curved surface

When a photon falls upon a surface it can be reflected in an angle 6 < 6., only. By
means of multiple reflexions on curved surfaces bending angles ® >> 6. can be achieved.
The multiple reflection index is defined as

Ry =~ exp(—®p5~%?) (2.24)

With § oc E~2 (see equation 2.11) and 8 oc E~1u(E), the reflectivity follows the rule

Ry o exp(—®FE*u(E)) (2.25)

In the energy range where the mass attenuation coefficient p is dominated by the pho-
toelectric absorption coefficient 7, that means especially between absorption edges, the
reflectivity increases (due to the relation 7(FE) o 1/E3, see equation 2.30). For higher
energies, the E?-term in relation 2.25 dominates and the reflectivity decreases.

Maximal spot size

The spot size for an ideal straight monocapillary lens with an diameter d and a focal
distance fo can be expressed by [BKL106]

o~ d+ 20.f (2.26)

neglecting absorption, illumination and divergence effects. Although polycapillaries
consist of thousands of bundles of monocapillaries, utilizing equation 2.26 for quick
calculation yields spot sizes in the right order of magnitude.

In order to find a description of the spot size as a function of transported radiation
energy, equations 2.26 and 2.14 can be used, leading to a function
o1

E) =
(T() 00+E

(2.27)
with o9 and o7 free parameters.

The enhanced absorption in the relatively longer photon paths in the outer capillaries
in respect to the straight middle capillaries leads to a decrease of the spot size toward
low energies. This effect is more pronounced for full lenses or half lenses with extremely
bent outer capillaries. In this case equation 2.27 cannot be used, but a peak function
must be found for the description.
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Characterization

In 3D Micro-XRF a polycapillary halflens is placed in collection mode in front of a
detector. The intensity distribution which is collected by this lens is an important
factor for quantification. This so-called acceptance distribution describes the area from
which the lens collects radiation. For quantification it is assumed that the acceptance
distribution is a two-dimensional Gaussian function [MKO05], see section 3.1.

While polycapillary lenses have been characterized in the focusing direction extensively
[GP03, GJSX99, BEBT08], only the divergence at the output of the optics has been
characterized for the collecting direction. Ray-tracing simulations have been performed
to understand radiation transport [HDCCO07, CCV194], but not in order to characterize
the acceptance area.

In the course of the work characterization measurements have been performed, which
are described in detail in [Wol09]. The aim was to prove the assumption, that the accep-
tance area of a polycapillary halflens can be described by a Gaussian intensity distribu-
tion. A polycapillary halflens was investigated in focusing direction (knife-edge scans)
and in collecting direction (electron and proton beam as point-like sources). Electron
measurements were performed with a scanning electron microscope of the Zentralein-
richtung Elektronenmikroskopie der Technischen Universitét Berlin (ZELMI) in Berlin,
Germany. The lens was additionally characterized with a proton beam at the JoZef
Stefan Institute in Ljubljana, Slovenia.

The investigation in the collecting direction proved for the first time, that the accep-
tance area of a polycapillary can be described by a Gaussian intensity distribution. An-
other important result of these measurements is, as described extensively in [WMM™09],
that the use of the optic alters spot size and transmission.

Figure 2.9 shows the results for spot size and transmission of the lens. The spot size of
the investigated lens is a monotonically decreasing function of energy. In the left graph
of figure 2.9 the certified values given by the manufacturer, the experimental results
and a calculation using equation 2.26 are displayed. The divergence of the transported
radiation in collecting mode is energy-dependent, while it is determined by the divergence
of the synchrotron beam and, thus, constant for the focusing mode measurements. The
result is, that the spot size of the investigated lens is smaller for the focusing direction
because of the divergence difference (mySpot beamline < 1 mrad : total angle of reflection
0.(20 keV) =~ 1.6 mrad).

The transmission of the polycapillary halflens measured in collecting and focusing
direction as well as the certified values are displayed in the right graph of figure 2.9. Due
to the fact, that the lens was not fully illuminated during the synchrotron measurements
(beam size 300 um - D;, = 2.1 mm), the transmission function differs in the higher
energy region.

As an additional result of these measurements a description for the transmission func-
tions of polycapillary halflenses was found. The transmission can be described by a peak
function of the form

T =Ty + Thexp(—exp(—2(F)) — 2(E) + 1) (2.28)
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Figure 2.9: Characterization measurements of a polycapillary halflens in collecting di-
rection (electron and proton beam) and focusing direction (synchrotron ra-
diation).

with z(FE) = (E — E.)/T> and Ty, Ty, T and E, free parameters. The use of this
so-called extreme function cannot be motivated in a physical context, but it has proved
to be a function, which describes the experimental results very well.

The described characterization measurements show, that illumination and divergence
effects may lead to extremely different characteristics of polycapillary X-ray optics. And
this fact necessitates calibration procedures, as an absolute characterization of polycap-
illary lenses is not possible.

2.3 X-ray Fluorescence Spectroscopy

In the first section of this chapter the interactions of X-rays with matter have been
described. Fluorescence can be induced in a target when bombarded with X-rays. The
use of this characteristic fluorescence radiation for element specific analysis is called
X-ray fluorescence spectroscopy (XRF).

2.3.1 Fluorescence production

The probability of the emission of a characteristic X-ray line can be described by the
fluorescence production cross section op. It is defined as the product of total
photoelectric absorption cross section or mass photoelectric absorption coefficient T,
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jump factor j, fluorescence yield w and the transition probability g:
oF = Tjwyg (2.29)

The mass photoelectric absorption coefficient is composed of the absorption
coefficients of all the shells of an atom 7 = 7 + 701 + 7.2 + 7.3 + Tar1 + .... Derived
from the Bragg-Pierce law [TC82] one finds the expression

T=CZ°)\ x % (2.30)
where 2.2 < a < 3.0 and 2.5 < § < 3.5 and C is a constant. Equation 2.30 is only valid
in certain wavelength intervals, namely for wavelengths between absorption edges. In
practice tabulated experimental values are used.

At the absorption edges 7 has a discontinuity. This so-called jump is described by the
jump ratio, the ratio of the mass attenuation coefficient at the higher and lower energy
sides of the edge. For example the jump ratio Sk at the K edge is

T TK + Tl + Tr2 +7L3 + Tvmn + -
Sk = = (2.31)
T —TK 71+ 72+ 703+ v + -

The jump factor j is then defined as the fraction of the total absorption that is
associated with a given level for a given interval of wavelengths, f.e. for the K edge:

Sk —1
TK = [;K T = jKT (232)

The fluorescence yield is the probability that a fluorescence photon will be emitted
by the atom. The competing process is the Auger decay. The energy obtained by the
de-excitation of the atom is transferred to an electron, with the help of an non-radiative
transition, resulting in the ejection of this electron. In case of a transition to a K shell
of the atom the definition of the fluorescence yield is

Ik

(2.33)
nK

WK =

where I is the total number of X-rays emitted from the sample and ngx the number
of primary K shell vacancies. Auger probability payger and fluorescence yield must equal
to one, w + payger = 1. The fluorescence yield increases with the atomic number Z and
is highest for the K shell.

The transition probability g;; is the probability that a vacancy in the shell ¢ is
filled by a transition from a certain shell j, with >:;¢g;; = 1. It is ruled by quantum
mechanics and is mainly responsible for the emission line intensities. For K lines it varies
only slightly with atomic number.

For the further considerations in this work it is useful to introduce the effective
linear mass attenuation coefficient [i;;,[1/cm] as the product of the effective mass
absorption coefficient ji; and the density p of a sample:

21



2 X-rays fluorescence spectroscopy

_ _ o, Fi,j
Hiing = pi*p = E ( + ) wj | p (2.34)
elements j COS(GA) COS(QD)

_ Ho,j Hi,j A
N 2 (COS(QJA) + COS(GD)) Fi (2:35)

elements j

which takes the geometry of the experiment into account, with 64 and 6p the angle
between sample normal and excitation or detection axis, respectively. Absorption of
the excitation radiation ®q by an element j is described by p ; and absorption of the
fluorescence radiation of the element i by the element j by p; ;. The local density p; of
the element i in the sample is the product of its weight percent value w; and the density
p of the sample:

pi = pw; (2.36)

2.3.2 Fluorescence intensity

The relationship between elemental concentration and fluorescence intensities can be
calculated using the Sherman equations [Sheb5]. With the assumption that the excitation
radiation is monochromatic, parallel and the sample with the thickness D is flat and
homogeneous we can describe the primary intensity of a fluorescence line of the element
i as follows:

D
¢, = (I)OKeaF,iPi/O exp(—fliin,;r)dw (2.37)

with € the detection efficiency of the detector, ®y the excitation intensity, p; the mass
density of the element ¢ and K a calibration constant. This constant describes the
influence of the geometric parameters of the setup and is as a first approximation not a
function of energy. The integral contains the self-absorption of radiation in the sample.

For every fluorescence line ¢ one equation in the form of 2.37 is obtained, resulting in
a system of equations, which are coupled through the linear effective mass attenuation
coefficient. This system must be solved in respect to the local density of the contained
elements.

An inherent limitation of XRF is the range of detectable elements. This range is
dependent on the experimental setup (synchrotron radiation, vacuum chamber, X-ray
optics aso.), especially complicating the measurement of light elements. The elements
which cannot be measured constitute the ’dark matrix’, which might in some cases be
close to 100 % of the sample.

2.3.3 Spectral evaluation

Figure 2.10 shows a typical fluorescence spectrum. In this case a glass reference material
(Breitlinder D3) has been investigated. Peak overlapping and detector artifacts can be
distinguished.
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In order to be able to use equation 2.37 for the determination of elemental composition
the fluorescence intensity must be extracted from the spectrum. In XRF it is common
to use the net areas of peaks as a measure for the fluorescence intensity. The spectral
evaluation which leads to the net peak areas will be shown in the following with the help
of the example of the spectrum in figure 2.10.
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Figure 2.10: Fluorescence spectrum of the glass reference standard D3 (Breitlander)

In table 2.2 the visible elements of the sample are listed, with their certified weight
percent values as well as their Ko and Lo fluorescence energies. A spectral deconvolution
is mandatory for XRF spectra, especially when dealing with so many visible elements
with evident peak-overlapping.

K Ca A\ Fe Zn Ga Ge As Sr 7r

Exa 3.313  3.69 1.95 6.4 8.64 9.25  9.89 10.54 14.16 15.77
Era - - - 0.85 1.01 1.10 1.19 1.28 1.81 2.04
weight-%  0.075  10.3 0.48 0.41 2.97 0.34 028 141 0.11 0.25

Sb La Ce W Pb Bi

Exa 26.36  33.44 34.72 59.32 7497 77.11
Era 3.6 1.65 1.84 8.40 10.55  10.84
weight-%  1.54 0.75 0.72 0.25 1.58 0.16

Table 2.2: Glass reference standard D3, weight percent values and fluorescence energies.
The visible energies are marked in gray.
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2 X-rays fluorescence spectroscopy

As a first step the measured spectra need to be calibrated according to the used
detector. Two parameters are used for the conversion of detector channel to energy.
Two more parameters, namely the electronic noise and the Fano factor, are used, in
order to describe the energy-dependent width of the fluorescence peaks. A non-linear
least square algorithm computes these values according to given fluorescence peaks. Two
fluorescence lines at the far ends of the spectrum - f.e. Ca Ka and Zr Ka fluorescence
peaks in figure 2.10 - are efficient for the calculation, decreasing the computation time
considerably in comparison to a calibration with many elements.

As a next step the background is stripped, with an adjustable number of strip cycles
and channels to use for the strip width w. Stripping is an iterative procedure. At
each iteration, if the contents of channel i, y(i), is above the average of the contents of
the channels at w channels of distance, y(i — w) and y(i + w), y(i) is replaced by the
average. At the end of the process fast changing features in the spectrum, i.e. peaks,
are 'stripped’, while slowly changing features (background) have been approximated.

After defining a region of interest (ROI), all elements can then be fitted with the help
of a linear least square algorithm. Line intensity rations derived from the Elam database
are used in order to deconvolute overlapping peaks and pile-up and escape corrections
are calculated for each element.

In this work a special emphasis is laid on the scattering of radiation. The fitting of the
scattered peak net areas is not commonly discussed in literature. While the Rayleigh
peak can be treated with a Gaussian function equal to those used for the fluorescence
peaks, the Compton peak is broadened, see section 2.1.2. Additionally, peak overlapping
is possible in the Compton peak energy range, which complicates the analysis further.

In [GLEO3] the authors propose a model for the description of the Compton peak based
on Monte Carlo simulations. Due to the complexity of the proposed model a different
procedure was used in this work. Figure 2.11 shows as an example of the scattered
radiation energy range of the spectrum in figure 2.10. Two peaks are overlapped with
the Compton peak. The Rayleigh peak (green line) is subtracted from the measured
data (black line). In the area of the line overlap, the strip background is used instead of
the measured data. Then the sum of the intensity of the red line in figure 2.11 amounts
to the Compton net peak area.

2.4 Micro-XRF and 3D Micro-XRF

Micro-analysis has been performed with X-ray optics at synchrotron since the 1960’s.
The advent of polycapillary optics, described in section 2.2.3, in recent years has made
micro-analysis feasible for the use with X-ray tubes, also. Micro X-ray fluorescence
spectroscopy (Micro-XRF) makes lateral micro imaging possible [KVJ00], [DJST08] due
to lateral focusing of the excitation radiation to spot sizes of less than 100 um. Depth
resolution can additionally be achieved, when utilizing a second polycapillary lens in the
detection channel.

The next two sections introduce these two techniques with a special emphasis on
3D Micro-XRF. In both sections the experimental setups used in this work and some
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Figure 2.11: Fitting of the scatter peaks with line overlap.

theoretical considerations are presented.

2.4.1 Micro-XRF

The principle of Micro-XRF is the use of one X-ray optic for the formation of a micro-
spot on the surface of a sample. The radiation from a tube is focused by a polycapillary
full lens onto such a spot. The fluorescence from the sample is collected with an energy-
dispersive detector. The small spot size ensures lateral resolution, thus making surface
maps possible. Depth resolution however is not easily accomplished. Detected radia-
tion originates as a general rule from different depths in the sample, thus complicating
quantification for layered structures.

Similar to equation 2.37 a system of equations can be established for the evaluation
of the relationship between fluorescence intensity and elemental concentration. The
problem of non-parallel radiation can be neglected [MKO03], but the polychromatic exci-
tation ®o(E) and the energy-dependent transmission T'(E) of the polycapillary full lens
complicate the analytical context:

Emaz D
b = Ko [ O(BTE)orE) [ cop(—fuini(E) 2)dedE (2.38)

Eedge
Emaz o
- Ku [ " ;j(g) (1 — exp(—i(E)Q)) dE

with @[mass/area] and w; the weight percent of the element i. The excitation spec-
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2 X-rays fluorescence spectroscopy

trum must be multiplied with the transmission function of the used lens. While all
the other components of equation 2.38 can be calculated or measured, the actual trans-
mission function is difficult to determine absolutely, see section 2.2.3. In this work the
quantification of the Micro-XRF data has been done with the help of a newly developed
calibration procedure [Wol09].

X-ray tube
SDD

detector

polycapillary

lens

detection

excitatign
¥ 50°

Figure 2.12: Micro-XRF sketch: the geometry refers to the used MicroTax spectrometer.

In this work X-ray tube Micro-XRF measurements have been used which were per-
formed by Timo Wolff of the BAM for the validation and support of the 3D Micro-
XRF analysis. For the measurements a commercially available spectrometer was utilized
[BRBT01] with a 30 W Molybdenum tube, see figure 2.12. A polycapillary full lens in
the excitation channel focuses the radiation onto a spot of about 70 um on the sample.
Fluorescence radiation is collected by a SDD with an energy resolution of 170 eV (Mn
Ka) at 50 keps. The head of the spectrometer can be flushed with Helium in order
to enhance the sensitivity for lighter elements. The system has a camera for sample
positioning and can be transported on site.

2.4.2 3D Micro-XRF

The use of two polycapillary lenses in a confocal geometry makes three-dimensional
analysis possible. Figure 2.13 shows the schematic diagram of a 3D Micro-XRF setup.

Radiation from an X-ray tube or synchrotron radiation is focused by a polycapillary
full or halflens onto a sample. The resulting characteristic fluorescence radiation is
transported with a second polycapillary halflens to an energy-dispersive detector. The
overlap of the foci of the two optics forms a probing volume from which information is
derived. Due to the finite size of this probing volume information can be obtained three-
dimensionally by moving the micro-volume through the sample. Absorption of exciting
and fluorescence radiation limits the possible information depth and the extension of the
probing volume affects the shape of the profiles.
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2.4 Micro-XRF and 3D Micro-XRF

X-ray tube/ energy-
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sample

Figure 2.13: 3D Micro-XRF sketch; two polycapillary helflenses ensure three-dimensional
resolution.

While 3D Micro-XRF can be used to obtain full 2D or 3D maps [KMP107], the
collection of depth profiles has proved to be a suitable measurement strategy for a
number of analytical questions, see chapter 5. Depth profiles are the net peak intensities
of fluorescence peaks as a function of depth. In practice that means, that a sample is
moved through the probing volume in the z-direction of figure 2.13. After a movement
of 5 to 10 um a spectrum is collected. After a number n of steps, n spectra as a function
of the position in relation to the sample surface are obtained. As an example of depth
profiling the measurement of the glass reference standard of section 2.3.3 is shown in the
left panel of figure 2.14. Each spectrum has to be analyzed individually in order to obtain
the net peak intensities of the fluorescence and the scattered peaks. By plotting these
net peak areas as a function of position, depth profiles for each fluorescence elements are
produced. The right panel of figure 2.14 shows the depth profiles of a few pronounced
peaks and the scatter peaks of the spectra. The goal of quantitative 3D Micro-XRF
as presented in this work is the analysis of these depth profiles and the subsequent
reconstruction of elemental composition of the investigated sample.

Sychrotron setup

In the course of this work 3D Micro-XRF with synchrotron radiation was performed at
the Berlin synchrotron BESSY. In the beginning of this work a setup at the BAMline
could be used. For later measurements the new mySpot beamline which was especially
developed for micro-analysis measurements was available. Both beamlines have the same
wavelength shifter as source, see section 2.2.1.
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Figure 2.14: left: While moving the sample into the probing volume with step widths of
5 um, at each position a spectrum is collected. right: Depth profiles of the
main elements and the scattered peaks of reference sample D3.
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Figure 2.15: Optical layout of the mySpot beamline [ESF*04]
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2.4 Micro-XRF and 3D Micro-XRF

As an example for a beamline setup, the optical layout of the mySpot beamline is
depicted in figure 2.15. The radiation from the wavelength shifter is collimated by the
toroidal mirror, M1 (cylinder with bender) vertically. Either a double crystal (DCM)
or a double multilayer (DMM) monochromator is located at a distance of 28.5 m from
the source. The monochromatic beam is vertically focused by the bimorph mirror M2.
At the focus of the beamline the beam has a spot size of 300 pm [ESF104], exit flux on
10 ph/s (DCM) to 10'3 ph/s (DMM) with energy resolution of 1 - 3 eV (DCM).

At the BAMline the 3D Micro-XRF setup was realized with two polycapillary halflenses
and a Si(Li) detector. The detector was positioned in a 90° angle to the excitation axis in
the ring plane. The angle between sample normal and excitation axis was 45°. The first
lens was aligned using a three translation axes and two rotation axes, while the second
lens was mounted on the detector snout. The sample could be moved in three dimen-
sions with step motors with a precision of < 1um. The position of the probing volume
on the sample was optically controlled along the focal distance by an optical long focal
distance microscope with a resolution of about 3 um. The flux of the monochromatic
radiation falling onto the first X-ray optic was measured by an ionization chamber. The
typical excitation energy was 19 keV and for depth profiling the sample was moved in
the direction of the sample normal (z-axis in figure 2.13).

halflensgs

Figure 2.16: 3D Micro-XRF setup at the mySpot beamline: The detection lens is
mounted in front of the north element of a 7 element Si(Li) detector.

The major improvement of the setup at the mySpot beamline is the presence of a 7
element Si(Li) detector, see figure 2.16, which makes simultaneous Micro-XRF and 3D
Micro-XRF measurements possible. Only in front of one of the seven detection elements
a polycapillary halflens is mounted, so that up to four other channels can be used for
angle-dependent Micro-XRF. In order to be able to use scattered radiation for analysis
the north element of the detector was chosen for the 3D setup.
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2 X-rays fluorescence spectroscopy

Laboratory setup

In the course of this work two laboratory setups were used, a flexible configuration and
a compact spectrometer. The main experimental difference to 3D Micro-XRF setups at
a synchrotron is, that a polycapillary full lens must be used in the excitation channel
due to the fact, that radiation from a spot source is focused onto a spot on the sample.

Vl polycapillarJ

Jenses

Figure 2.17: Top view of the flexible 3D Micro-XRF setup at the laboratory of the TU
Berlin, a Mo X-ray tube, two polycapillary optics and a Si(Li) detector are
used.

The flexible setup is realized with a 30 W Mo X-ray tube with an anode spot of about
100 pm, see figure 2.17. In the excitation channel a polycapillary minilens with a spot
size of 65 um at 16 - 19 keV is used. As detection optic different polycapillary halflenses
can be used, with spot sizes of about 30 pm at 5 - 10 keV and different gain factors.
While the first lens can be moved with a goniometer in three translation directions and
two rotation axes, the second lens is directly mounted on the snout of a Si(Li) detector.
The detector can be moved manually in three directions. A SDD or a pin diode are
available for the monitoring of the alignment. Two lasers ensure a correct positioning of
the sample, which can be moved in three directions with a motor precision of less than
0.5 pm. The setup is situated inside a 2140 mm x 740 mm x 1100 mm Pb-coated box
with interlock doors in order to ensure flexibility and safety.

The specialty of the compact spectrometer is the measuring head, where both
polycapillary lenses (spot sizes of about 20 um at 20 keV) are firmly inserted to prevent
misalignment, see figure 2.18. A 30 W Mo X-ray tube with an anode spot of about 50
um and a SDD with a resolution of <145 eV at 150 kps at Mn Ka are also attached to
the head. A microscope with camera allows the monitoring of the sample surface and
position.

The compact spectrometer is more sensitive and has a better depth resolution. The

30



2.4 Micro-XRF and 3D Micro-XRF

Figure 2.18: Compact 3D Micro-XRF spectrometer at the laboratory of the TU Berlin,
a Mo X-ray tube, two polycapillary optics and a SDD are used.

flexible setup, though, can be used, when experimenting with different geometries, optics
or X-ray tubes.
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3 Theory of 3D Micro X-ray Fluorescence
Analysis

In chapter 2.4.2 the principle of 3D Micro-XRF has been introduced. To understand the
theory of this method a closer look must be taken at the X-ray optics and the overlap
of their foci which forms the probing volume. The shape and sensitivity of this probing
volume will be discussed in detail in the first section.

The second section deals with the quantification theory for homogeneous samples.
Characteristic energy effects of 3D Micro-XRF are discussed with the help of a simula-
tion example. A calibration procedure is introduced. The third section introduces the
quantification scheme for stratified samples.

While the first three sections deal with monochromatic excitation, the fourth section
gives insights into the difficulties of polychromatic excitation and explains first ideas for
a quantification strategy.

3.1 Sensitivity

The intensity distribution of transported radiation in the focal plane of a polycapillary
halflens can be described by a Gaussian distribution, see chapter 2.2.3. The width of
the Gaussian distribution in the focal area does not change significantly within a length
of about 200 um. Therefore two-dimensional Gaussian functions can be used as a first
approximation in the area of the overlap for the description in 3D Micro-XRF. Two
such two-dimensional Gaussian distributions form the probing volume. The shape and
sensitivity of this probing volume is determined by the properties of the two lenses -
FWHM and transmission - as well as the geometry of the setup.

Let y4 be the excitation axis and yp the detection axis. Then we can use following
two expressions for the intensity distributions of excitation and detection lens:

_M)
2
20’A

nA exp( (3.1)

= 2

2w
with z4 the vertical axis, T4 the global transmission and o 4 the spot size of the excitation
lens and

QTp

o= - exp(

_Th+2p
2
20D

) (3-2)

with zp the vertical axis, €2 the solid angle of acceptance, Tp the transmission and op
the spot size of the detection lens.
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3.1 Sensitivity

The difference of the first factor in 3.1 and 3.2 can be explained by the different angle
of acceptance. In case of the excitation lens parallel radiation is transported onto an
energy-dependent focal spot. The detection lens on the other hand collects radiation
from an isotropic radiation source, which is ideally a point source. This difference leads
to the fact that the units of 74[1/cm?] and np[1] are different, see [Mal04].

The overlap of the two foci is mathematically described by the product of 74 and
np. Depending on the relation of the two coordinate systems (excitation and detection
system) to each other, different cases can be distinguished, which will be discussed in
the following sections.

10 ym

v Lo

detection excitation

Figure 3.1: Optimal setup configuration with an angle of § = 90° between excitation
and detection axis and an angle ¥ = 45° between excitation axis and sample
surface.

3.1.1 Optimal case

The optimal case is, when excitation and detection axis are perpendicular toward each
other, see figure 3.1, and there is no vertical displacement, i.e. z4 = zp = z. Then the
product of both intensity distributions can easily be calculated:

ﬁ(xayuz) = TNANDE
QT Tpe (_O'zDCC% + o2 + (0% + 0124)22) (3.3)
N 8m20? 20%4 0%, '

The 3D sensitivity 7 is the product of both intensity distributions multiplied with
the detector efficiency e. It determines the sensitivity of the setup for the detection of
specific fluorescence lines. The shape of the 3D sensitivity is that of a three dimensional
ellipsoid, where the FWHM in the different axes are determined by the FWHM of the
optics.

In order to describe the interaction of this sensitivity with a sample as depicted in
figure 3.1 a common coordinate system must be used. The coordinate system of the
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3 Theory of 3D Micro X-ray Fluorescence Analysis

sample is a reasonable choice when dealing with stratified samples, as the sample can
then be moved along the axes of the system. The sample is positioned in the x-z-plane
at y = 0, with ¥ the angle between excitation beam axis and sample normal. Following
coordinate transformation can be used:

xa = xsin(¥)+ ycos(P) (3.4)
xp = :Ecos(\If) —ysin ¥ (3.5)
24 = zZp = %

As it describes the rotation around the z-axis, the Jacobian is equal to one. This leads
to:

QT 4Tpe

ﬁ<x7y7'z) = (3.6)

2.2
8meo4y

2 2
20907

exp <_ (02 (x cos(¥) — ysin ¥)2 + o2 (2 sin(¥) + ycos(¥))? + (02, + 0124)22)>

The integration over the sample surface leads then to a new term, the sensitivity
function 7, which is only dependent on the position of the probing volume in respect
to the sample surface:

i = [ [ iy )

OTATpe 0'2D exp <_1 Y2
AT (0} + 02)(cos? (W) + sin®(¥)oP)

B N (st
V2moy, 205

with the width of the probing volume o,

oy = \/0123 sin?(¥) + o2 cos?(¥) (3.9)
and the integral sensitivity n

QT 4Tpe o2

n = W (3.10)

D
2 2
oy +top

This sensitivity function substitutes the calibration constant in XRF analysis. It is
a function of the place of measurement as with the overlap of the foci a volume is
formed which can be moved three-dimensionally. The sensitivity function is a Gaussian
distribution with two new parameters, the width of the probing volume o, and the
integral sensitivity 7. These two parameters characterize the probing volume and, thus,
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3.1 Sensitivity

with the knowledge of the excitation radiation (intensity Iy and energy Ej) the setup
completely.

The width o, describes the size of the probing volume in the direction normal to the
sample. With

doy, o4 cos2(V)
doa \/JQD sin?(¥) + o2 cos?(¥)

>0 (3.11)

doy opsin?(P)

dop \/02D sin? (V) + 02 cos?(¥)

>0 (3.12)

it is clear, that o, is a monotonically increasing function of both arguments. That means,
that due to the decrease of spot size of a polycapillary lens with increasing transported
energy, the width of the probing volume decreases for higher excitation energies as well
as for higher fluorescence energies, also.

The integral sensitivity 7 is defined as

n= /OO 7(z)dx (3.13)

—00

and determines the maximal sensitivity of the setup for a certain fluorescence energy.
This parameter is not only affected by the energy-dependence of the spot sizes of the
two optics, but also it is dependent on both transmission functions. Both parameters
will be discussed in section 3.2.3.

For clarification purposes some calculations will be presented here and in the following
sections. According to the optics used at the mySpot beamline following values were
used: 04 =10 pm and op =7 um; Qe =1 and T4 = Tp = 0.2, with 20 % as a mean
transmission. With these values we derive for the optimal alignment o, = 8.63 um and
n=32-10"2um.

3.1.2 Displacement

This section describes the problem of a non-optimal alignment. Especially of interest
is the question whether the sensitivity function can always be described by a Gaussian
distribution. As the excitation and detection tube are rotation-symmetric only a limited
number of cases can occur which deviate from the optimal case.

With the assumption, that o4 and op do not change significantly in the focal width
area, a small misalignment of the second lens up or down the excitation axis or up or
down the detection axis will not affect the probing volume. A big misalignment in the
case of our example must be a displacements of more than 200 pm. This is not likely for
a fully automated setup with translation step widths of a few um. A misplacement of
the second lens in the z-direction, see figure 3.1, as well as a change in the 90°-geometry
will be discussed in the following paragraphs.
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3 Theory of 3D Micro X-ray Fluorescence Analysis

Vertical displacement

If the foci of the two optics do not ideally overlap and there is a vertical displacement,
equation 3.3 must be written as:

0w, y,2) = nanpe
OT\Tpe 0224 + o4x% + 0422 + ok (2 + k)?
= el AL ) (3.14)
TR 20407

with k the vertical displacement. The vertical displacement has been introduced into the
formalisms describing the first lens, which is equivalent to the negative displacement of
the second lens, thus, with no restriction for &, all possible cases of vertical misalignment
are covered. Integration of equation 3.14 leads then to

2
i(y) = \/277—;0 exp (—2%‘2> (3.15)
Yy Y

with

1 k(0% + 0% + cos (2V) - (0% — U%))) (3.16)

o =P ( 4 (5in2(0)02, + cos?(V)o%) (05 + 03)

Note, that the difference between 3.7 and 3.15 is the term for the integrated sensitivity,
which must be modified depending on the misalignment, i.e. as a function of k. As will
be discussed in section 3.2.3 the integrated sensitivity is a parameter which will be
measured with the help of a calibration and therefore a vertical displacement changes
only the measured intensity without introducing errors in our theoretical considerations.

The modification factor is a Gaussian function in k. Its values lie between 0 and 1. For
small k the displacement is negligible. With the used values of the polycapillary lenses
its sigma is 12.2 um, which means, that if the displacement is in the order of magnitude
of o4 and op, the absolute value for the sensitivity function decreases to 1/e of the value
without displacement. In the calculation example, with a misalignment of £ = 10 um,
the new values for the characteristic parameters are o, = 8.63 um and n = 2.3- 10~ 2pm.

Angular displacement

If the angle 6 between excitation and detection axis is not equal to 90°, the shape of the
probing volume changes. Equation 3.3 must be modified according to a rotation around
the z-axis:

OTsTpe

H(z,y,2) = W (3.17)

o042 + 0% (zpcost — ypsinh)? + (04 + 0%)2?
P 202 07
AY' D

In this case the excitation axis has been rotated in respect to the sample. Similar to the
argumentation for the vertical displacement, without restriction for 6 all possible cases
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are covered with equation 3.17. Integration over the sample surface leads then to

Na y?
ily) = ——%  exp -2 3.18
i(y) oy P ( 205@) (3.18)

were both characteristic parameters are modified compared to the optimal case. The
integral sensitivity can be written as

Ne = mnsinf (3.19)

and the width of the probing volume is

1
— in2(v 4+ 0)o2 in2(v)o2
Toa = gy VI + O+ sin?(V)o,

The angle 6 between excitation and detection axis changes the shape of the probing
volume and the intensity of the sensitivity. Nevertheless, the shape of the sensitivity

function remains a Gaussian function. Both modified parameters are equivalent to n
and o, for 6 = 90°.
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Figure 3.2: The width of the probing volume oy, as a function of the angle between
excitation and detection axis.

In figure 3.2 the angle-dependency of the width of the probing volume for the values
04 = 10 um and op = 7 um is plotted. The function has singularities for § = 0°
and # = 180°, when excitation and detection axis are parallel. In the range between
those two extremes, the function slowly decreases with increasing angle, due to the
sigma values used for the calculation. The minimal width of the probing volume is for
the plotted example at about § = 130°. The inherent decrease of integral sensitivity
(14(130°) = 2.45 - 10~2um) prevents the use of this geometry for optimal excitation.
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Similar to equations 3.11 and 3.12 it can be shown that doy, ,/do 4 /p = 0. The width
of the probing volume decreases with increasing transported energy. For Af = 10°
(f = 80° and 0 = 100°) the characteristic parameters are Ao, < 13% (o, = 9.72 um
and o, = 7.63 pm) and 7, = 3.15 - 10~ 2um.

3.1.3 MySpot setup

0.005

excitation axis

-0.005
-0.005

ellipsoid

Figure 3.3: Configuration at the mySpot beamline at BESSY II. The angle between ring
plane and detection axis is 20° due to the use of the north element of the
7-element Si(Li) detector, see section 2.4.2.

At the mySpot beamline a 7-element detector is used, see section 2.4.2. The detection
lens is mounted in front of the north detector element, which means, that there is a 20°
angle between ring plane and detection axis, see figure 3.3. This leads to the following
changes:

zp = 24 cos(—20°) — x4 sin(—20°) (3.20)
. QT 4Tpe
77($7yaz> = 9929 (321)
8m20%
ox _U%wi + 042% + 04 (2 cos(—20°) — x4 8in(—20°))% + 02 2>
P 20% 0%
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3.1 Sensitivity

The ellipsoid is rotated around the excitation axis, therefore we obtain a mixed x4 - z-
term. Integration leads to

2
n y
= 1 exp|-—Z 3.22
i(y) oy p( 205’m> (3.22)

with

Oym =

\/sinQ(\I/)U% + 0240% + cos2(20°) cos? (V) o (3.23)

(0% +0D)

Again, the sensitivity function can be described by a Gaussian distribution. While the
integral sensitivity is not affected by the 20° angle, the width of the probing volume is
reduced to oy, = 8.4 pm, see table 3.1. The difference to the optimal case can be seen
in figure 3.4 for seven different values of op. The difference is maximal for op = 7 um,
but for all op negligible as not significant.

The derivative of equation 3.23 in respect to o 4,p is always positive, thus, the width
of the probing volume decreases with increasing fluorescence energy.

optimal case (solid)
and b
{ myspot setup (dashed)
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Figure 3.4: Difference of sensitivity function between the optimal case and the mySpot
setup, where the angle between ring plane and detector axis is 20°, for seven
different values of op.

Because the ellipsoid is tilted inside the sample a misalignment may possibly change
the shape of the depth profile. A vertical displacement z4 — z+ k alters the sensitivity
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function as follows:

2
- n )
= T - - “h 24
(y) Varoym P ( 205’m> exp(—gy) exp(—h) (3.24)
with
k 0% (sin(40° — ¥) + sin(40° + ¥)) (3.25)
g 4(sin?(V)o}, + 040% + cos?(20°) cos?(V)o}) '
and
ho— k? cos?(20°)(cos?(¥)o?% + sin?(¥)o3) (3.26)
2(sin?(¥)o}) + 040% + cos?(20°) cos?(V)o?) '

The Gaussian intensity distribution with oy, = 84 um and n = 3.2 - 10~%um
is distorted with a linear exponential term and a constant term. In figure 3.5 the
undisturbed sensitivity function of equation 3.22 is displayed as well as the functions
exp(—g *y) - exp(—h) for k=5 um, k = 10 pm, k = 15 um and k& = 20 um. The preci-
sion and reproducibility of the step motors in the vertical direction is about £2 um at
the synchrotron setup. A misalignment of a few microns does not affect the shape of the
Gaussian considerably. For bigger misalignments the intensity decreases significantly. A
displacement of 15 um yields a decrease to half of the expected intensity. In practice it
is unlikely, that the loss in intensity will not be observed.

Thus, the change in shape due to the exponential term in y is negligible compared to
the loss in intensity. The sensitivity function can be described for small k£ by a Gaussian
distribution.

case oy/pHm n/um
optimal 8.63 3.2-1072
vertical displacement £ = 10 pum 8.63 2.3-1072
angular displacement Af = 10°  7.63 —9.72 um 3.15-1072
mySpot 8.40 3.2-1072

Table 3.1: Width of probing volume and integral sensitivity in various cases

In consequence of the latter sections we can deduce that as a first approximation the
sensitivity function can always be described by a Gaussian intensity distribution with
two characteristic parameters 1 and o,. The calculated values for the width of the
probing volume o, and the integral sensitivity 7 for the presented scenarios are listed for
comparison in table 3.1. The two parameters are functions of the transmission properties
of the used polycapillary lenses, namely their FWHM and transmission functions. Ad-
ditionally they are highly sensitive to the geometry of the setup. Especially the integral
sensitivity, which determines the intensity of the fluorescence information, is sensitive to
misalignment. The width of the probing volume is a monotonically decreasing function
in respect to the transported radiation energy.
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Figure 3.5: Difference of sensitivity function between the mySpot setup and a vertical
displacement of 5 um, 10 pm, 15 pm and 20 pm.

3.2 Fluorescence equation for homogeneous samples

In chapter 2.3.2 equation 2.37 on page 22 was introduced to describe the intensity of
a fluorescence line of an element i of a thick, homogeneous sample with the thickness
D = dy — dy in XRF analysis. This equation must now be modified according to the
considerations of the last section. The calibration constant has to be replaced with the
sensitivity function. As the integral sensitivity and the width of the probing volume are
functions of transported energy they will in the following be denoted with the index i
for the considered fluorescence energy of an element i.

By substituting the calibration constant K in equation 2.37 with following depth
dependent function

~ 771 - 202

’ _ i 3.27
7i(y) m%ie v (3.27)

an expression for the characteristic fluorescence of an element can be derived:

da
Oi(z) = Poopipi ; 7i (¢ — @) exp(—[igin,i¢)d¢

1

@OnigF,ipi X exp ((,ulm;ayyi)Q

) X exp(—HiiniT) X (3.28)
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[erf <d2 + ﬂzm,mz,i - 33) —erf <d1 + ﬁzm,z‘Uii - m)]
\/io'y,i \/§O'y,i

The fluorescence equation is now dependent on the position x in relation to the sample
surface, due to the fact that the probing volume probes just a small volume and not
the integrated sample as in XRF spectroscopy. Expression 3.28 describes the net peak
intensity of a fluorescence peak of an element i as a function of depth, a so-called depth
profile, see chapter 2.4.2.

Most important to note is that it is an intrinsic property of 3D Micro-XRF, that the
value which determines the intensity is the local density p; of an element ¢. Equation
3.28 consists of four terms which are separated by the 'x’ sign. In the following an
illustration these factors will be given.

The first factor is a constant term including the local density p; which determines
the absolute fluorescence intensity. It describes the intensity one would obtain with the
probing volume completely inside the sample and with negligible absorption. The second
term is an exponential function and corrects for the actual extension of the probing
volume. Radiation originating from deeper parts of the probing volume is absorbed
stronger than radiation from parts of the volume closer to the surface of the sample.
The third term is a Lambert-Beer term, which stands for the decrease of the intensity at
probing depth x due to absorption. Absorption of the impinging beam and absorption
of the characteristic radiation are taken into account. Finally, the error functions are
important if the probing volume intersects the layer boundaries.

3.2.1 Simulation

In order to clarify equation 3.28 an example of a 200 pm thick homogeneous SiO2 sample
with 50 ppm of CaO, FeaO3, SrO and PbO was simulated. For the calibration parameters
a typical calibration was used (April 2008, see chapter 4.1), which takes into account
the energy-dependency of the spot sizes and the transmissions of the lenses.

Figure 3.6 illustrates the different factors in equation 3.28 once again. In the graphs
the surface is on the left - in this case at the position 0.0 pum. The investigation of the
Pb concentration profile of the SiOs sample would be a step function, see graph 1 in
figure 3.6, without resolution or absorption effects. The error function term, factor four
in equation 3.28, introduces smooth edges due to the convolution of probing volume and
sample geometry, see graph 2. The third term is an absorption term which distorts the
profile according to the fluorescence energy, see graph 3. This distortion enhances the
intensity in front of the sample surface (exp(—fiin,iy) > 1) and gradually decreases the
intensity for positions inside the sample. The second term is a positive correction term.
The first term scales this graph (graph 4) to the absolute value, see Pb-depth profile in
the left graph of figure 3.8.

Figure 3.7 shows the three discussed factors for the other three elements, analog to
the fourth graph in figure 3.6. Depending on the fluorescence energy and line, the
resulting depth profile is extremely different. For Ca the width of the probing volume
is biggest, which leads to a broader edge region as well as a bigger influence of the
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Figure 3.6: The four factors of equation 3.28 are illustrated with the help of the Pb-La
depth profile of an SiOy sample with a thickness of 200 pum.

positive correction factor. The intensity does not reach the value 1 due to absorption,
i.e. absorption effects start before the probing volume is completely inside the sample.
The position of the sample surface is close to the maximum of the profile. As the other
extreme, the position of the surface almost coincides with the half value of the Sr-Ko«
depth profile. In the case of Sr, fluorescence intensity can be detected throughout the
whole sample. Interpretation of high energy profiles is clearly more straight forward
than for elements with low fluorescence energies.

Figure 3.8 shows the depth profiles of all four traces in the SiOs matrix. The left graph
shows the absolute values and the right graph is normalized to one in order to illustrate
the shape of the profiles. When moving the sample through the probing volume the
intensity rises due to the intersection of probing volume and sample surface. It then
declines again due to absorption effects and falls to zero at the latest, when the probing
volume has left the sample. These two graphs can clarify some characteristics of 3D
Micro-XRF concerning energy dependency.

Energy effects

The difficulty when interpreting such depth profiles is, that the energy dependence of
both the sensitivity as well as the width of the probing volume have to be taken into
account.
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Figure 3.7: Factors, that distribute to the fluorescence intensity, are illustrated with the
help of Ca-Ka, Fe-Ka and Sr-Ka depth profiles.

All trace elements in the simulated example are present in equal concentrations. The
absolute fluorescence intensity value, though, shows extreme differences. This is because
of the factor one of equation 3.28:

DonioF,ip;

; (3.29)

The excitation intensity ®q is equal for all elements in the matrix. All other factors
differ. A concentration of 50 ppm of the oxides and a typical density of 2.2 g/cm?
leads to the local densities p; listed in table 3.2. The fluorescence production cross
section op; increases with increasing fluorescence energy Fr. The integral sensitivity
is maximal for Fe-Ka fluorescence due to the shape of the transmission function of the
second polycapillary halflens. These different factors lead to the effect, that the Sr-Ka
depth profile is the most intense followed by Pb, Fe and Ca.

The shape of the four depth profiles is mainly a function of energy, also, see right
graph of figure 3.8. The lower the fluorescence energy, the earlier there is a rise in
fluorescence intensity. The higher the fluorescence energy, the less absorption takes
place. Note, that neither the maximum of the profiles nor the half value (dotted line)
can be used as a measure for the position of the surface although the half value position
for Sr is a good initial value for the sample surface. Nevertheless, the difference in oy
(0y,Ca — Oy,Fe : Oy Fe — Oy.Pb : Oy pb — Oy sp= 6.3 : 3.7 : 1) is reflected in the position
of the half value - = 7 :4 : 1. For light elements the information depth is small, which
in this example makes it impossible to reconstruct the local density of Ca after about
50 pm.

Qualitative analysis for the sake of identifying layers, their composition and succession
must be performed very carefully. Sample boundaries must be interpreted on the basis
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Figure 3.8: left: Depth profiles of traces in a SiOs matrix; right: Normalized depth

profiles
Ca-Ka Fe-Ka Sr-Kao Pb-La
atomic number 20 26 38 82
Er / keV 3.6 6.4 14.14 10.55
pi / mg/cm? 7.92 7.7 9.46 10.12
opi | cm?/g 1.9 8.9 40.8 12.8
n; / cm 2.5-101° 11.9-10'° 3.4-10° 9.1-10'
oy / pwm 15.5 13.6 12.2 12.5
[ing / em™t 1085 238 32 63

Table 3.2: Energy-dependent parameter of a 200 um thick SiOo sample
with 50 ppm of CaO, FesOs, SrO and PbO.

of high energy depth profiles. Because the maximal intensity is almost reached for such
profiles, the position of the half value is a good measure for the sample surface. A
shift of more than 11 um as in the presented example for the position at half value
results from only 3.3 pm difference in the width of the probing volume (see o, ; in table
3.2) in addition to matrix effects. For samples with obvious layer sequence and small
absorption qualitative interpretation can nevertheless yield valuable information, as will
be discussed in chapter 5.

3.2.2 Scattering
When X-rays interact with matter, two additional mechanisms occur - elastic and inelas-

tic scattering, see section 2.1.2. Analog to the expression for the fluorescence intensity
we can find equivalent equations for the two scattering types:
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P [ 2
Pg.(x) Z0N5TSel o ovp ((Mm,scffy,Sc)

5 5 ) X exp(—fliin,scy) X (3.30)

erf d2 + ﬁlin,ScU;Sc -y _ 67“f dl + ﬂlin,ScUiSc -y
\/an,Sc \/Eo—y,Sc

where the index Sc¢ may be Compton or Rayleigh. As discussed in section 2.1.2 the
scattering cross sections are functions of the scattering angle for polarized radiation.
Thus, when describing experimental data obtained at the synchrotron, where the radia-
tion is linear polarized in the ring plane, see section 2.2.1, the differential polarized cross
sections must be used.

The difference between equation 3.28 and 3.30, besides the obvious change in cross
sections, is, that the density p of the sample determines the absolute scattered intensity.
Up until now, analog to the fluorescence equation, only first order effects are taken into
account. This as a first approximation can be justified by ...

Thus, when using the scattering depth profiles together with the fluorescence depth
profiles additional information can be derived. The Compton profile gives insights into
the density variations of the sample into the depth as the Compton cross section is
fairly independent on the atomic number of the scattering atom. Rayleigh scattering
on the other hand is a function of density and matrix composition. And exactly these
two parameters - density and matrix compositions are important prerequisites for the
quantification of the fluorescence depth profiles.

3.2.3 Calibration

As mentioned before the two new parameters o, and n substitute the calibration constant
in XRF. They are functions of the FWHM and the transmissions of the used lenses as
well as dependent on the geometry and detection efficiency. In the simplest case they
can be described by

0y = \/oa(Eo)? sin2(¥) + op(E:)? cos?(¥) (3.31)

and
_ QTA(Ey)Tp(Ei)e op(E;)?

\/g \/O'A(Eo)2 —l—O’D(Ei)2
The exact shape and value of FWHM and transmission of a polycapillary halflens is
extremely dependent on the use of the optic [WMM™109]. A slight misalignment also
alters the sensitivity function as discussed in section 3.1. These aspects and the fact,
that the solid angle of detection is difficult to measure absolutely makes a calibration
mandatory.
When using thin one-element foils self-absorption of radiation can in some cases be
negligible, so that equation 3.28 can be written as [Mal04]

(3.32)

Qi(z) = Poiji(x) opi m; (3.33)
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3.3 Stratified Samples

with m; the area density of the element. This equation immediately yields both char-
acteristic parameters for the fluorescence line energy of the investigated element. The
disadvantage of a calibration routine with thin foils is the handling of the foils and the
necessity of numerous measurements.

The calibration time can be significantly reduced, when using thick multi-element
samples. Measurement of such multi-element standards leads to a system of equation
for all measurable elements of the sample, which are coupled through the effective linear
mass absorption coefficient. If we consider a reference sample with infinite thickness,
equation 3.28 simplifies as follows:

2 2

d1 + fgini02; — T
[1—67“]"( ! an yi )]
20y,

With full knowledge of the composition and density of the sample as well as the
incoming radiation, the system is decoupled and the only two unknown parameters in
equation 3.34 are o, and 7. Thus, a calibration procedure is made feasible.

QonioFipi fitin,i0y.i)* _

Scattering

As discussed before, not only fluorescence information can be used for the analysis of
a sample, but the scattered information is valuable, also. Analog to equation 3.34 an
equation for the scattered radiation can be found, when substituting or; with og., p;
with p and i, With [, se, see equation 3.30. The calibration parameters are then
nsc and oy 5., where the subscript Sc¢ may mean Compton or Rayleigh.

Details on the calibration procedure will be discussed in section 4.1. Important to
note is, that both characteristic parameters are functions of energy due to the energy
dependence of o4, op, T4 and Tp.

3.3 Stratified Samples

In practice most samples are not homogeneous. A quantification for stacks of homoge-
neous layers was developed. The difference to a homogeneous sample is the absorption of
exciting and fluorescence radiation by layers which are situated on top of the measuring
position. Equation 3.28 must therefore be modified as follows:

k-1 - 2

3 T - i e 70)

Oy) = OZUFXM [T ¢ Frimi(ds=ds) | e Prinsly—din) g5 . (3.35)
k j=1

< lers dy + mm,kai AN e f dp—1+ ﬂzm,kffg -y
\/§O—y \/Qay

47



3 Theory of 3D Micro X-ray Fluorescence Analysis

with k the number of layers of the sample. The analog scattering equation can be
written as

d k-1 _ (Blin ko 50)°
Oy) = iO"ZCJSCZpk [T e Fuims(@i=dimn) | emPrinsly=di) 5255 (3 36)
k j=1

« ers dy, + ﬁzm,kU;SC AN or f dp—1 + ﬁzm,kUisc -y
\/iay,Sc \/io—y,Sc

With these expressions it is possible to reconstruct thickness and elemental compo-
sition of stratified samples. After a successful calibration only the density p, the local
densities p; and the layer boundaries d; are unknown. By first fitting the scattered
profiles and then analyzing the fluorescence profiles an unknown sample can be fully
described, thus rendering 3D Micro-XRF into a true analytical tool for layered samples.

3.4 Polychromatic excitation

In the above sections the quantification of 3D Micro-XRF with monochromatic excitation
was discussed. Monochromatic 3D Micro-XRF is up until now limited to the use at
a synchrotron facility. As synchrotron experiments involve high cost and little time, a
quantification for measurements of X-ray tube 3D Micro-XRF spectrometers is desirable.

Monochromatizing the X-ray tube beam in order to avoid the more complex task of
polychromatic quantification is not yet feasible with existing optics. Experiments in our
group were performed with a multilayer monochromator (Astix-Modified Montel Optic
of AXO Dresden) coupled to a molybdenum X-ray tube [Sei08]. Although the experi-
ment can be performed, the resulting fluorescence is not intense enough for practicable
analysis. To our knowledge, monochromatic 3D Micro-XRF spectrometers do not exist
in other groups, either.

Polychromatic 3D Micro-XRF, though, is employed by different groups throughout
the world [KMRO03, LWC*07, PH06, TNDO7]. Adequate quantification schemes have
not been published, yet. This section will introduce the difficulties of polychromatic
excitation as well as present first theoretical considerations.

3.4.1 Theory

The difficulty with polychromatic excitation is, that the spot size o 4 and the transmission
T4 of the first lens are not constant compared to experiments with monochromatic
excitation. The excitation spectrum of the tube is transported through the first X-ray
lens, resulting in a mixture of spot sizes and transmission values weighed by the intensity
distribution of the spectrum.

Figure 2.5 on page 11 shows simulated spectra for six different acceleration voltages of
a Molybdenum X-ray tube. X-ray tube spectra can be divided into the Bremsstrahlung
and the characteristic fluorescence lines of the anode material.
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3.4 Polychromatic excitation

The probability for the emission of a characteristic line is maximal for excitation
energies close to the absorption edge of the line and decreases with increasing energy.
Thus, for the production of f.e. a Ca-Ka fluorescence photon only the portion of the
transmitted spectrum above the K-absorption edge can be responsible.

For 3D measurements that means, that the excitation spectrum is first modified by
the transmission of the first lens. Then, according to the elements in the sample different
portion of this spectrum can excite the different atoms. The fluorescence is then again
modified through the transmission of the second lens. The fluorescence equation must
be written as:

Emaz d2 —
(@ Bas) = [ ori(E)0(B) [ (¢~ 2 EYp(Qe KK agdE (337)
edge 1
with ,
i(E %
iy, B) = 28 T (3.38)

V2roy(E)

The two characteristic parameters integral sensitivity n and width of the probing
volume o, are not only dependent on the fluorescence element i, but also functions of
the energy which is transported by the first lens:

oyi(E) = \/O'%)(Ei) sin?(¥) + 0% (E) cos?(V) (3.39)
and )
QT4(E)Tp(E;)e o5 (E;
m oa(E) + op(Ei)
s 7 T~ - o, - excitation
N - = -g, - detection
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Figure 3.9: Left: Two random spot size functions. Right: Calculation of the width of
the probing volume according to equation 3.39 for the two spot size functions
and U = 45°.
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In figure 3.9 (left graph) two random spot size functions were chosen to illustrate the
differences for the quantification for polychromatic excitation. With these two functions
the width of the probing volume can be calculated according to equation 3.39 as shown
in the right graph. The width of the probing volume is a function of excitation and
detection energy.

Ca Ka
10

0.008000
0.01125
0.01450
0.01775

0.02100
0.02425
0.02750
0.03075
0.03400

—————————————————— Ca K-
edge

excitation energy / keV

8 10
fluorescence energy / keV

Figure 3.10: For the Ca-Ka fluorescence line the width of the probing volume is a mix
of all widths at this fluorescence energy above the Ca-K edge excitation
energy, here marked with a hatched rectangle.

If a specific fluorescence line, like Ca-Ka, is analyzed, different values for o, according
to the excitation spectrum must be taken into account. A mix of all widths at the
fluorescence energy of the Ca-Ka line with excitation energies between the Ca-K edge
and the maximal energy of the spectrum are present. In figure 3.10 these values are
marked with a hatched rectangle. For the integral sensitivity the analogous picture
using equation 3.40 can be employed to get an idea of the complexity of the radiation
transport.

3.4.2 Thin Foils

In the case of thin homogeneous foils the absorption is negligible and equation 3.37 can
be simplified to

Enmax
®i(2, Epas) = pD / 014 (E) 0o (E)i(x, B)dE (3.41)

Eedge

The integrand is the product of the excitation spectrum ®o(F), the fluorescence pro-
duction cross section o (FE) and the sensitivity function 7;(E). The excitation spectrum
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Figure 3.11: The excitation spectrum ®(E) with E,,..= 50 keV of section 2.2.1 and
the fluorescence production cross section op(E) for the Cu-Ka fluorescence
line are functions of energy.

consists of the Bremsstahlung background and the characteristic lines, see figure 2.5.
The energy dependency of the fluorescence production cross section is due to the mass
photoelectric absorption coefficient and thus monotonically decreasing between absorp-
tion edges. The product of op(F) and ®y(E) can be understood as a weighing factor
for the sensitivity function. Figure 3.11 shows the excitation spectrum ®o(E) with
Epaz = 50 keV of section 2.2.1 and the fluorescence production cross section op(FE)
for Cu-Ka fluorescence line. The product of these two functions determines the mixing
of sensitivity function values. In figure 3.12 this product is calculated for five selected
fluorescence lines.

For elements with low absorption edge energy the integral will be dominated by energy
values close to the absorption edge, while for elements with higher absorption energy the
integral is dominated by the characteristic line energies. In section 2.2.1 the calculation
of X-ray tube spectra showed, that the changing of the maximum voltage changes the
shape of the background significantly concerning the median energy. The characteristic
lines, though, are always at the same energy. Thus, the changing of the maximum
voltage changes of the X-ray tube will significantly change f.e. the width of the probing
volume for Cr-Ka fluorescence, while it will be negligible for Pb-La fluorescence.

Figure 3.13 shows measurements performed with the compact 3D Micro-XRF spec-
trometer described in section 2.4.2. Nine elemental foils with thicknesses of 1 to 2 um
were scanned with 5 pm step widths and live times of 50 to 200 s. The effective FWHMs
were obtained with a Gaussian fit function as a measure for the overall width of the
probing volume. The FWHMSs decrease with increasing fluorescence energy as expected.
Also the higher the maximum voltage the smaller the width of the probing volume. The
differences of FWHM decrease with increasing energy.

For a higher maximum excitation energy more smaller spot sizes are used, thus, the
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Figure 3.12: The product of the excitation spectrum ®¢(E) with E,,q.= 50 keV and the
fluorescence production cross section op(FE) for a selection of fluorescence
lines.

overall spot size is smaller. As expected the spot size is not influenced significantly
by the different maximal voltage values for higher fluorescence line energies, while the
differences are enhanced for lower fluorescence energies.

The same considerations concerning the weighed mixing of values can be applied
to the integral sensitivity. As a consequence of these aspects, it is mandatory for a
quantification to investigate the full 2D maps of the width of the probing volume as well
as the integral sensitivity. The possibility to know the absolute values for the spot sizes
and transmissions of the used lenses was proved to be non practicable, see section 2.2.3.
Therefore a calibration procedure similar to the one used for monochromatic excitation
measurements must be developed.

3.4.3 Calibration

In the case of monochromatic excitation the excitation energy is constant, only the
fluorescence energy must be varied in order to calibrate the setup. Thus, only a horizontal
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Figure 3.13: FWHM obtained by the scanning of thin foils at different maximal voltages
of the excitation spectrum. Experiments were performed with the compact
spectrometer described in section 2.4.2.

cross section of the two-dimensional map in figure 3.10 must be characterized. That is
the reason, why the measurement of thick glass reference samples is an adequate tool for
the determination of the characteristic parameters. In case of polychromatic excitation,
though, the full map must be known in order fully calibrate the system. The idea for a
calibration is to use thin elemental foils and vary the maximum excitation energy of the
X-ray spectrum.

The fluorescence intensity equation for thin foils with thickness D and density p is a
function of the spot sizes o4, op and the transmissions T'4,Tp of the used optics:

Eedge \Y 27TO'y’z(E)

ac2
_ Emaz ni(E)  ~2om
O,(x, Eppaz) = pD 0pi(E)Po(E)——=—"—¢e “vi dE (3.42)
_ ,OD—/ ol E)  Bo(E) « F(x, Ta, Tp, o4, 00)dE

with

F(xaTAvTDaUAyaD) -

exp(— ) (3.43)

2(0%(E) cos?(P) + 03,(E;) sin?(¥))

These are all functions of the transported energy and can be described by extreme
functions or linear exponential functions, as explained in 2.2.3. This means, that using
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two extreme functions for the transmission and two exponential functions for the spot
sizes, fourteen unknown parameters must be obtained through a calibration.

Measurements of different foils of elements ¢ with different maximal X-ray tube energies
Epaz yield this possibility. The full depth profiles ®;(x, Epq) must be fitted with
equation 3.42 simultaneously. In order to obtain the transmission and spot size functions
unambiguously numerous measurements are necessary as the full 2D maps must be
reconstructed.

The calibration with this proposed model is time consuming as a big number of scans
on thin foils must be employed. Additionally, the results of the calibration algorithm
must be judged carefully as it will not be unique. On the other hand the use of new com-
pact 3D Micro-XRF spectrometers requires only one calibration after the first alignment
and after that only if changes in the performance can be observed.

The fitting of fourteen parameters demands a more complex fitting routine than simple
least square fitting. As a tool for the fitting of many parameters a genetic algorithm
has proved to be an adequate tool [Man05]. The fitting algorithm was implemented and
tested on simulated data, yielding no stable results yet. Due to time limits further work
on this subject will be done in future projects.

3.4.4 Reconstruction

If the 2D maps of the width of the probing volume and the integral sensitivity are known,
a reconstruction of unknown samples is the next step. For thick homogeneous samples
following equation system must be solved.

maz . O . T o 2
q%(l‘) — /Eiige (I)O(E)HZ(E; F,Z(E)pl X exp ((.Ulm,z(E)Q y,z(E)) > x eXp(_ﬂlin,i(E)x) x

[erf <d2 + fuini(E)or (E) — 96) et <d1 + fuini(E)oy (E) — 37)] IE

\/iay,i(E) ﬁgy,i(E)

In principal, all parameters except the local densities of the elements and the layer
thicknesses are known and, thus, a reconstruction is possible. The computational com-
plexity, though, is by far greater than for monochromatic excitation due to the additional
energy dimension. Further work should be invested as to find a simplification for the
expression.

In XRF analysis the concept of the effective wavelength was introduced in the 1960s
[SF66, TC82]. On account of the difficulties encountered through polychromatic ex-
citation, a monochromatic wavelength is defined that is representative of the whole
spectrum. This concept might be the solution for the quantification for polychromatic
quantification, also. This effective energy would be influenced by the sample, the exci-
tation spectrum and the sensitivity function. The sensitivity function derived through
the calibration described in the last section is therefore the most important prerequisite
for this kind of evaluation.
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4 Reconstruction of thickness and
composition

This chapter deals with the quantification of SR 3D Micro-XRF measurements, more
precisely the possibility to reconstruct the composition and thickness of layers of strati-
fied samples. The quantification is a two-phase process. As a first step a calibration is
mandatory in order to obtain the width of the probing volume o, and the integral sen-
sitivity n, the two characteristic parameters, which determine the experimental setup.
A calibration procedure was implemented in a python based least square algorithm.
The self-developed algorithm works stable and unambiguous and the procedure will be
discussed in detail in the first section of this chapter.

The quantification of unknown layered samples is numerically a more challenging task
involving the solution of a coupled system of fluorescence and scattering intensity equa-
tion, see section 3.3. A second python-based least square algorithm based on equation
3.35 was developed. Prerequisites for the algorithm are the density of the layers and
their dark matrix. As this information is in most cases difficult to obtain, the quantifica-
tion of the scattered radiation based on equation 3.36 was included in the quantification
process.

When investigating an unknown sample, an initial value for the matrix composition
must be given in order to start the fitting routine. This first guess is in most cases
easily obtained through the nature of the sample, i.e. if it is a glass sample, a parchment
sample aso.. Then, through the fitting of the scattered radiation, the densities of the
layers of the sample are derived. Successively the local densities are obtained through
the fitting of the fluorescence intensities. Thus, with a good guess of the matrix of a
sample, layer thicknesses and compositions can be reconstructed without the need for
sampling or sectioning of an object.

The quantification software has been developed to be flexible according to the ana-
lytical problem at hand. It allows the fitting of concentrations and local densities, of
elements and oxides. If the density of a sample is known it can be included as a fixed
value. The fit of the fluorescence depth profiles can be performed with or without weigh-
ing according to the intensity. For known chemical stoichiometries non-visible elements
like N or O can be calculated in each fit iteration a.s.o. The validation of the quantifi-
cation procedure is presented in the second part of this chapter. The third section gives
an overview of the reconstruction possibilities and a first application example.
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4 Reconstruction of thickness and composition

4.1 Calibration

In section 3.2.3 the principle of calibrating a 3D Micro-XRF setup with monochromatic
excitation was introduced. In principle a calibration is valid for one excitation energy,
one geometry and one set of used lenses. Changing any of these factors makes a new
calibration mandatory.

A different excitation energy implies a different FWHM and transmission of the first
lens, thus altering the values of the width of the probing volume o, and the integral
sensitivity 1. As discussed in section 3.1 the sensitivity of a setup is also highly dependent
on the alignment of the foci of the used optics.

In the course of this work eight beamtimes consisting of one to two weeks of measuring
time were evaluated. A calibration is necessary for each beamtime because the alignment
cannot be assumed exactly equal even if excitation energy and hardware are the same as
in a previous beamtime. Additionally, whenever the excitation energy is changed or the
setup is modified according to specific experimental needs, a new calibration is required.
In this section a few more important notes on practical issues of the calibration are stated
and in the following different kinds of calibration aspects are shown and discussed.

4.1.1 Calibration routine

The system of equations for the measurement of a thick multi-element standard was
introduced in section 3.2.3. For each fluorescence peak in the measured spectra (compare
figure 2.10) a depth profile is obtained, which can be treated separately because of the
full knowledge of sample composition and density.
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Figure 4.1: Sr-Ka depth profile of a thick glass reference sample (Breitlander D3)

Figure 4.1 shows as an example the depth profile of the Sr Ka-fluorescence of a thick
glass reference standard (Breitlénder D3). In part one of the depth profile the curvature
introduced by the error-function term is visible and the decrease in part 2 is mainly
dependent on the absorption of the radiation. By fitting this curve with a python-based
least square algorithm the width of the probing volume o, and the integral sensitivity
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4.1 Calibration

n multiplied with a factor x are immediately obtained. These two values correspond
to the energy of the Sr Ka-fluorescence energy of 14.014 keV for this specific beamtime
setup (used lenses, excitation energy and geometry). The factor x has been introduced
in this work, because the excitation intensity ®y is not known in absolute value, but
a proportional value obtained with an ionization chamber is available. By successively
fitting all depth profiles of the standard, calibration values throughout the measurable
range of fluorescence lines can be derived.

Throughout this work a set of six thick glass reference samples of the company Breit-
lander were used. The manufacturer describes them as ’silica glasses of special com-
position for XRF-spectrometer recalibration and control’. They are not certified to be
homogeneous in the micrometer regime. Other glass reference samples, f.e. the NIST
standard reference material 1412, were tested throughout this work. By comparison
the Breitlander series proved to be the most reliable concerning homogeneity and cer-
tified concentration values. Nevertheless deviations from the certified values have been
observed especially for elements with concentrations beneath 0.05 %, which makes the
calibration parameters for these fluorescence energies not reliable.

Another aspect for excluding certain depth profiles from the calibration procedure is
the overlapping of fluorescence peaks with each other or with the scattered peaks. If
a fluorescence peak lies energetically close to another peak a deconvolution procedure
must be applied. Especially if the intensity difference of these peaks is considerable, i.e.
a small peak is situated on the shoulder of the other intensive peak, the deconvolution
will yield values for the small peak with big uncertainties. Thus, for calibration, the
small peak would be omitted.

um

o/

W ref. D3
ref. B2
— h(B)*x

(o0 wrl) wio 7 X,

energy / keV energy / keV

Figure 4.2: Example of typical calibration curves for the width of the probing volume
oy (left) and the integral sensitivity n multiplied with x (right) (April 2008,
mySpot beamline)

Figure 4.2 shows a typical calibration. The left panel shows the energy-dependency
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4 Reconstruction of thickness and composition

of the width of the probing volume o, and the right panel the shape of the integral
sensitivity profile 1. In this example of the beamtime in April 2008, only two thick glass
reference standards were used.

The values of the integral sensitivity multiplied with x of different standards show a
statistical spread of up to 15 %. The maximum lies between fluorescence energies of 5
- 10 keV. It decreases to lower and to higher energies following roughly a transmission
curve of polycapillary halflenses. According to equation 3.10 the integral sensitivity is a
function of the transmissions and spot sizes of the used lenses:

oh(E:)
VoA (Eo) + 03 (E))

The excitation energy is a constant, so the integral sensitivity is in first approximation
proportional the product of the transmission of the detection lens T4 and its spot size
op. Thus, the decrease to higher and lower energies is explained by the shape of the
transmission function of the used lens, modified by the monotonically decreasing spot
size.

n X TA(E())TD(EZ) (41)

The full width of half-maximum of the focal spot size drops with rising energy due to
the decreasing critical angle. The minimal FWHM of 29 um (2.355 - o) is obtained for
energies above the Ka fluorescence energy of strontium. The values for o, of different
standards show a statistical spread of ~ 5 %.

As seen in the graph only a limited number of calibration values of each sample were
used, as explained before. For not measured fluorescence energies an interpolation with
adequate calibration functions is possible, which will be introduced in the next section.
The calibration curves hold for K and L-lines with all the associated subshell lines. In
the example of figure 4.2 f.e. the Pb LG-line at 12.611 keV was used.

The least square algorithm was tested thoroughly in respect to the best fitting strategy.
The two calibration parameters are always used as fitting values. The overall density
of the sample may be included in the fit parameter space, if it is not known. Separate
measurement of the density (f.e. weighing experiment) is nevertheless preferable. The
obtained values for o, and 7 are weighed according to the quality of the fit of the
depth profile. The smaller the x?-value, the more weight the data point has in the
determination of the calibration function.

Measurement of two to three standards is sufficient for a satisfactory calibration. If
there is prior knowledge of the important elements for a specific analytical question it is
desirable to choose reference samples with a considerable content of these elements.

Scattering

The measurement of a thick glass reference sample additionally yields the depth profiles
for Compton and Rayleigh scattered radiation. These two additional depth profiles
are also fitted with the appropriate analytical function, yielding two pairs of values for
OCompton> NCompton, O Rayleigh @A NRayleigh- For one excitation energy they should be
equal for all measured samples. For a more precise measurement of these four values, a
highly pure NaCl sample was used in the course of this work.
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4.1 Calibration

4.1.2 Calibration functions

The interpolation between measured calibration data must be carried out with adequate
calibration functions, both for the width of the probing volume o, and the integral
sensitivity 7. The agreement of these function to the experimental data was tested with
different equations.

The width of the probing volume can be written in the simplest case with equation
3.9 and equation 2.27 as

oy(E) = \/ao + (al + 23)2 (4.2)

with a; constants. Equation 2.27 was introduced as the shape of the FWHM of a
polycapillary without absorption, divergence or illumination effects. In reality the shape
of the FWHM function differs significantly [Wol09]. Different monotonically decreasing
functions were tested in order to find an equation which shows good agreement with
the experimental data and has at the same time minimal free parameters. The analysis
of the experimental data showed, that the width of the probing volume can best be
described by a linear exponential function with three free parameters:

E
oy(E) =ag+ ay * exp(—a—2) (4.3)

As discussed in section 2.2.3 the transmission of a polycapillary halflens can be de-
scribed by an extreme function, which has four free parameters. As the integral sensitiv-
ity is a function of the transmissions and spot sizes of the lenses the combination of the
extreme function with the linear exponential function results in a fitting expression with
9 free parameters. Due to the large uncertainties of the calibration data it is preferable
to use a more simple function. The experimental data shows that the integral sensitivity
can be described by an extreme function with four free parameters, which means, that
the integral sensitivity is dominated by the shape of the transmission function of the
second lens:

T =Ty + T1exp(—exp(—2z(F)) — 2(E) + 1) (4.4)

with z(E) = (F — E.)/T5 and Ty, T, T> and E. the four free parameters.

4.1.3 Thin and thick reference material

According to equation 3.33, thin foils can be used for calibration, as well. In one of the
first beamtimes a 3 pm thick Wolfram foil was scanned through the probing volume.
The calibration results agree within the spread of experimental data with the values
obtained with the Breitlander series, see figure 4.3.

In this example one reference sample A3 was measured twice during the course of the
beamtime. Differences for the calibration values for the same elements can be distin-
guished in figure 4.3. The reason might be a slight misalignment or drift of the excitation
beam or micro-inhomogeneities in the reference sample. Typical uncertainties for the
measured data lie in the range of up to 10 — 15 %, even for selected peaks with high
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4 Reconstruction of thickness and composition
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Figure 4.3: Example of one calibration (Aug. 2006, BAMline) with a thin W-foil and
three thick glass reference samples.

concentration and without peak-overlapping. These uncertainties influence the quantifi-
cation of unknown concentrations directly, which will be discussed in section 4.2.

The difference in magnitude for n - x of the two calibrations of figure 4.2 and 4.3
has its origin in the fact, that the 3D Micro-XRF setups were realized at two different
beamlines. In the beginning of this work the BAMline of BESSY II was utilized, while
later experiments were carried out at the mySpot beamline with its dedicated endstation
for micro analysis, see section 2.4.2. Different lenses were used making a comparison of
the calibration impossible.

4.1.4 Different excitation energies

The dependency of the width of the probing volume and the integral sensitivity on the
excitation intensity was tested by changing the energy of the beamline.

Figure 4.4 shows the obtained results for E = 16 keV and E = 19 keV. The width of the
probing volume oy, is smaller for 19 keV excitation energy, while the integral sensitivity
7 is increased compared to the experiment with 16 keV excitation energy.

In order to understand these results, the characteristics of the lens in the excitation
channel must be taken into account. This polycapillary halflens was especially developed
for the use in the excitation channel of 3D Micro-XRF measurements. The gain factor is
optimized for energies between 15 and 20 keV, see table 4.1, which are typical excitation
energies for SR XRF. The spot size decreases with increasing energy.

That implies that the spot size of the excitation lens is smaller for a higher excitation
energy (04(19 keV)< 04(16 keV)) and that the transmission is higher for a higher
excitation energy (T 4(19 keV) > T 4(16 keV)). The width of the probing volume increases
with increasing spot size of the first lens, thus explaining the smaller spot size in the
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Figure 4.4: Example of two calibrations (Jan. 2007, mySpot beamline) with excitation
energy of 16 keV (straight line) and of 19 keV (dashed line).

E / keV 3-5 5-7.5 7.5-10 10-15 15-20 20-25 25-30
spot size / um 36 35 30 25 24 27 20
gain 1367 3290 3842 4290 4924 2803 758

Table 4.1: Characteristic parameters of 51mls03

case of 19 keV excitation energy. The integral sensitivity decreases with increasing spot

size (in the simplest case n o< 1/y/0% + 0%), but the linear increase with increasing
transmission of the first lens 7 « T4 dominates the expression. The setup is more
sensitive for 19 keV excitation because there is more flux on the sample.

Figure 4.5 shows the product of fluorescence production cross section or and the
integral sensitivity n of Ca-, Mn-, Zn-, Rb- and Sr-Ka fluorescence for the two exci-
tation energies. These factors determine the absolute intensity of a fluorescence line.
The fluorescence intensity is only slightly increased for the Ca-Ka line, while for higher
fluorescence energies 19 keV excitation is by far preferable. In this example there is no
advantage neither in resolution nor in intensity when reducing the excitation energy.
Other scenarios are possible, when a specific light element is of interest. For a consider-
able change, the excitation energy must be reduced to lower energies, though, see section
5.2.

4.1.5 Different angles between excitation axis and sample normal

In section 3.1 the angle ¥ between excitation angle and sample normal was not discussed,
because it does not change the shape of the ellipsoid. If the spot sizes of both lenses are
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Figure 4.5: The product of fluorescence production cross section or and the integral
sensitivity n for excitation energies of 16 keV and 19 keV and six elements
were calculated. The solid lines are just a means for guiding the eye. There
is no advantage in reducing the excitation energy in this example.

equal, V¥ is irrelevant for the determination of the sensitivity function. This holds at the
most only for one fluorescence energy, as the spot size of the second lens is a function
of energy. Measurements were performed at the BAMline for ¥ = 30°, ¥ = 45° and
¥ = 60°, see figure 4.6.
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Figure 4.6: Angle-dependency of the width of the probing volume for three different
angles ¥ between beam axis and sample normal.

In contrast to the setup at the mySpot beamline there is no angle between detection
axis and ring plane, allowing for the use of equation 3.9

oy = \/0123 sin?(¥) + o2 cos?(¥) (4.5)
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4.1 Calibration

Using the data with the different angle W, a set of linear equations for 02 is obtained,
resulting in values for o4 and op as shown in the graph. In this example a spot size of
the first lens of 04 = 11.84 pm and values for op, which are smaller for the whole energy
range, could be calculated. The nominal values for the used lenses are 04 = 10 pm
and op =~ 7 um. While the excitation lens spot size was calculated to be slightly too
big, the detection lens spot size is in good agreement with the manufacturers values for
energies above 8 keV. For smaller energies, the calculated spot size op shows a trend to
bigger values as expected due to the use of the lens in collecting mode, see section 2.2.3.
The values cannot be taken as an absolute result, as the error of o, is not negligible and
a non-optimal alignment hinders the use of equation 4.5. Nevertheless, by way of three
simple confocal measurements a measure for the spot sizes of the used lenses is derived.

In figure 4.7 the ellipsoid formed by the overlap of the two optics is depicted. It is
clear, that depending on V¥, the integration over the sample surface changes the width
of the probing volume.
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Figure 4.7: Angle-dependency of the width of the probing volume. Depending on the
angle ¥ between excitation axis and sample normal, the width of the probing
volume changes. For ¥ = 60° depicted in black the width of the probing
volume is minimal, it increases for ¥ = 45° (dark grey) and is maximal for
¥ = 30° (light gray). For the lateral resolution the correlation is inverse.

In the case of the values already used in section 3.1 the width of the probing vol-
ume is minimal for ¥ = 60° (black lines in figure 4.7), while the lateral spot size on
the measurement spot is maximal. The increase in depth resolution for specific angles
coincides always with the decrease in lateral resolution. The commonly used value of
U = 45° (dark gray lines) is a compromise between lateral spot size and width. For
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4 Reconstruction of thickness and composition

specific purposes, f.e. if only the depth resolution is of interest, other geometries may
yield an advantage. According to equation 3.10 the integral sensitivity is independent
on W, see figure 4.8.
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Figure 4.8: The integral sensitivity 7 is not dependent on the angle ¥ between sample
normal and excitation axis.

4.2 Validation

The validation of the analytical model for the reconstruction of the composition and
layer thicknesses of stratified samples is a prerequisite for the use of the model for
quantification. In the next two sections results are presented for the quantification of

thick glass reference samples as well as for stratified polymer samples, as published in
[MMS*08].

4.2.1 Glass reference material

As a first test one standard of the Breitlander series was excluded from the calibration
procedure and used as validation sample. This standard was quantified according to
equation 3.28 with local densities as free parameters in a least square fitting algorithm.
For non-detectable elements, the manufacturers’ values were implemented as fixed pa-
rameters. The integral sensitivity 7 times x and the width of the probing volume o,
were previously obtained by a calibration.

Extensive evaluations were carried out regarding the optimal fitting strategy and pro-
gram options. Errors due to the fitting routine were tested by varying the initial values
of the concentrations. As fitting parameters the local densities were replaced by the con-
centrations including the overall density of the sample or with a fixed density. Fitting
of elemental concentrations of local densities was done directly or in form of oxides.

All depth profiles were fitted equally or the fitting was weighed according to the
maximal intensities. As an example, if one major element is present in two successive
layers and a trace element is only present in one layer, it is advisable to fit both elements
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4.2 Validation

equally in order to obtain the layer thicknesses. In cases with simple stratified geometry
of a sample, weighing might give better results.

For this simple case the fitting of local densities compared to concentrations showed
equal results compared to the manufacturers’ values. The weighing or the fitting of
oxides did not improve the outcome. Deviations proved to be less than 3 % and, thus,
negligible compared to the uncertainties caused by the spectral processing mechanism
and the inhomogeneity of the reference material.

element weight percent / % rel. deviation / %

reference  quantification

K 1.8 0.87 52
Ca 0.59 0.30 49
Ti 2.3 2.5 8.7
Cr 0.1 0.023 7
Mn 16 13.6 15
Fe 0.8 0.86 7
Zn 6 5.8 3.3
Ge 0.055 0.058 5.4
Rb 0.037 0.031 16
Sr 0.6 0.79 32
Zr 0.1 0.073 27
Ba 1.8 1.5 15
Th 0.035 0.03 13

Table 4.2: The weight fractions for selected elements as given by the manu-
facturer, as fitted with the analytical model and their deviations in
percent.

Table 4.2 compares the fitted weight fractions for a representative selection of elements
as given by the manufacturer and as obtained by the quantification.

All elements are fitted simultaneously. Therefore, errors in the calculation of one
element affect all the others. In general, the deviation from the reference values is ~ 20-
30%. Due to better statistics, higher concentrations of elements yield smaller errors.
The deviations may increase for minor and trace elements as well as for low Z elements.

In the case of the low-Z elements calcium or potassium, the absorption influences
the ratio of Ka to K3 fluorescence with depth. This induces distortions in the intensity
profiles. These problems are of particular importance if regions deep inside the specimen
are probed.

The considerable deviation of the Chromium values can be explained by the presence
of 16 % of manganese. Mn is the following element in the periodic table, i.e. the
fluorescence peaks of the two elements are very close. The difference in concentration
amounts to two orders of magnitude. The deconvolution of the peaks is therefore difficult,
resulting in high uncertainties in the net peak intensity values.

Considering a probing volume of (20 pum)? only 30 pg of glass is probed. Thus,
inhomogeneities may contribute to the overall error, as well.
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4 Reconstruction of thickness and composition

4.2.2 Polymer samples

For the validation of the reconstruction algorithm for layered systems, the availability of
stratified reference material is essential. Such model systems are required to have layer
thicknesses in the region of some 10 um to meet the spatial resolution of the confocal
setup.

Such stratified materials were manufactured and characterized by the analytical chem-
istry research group at the Leibniz University of Hanover [SMM™09]. As an amorphous
organic material, commercially available Keltan-512 was chosen. It consists of EPDM
(ethylene propylene diene M-class rubber) with ethylidennorbornen as the diene. One
percent of dicumyl peroxide was added as vulcanizing agent. Eleven different matrices
were fabricated; five with ZnO, five with SiOy as additive and one pure matrix. As
nominal concentrations of the additives 2, 4, 6, 8, 10 phr and 6, 12, 18, 24 and 30 phr
Si02-H20 were chosen. The unit phr means parts per hundred of rubber and is used by
rubber chemists to depict what amount of certain ingredients are needed.

The matrices were then vulcanized and pressed into thin films with varying thicknesses.
Five of these thin films were stacked together to attain 16 stratified samples. Each
polymer as well as the layer systems have been characterized by scanning Micro-XRF
to analyze the homogeneity of the filler dispersion and by light microscopy to determine
the layer thicknesses. The layer thickness of one layer in a stack of five shows deviations
of 3 - 10 %, while the Micro-XRF intensity of Zn shows a stability of 3 - 8 % averaging
~ 5000 single measurements in the latter case. Both relative standard deviation values
are within the typical range of the applied method. For Micro-XRF, variations of layer
thicknesses are the main source for increased deviations of the intensities measured
while the highest standard deviation for the thickness measurements by light microscopy
was induced by layers with comparable composition, i.e. adjacent layers with additives
in different concentrations. In this case, the identification of the boundary between
two adjacent layers, which was used to measure the thickness in the stratified samples,
was complicated. This led to higher errors (~ 10 %) in the determination of layer
thicknesses of those materials in comparison to the materials with alternating layers
with and without additives.

The filler mass share was determined by inductively coupled plasma-optical emission
spectroscopy (ICP-OES). A microwave extraction of each rubber mixture was performed
in a solution of concentrated nitric acid for ZnO as filler and a solution of concentrated
nitric acid and hydrofluoric acid in the case of SiO9-HsO as filler. The analysis was
done with the aqueous solutions by ICP-OES using the emission spectral lines with the
highest sensitivity at 334.502 nm for zinc and 288.158 nm for silicon.

Fifty-five scans on seven different systems with alternating ZnO concentrations and
layer thicknesses between 30 and 130 um have been performed by 3D Micro-XRF at
the mySpot beamline. Weight percent and layer boundaries were the free parameters
for the fit algorithm. Density and dark matrix could be calculated from the nominal
values. The fit was not sensitive to the initial values of the Zn concentration. The layer
boundaries have to be a good guess for a successful reconstruction, otherwise visibly
incorrect profiles may be calculated.
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Figure 4.9: Left: Example for reconstruction of composition and layer thickness of sam-
ple A: The measured Zn-Ka data in counts/(s pA) (dots) and the fit in
counts/(s pA) (black line) with equation 3.35 are depicted as well as the re-
constructed weight percent profile in weight percent and the values obtained
by ICP-OES measurements for the Zn concentration in layers one, three, and
five. Right: Example for Zn concentration variation. In this sample (sample
B), a lump of Zn could be detected in the fifth layer.

Two examples of scans on samples K and D, see table 4.4, will be discussed in the
following. In figure 4.9 the measured Zn-Ka count rate profiles and the reconstructed
weight percent values as a function of thickness for the two polymer systems are shown.
Sample K consists of three layers with a nominal ZnO concentration of 8 phr and two
layers without any additive in between. In sample D, layers of nominal 4 phr ZnO
alternate with 12 phr SiO9-H5O.

The scan of sample K (left graph of figure 4.9) is a typical depth profile of the measured
series. The weight percent distribution is rectangular shaped, while the experimental
data show mainly two distortion effects: absorption of the X-rays inside the sample and
the limited spatial resolution of the instrument. The peak intensities representing the
high Zn concentration decrease with depth, whereas the respective Zn concentration is
constant. The boundaries of the different layers are smoothed by the resolution of the
setup, i.e. the convolution of the sharp layer boundaries and the probing volume. The
reconstruction shows good agreement for the scan of sample K. The deviation of the
fitted values is below 2 % compared to the values obtained by ICP-OES. The precision
of the zinc concentrations is excellent; the relative standard deviation derived from all
measurements is smaller than 5 %.
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4 Reconstruction of thickness and composition

In one of the scans of sample D (right graph of figure 4.9) significant variations of the
concentration of Zn were observed. As stated previously, ~ 5000 individual intensity
values have been used to obtain the average zinc intensities for each polymer system by
scanning Micro-XRF. If small lumps of ZnO produce significantly higher intensities at
only few measuring points, the total number of averaged data will smooth this effect
with respect to the resulting average value. Thus, an inhomogeneous distribution of the
filler material will eventually only result in a higher standard deviation of the average
intensity. Hence, the result for sample D in figure 4.9 is an example that 3D Micro-XRF
is capable of determining changes in the concentration of elements into the depth in the
micrometer regime.

The depth profiles at different points among the seven samples investigated in this
work were measured with step widths of 3 - 5 um with live times of 5 s. In table
4.3 the results of the thickness determination of all scans are displayed. As a reference
method, thicknesses were determined with a light microscope after the 3D measurements
at BESSY. A cross section was prepared in the vicinity of the spots of the 3D scans by
slicing the samples with a razor blade. In order to test the homogeneity of the samples,
measurements were carried out in an area of ~ 1 mm? around the 3D scan spots. The
values for the layer thicknesses obtained by light microscopy and by 3D Micro-XRF agree
within their standard deviation for all samples. The thicknesses obtained by repeated
scans on the same sample scatter with 10 - 15 % for both techniques. As a result, the
variation of thicknesses is sufficiently small for this validation. Improvements for the
thickness determination should be expected if both measurements were performed at
exactly the same position, and a scatter of the values of both methods below 10 % is
likely for this case.

The weight percent of Zn obtained by the reconstruction algorithm are displayed in
table 4.4. The relative mean standard deviation in all samples is smaller than 5 %. The
comparison with the reference value obtained with ICP-OES exhibits a deviation of less
than 6 %. The values agree within two times the standard deviation of the measured
data. Taking the uncertainties of the calibration into account these results are excellent.

The Zn weight fractions computed for the layers made of pure EPDM vary around zero.
However, they can reach values of almost 0.1%. This can be explained by the very nature
of a deconvolution procedure with limited resolution. A layer of pure EPDM surrounded
by two layers with additives represents a difficulty for a fit procedure, especially when
the layer thicknesses are in the scale of the resolution of the setup: the thinner the layer,
the higher the uncertainties of the computed weight fractions. The dynamic range of
weight fractions, which can be accommodated by this method and this setup, is ~60
(6% Zn for layers one and three, 0.1% Zn for layer 2) for layer thicknesses of 40 pm.

4.3 Discussion of the reconstruction procedure
In this chapter the reconstruction of bulk and stratified material by 3D Micro-XRF has

been shown and proved to be a precise quantitative analytical technique. The precision
of the composition values was shown to be satisfactory in the case of the glass reference
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4.3 Discussion of the reconstruction procedure

sample layer thickness / pm deviation
light microscopy 3D Micro-XRF /um rel. /%
98.8 + 4.3 93.0 +10.0 5.8 6.0
A 105.3 +3.2 111.5 +8.0 -6.2 -5.9
6scans 91.3 +8.0 84.2 +7.0 7.1 7.8
2 spots 84.8 +6.8 88.5 +6.0 -3.7 -4.3
71.8 + 7.7 74.9 +10.7 -3.1 -4.3
111.5 +5.3 124.6 +5.0 -13.1 -11.7
B 93.2 +7.3 100.4 +4.3 -7.2 -7.7
10 scans  100.0 +3.6 96.7 +3.7 3.3 3.3
2 spots 79.5 +2.3 88.5 +7.6 -9 -11.3
105.0 +6.2 99.9 +4.5 5.1 4.8
71.0 +6.0 68.5 +6.1 2.5 3.5
C 50.5 +6.0 55.9 +7.9 -5.4 -10.6
8 scans 70.7 +7.6 69.2 +10.6 1.5 2.2
1 spot 119.3 +8.5 119.5 +8.6 -0.2 -0.1
73.5 +8.4 70.3 +5.7 3.2 4.3
90.0 +8.0 86.4 +5.4 3.6 4.0
D 109.5 +6.1 117.8 +4.6 -8.3 -7.5
8 scans 65.8 +5.4 63.2 +2.7 2.6 3.9
1 spot 84.0 +6.2 90.2 +7.1 -6.2 -7.3
85.2 +2.8 77.4 +10.2 7.8 9.1
64.8 +3.7 59.3 +4.0 5.5 8.6
E 38.7 +2.8 43.8 +5.0 -5.1 -13.1
9 scans 38.3 +5.9 38.8 +2.5 -0.5 -1.23
2 spots 67.5 +3.6 70.9 +2.9 -3.4 -5.1
59.5 +4.6 58.6 +1.6 0.9 1.4
44 + 43.8 +2.4 0.2 0.46
J 46 + 40.2 +2.9 5.8 12.7
6 scans 53 + 53.9 +2.3 -0.9 -1.6
2 spots 39 + 36.4 +4.9 2.6 6.7
53 + 49.1 +2.7 3.9 7.4
51.3 +2.3 45.6 +3.4 5.7 11.1
K 36.0 +3.8 38.7 +3.0 -2.7 -7.6
8 scans 47.1 +1.9 48.6 +2.8 -1.5 -3.2
1 spot 57.4 +3.7 63.3 +4.4 -5.9 -10.4
54.1 +2.2 54.5 +3.2 -0.4 -0.7

Table 4.3: Layer thicknesses of seven samples consisting of 5 layers obtained by light mi-
croscopy and 3D Micro-XRF with relative and absolute deviations. As uncer-
tainties the standard deviations of all measurements are listed.
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4 Reconstruction of thickness and composition

sample  ZnO / phr Zn concentration / % deviation / %
ICP-OES 3D Micro-XRF abs. rel.
10 6.6 + 0.05 6.87 +0.18 -0.27 -4.01
A 2 1.15 +0.02 1.10 +0.03 0.05 4.10
6scans 10 6.6 +0.05 6.85 +0.18 -0.25 -3.74
2 spots 2 1.15 +0.02 1.11 +0.05 0.04 3.56
10 6.6 + 0.05 6.57 +0.21 0.03 0.46
6 4.07  £0.05 4.15 +0.09 -0.08 -1.82
B 4 2.64 £0.04 2.68 +0.09 -0.04 -1.57
10 scans 6 4.07 40.05 4.23 +0.18 -0.16 -3.77
2 spots 4 2.64 £0.04 2.72 +0.07 -0.08 -2.93
6 4.07 40.05 4.12 +0.12 -0.05 -1.26
8 5.24  £0.04 5.34 +0.11 -0.1 -2.00
C 0 0.02 003 007  +0.10 0.05  (244.18)
8 scans 8 5.24  £0.04 5.34 +0.11 -0.10 -1.98
1 spot 0 0.02 £0.03 0.00003 +0.09 0.02 (98.77)
8 5.24  +£0.04 5.23 +0.14 0.01 0.25
4 2.64 £0.04 2.72 +0.03 -0.08 -3.01
D (12) 0.02 £0.03 0.004 +0.009 0.02 (76.40)
8 scans 4 2.64 +0.04 2.72 +0.08 -0.08 -3.00
1 spot (12) 0.02 £0.03 0.007 +0.01 0.01 (65.68)
4 2.64 £0.04 2.81 +0.12 -0.16 -6.22
10 6.6 +0.05 6.82 +0.11 -0.22 -3.3
E 2 1.15 +0.02 1.19 +0.06 -0.05 -4.22
9 scans 10 6.6 +0.05 6.81 +0.10 -0.21 -3.11
2 spots 2 1.15 +0.02 1.1 +0.05 0.05 4.18
10 6.6 +0.05 6.72 +0.19 -0.12 -1.82
6 4.07  =£0.05 4.22 +0.20 -0.14 -3.50
J 4 2.64 £0.04 2.76 +0.10 -0.12 -4.56
6 scans 6 4.07  £0.05 4.27 +0.13 -0.20 -4.92
2 spots 4 2.64 £0.04 2.82 +0.11 -0.18 -6.70
6 4.07 40.05 4.09 +0.06 -0.01 -0.33
8 5.24  £0.04 5.16 +0.12 0.08 1.51
K 0 0.02 +0.03 0.12 +0.07 0.10 (479.47)
8 scans 8 5.24  £0.04 5.29 +0.19 -0.05 -0.88
1 spot 0 0.02 £0.03 0.03 +0.01 -0.01  (-29.85)
8 5.24  £0.04 5.17 +0.19 0.07 1.34

Table 4.4: Zn concentration of seven samples consisting of 5 layers. ICP-OES values, 3D
Micro-XRF values and relative and absolute deviations.
denote the deviations of layers with nominal 0 % ZnO.
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4.3 Discussion of the reconstruction procedure

material (in general 20 — 30 %) and excellent in the case of stratified polymer samples
(Zn concentration ~ 5 %, layer thickness < 15 %). In the following some characteristics
of the method and the reconstruction procedure will be discussed.

The overall detected intensity of a confocal measurement is lower than when using
Micro-XRF. Due to the restricted probing volume, the investigated mass is small. One
may consider this as a measurement of a layer with a thickness of ~ 20 um. In addition,
the solid angle of detection is limited by the acceptance of the capillary lens in front of
the detector. Finally, the transmission of these lenses usually is below 20 %.

A quantitative reconstruction algorithm is used for the determination of the weight
fractions. Mathematically, the main procedure for the reconstruction is a deconvolution.
The depth profiles of all visible elements are fitted simultaneously. Errors in the deter-
mination of one fit parameter will affect all others. When taking another look at the
analytical model (equation 3.35) we find numerous sources for errors:

k—1 . 2
[0)) _ _ (Flin koY)
B(y) = TS g | [ ¢ Pt | s S (4 )
k j=1

< lers dy + mm,ka;‘j —T\ er f dp—1+ ﬂzm,kff; -
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1. ®g: The knowledge of the excitation intensity relies in the measurements on the
use of a calibrated ionization chamber, which can be considered precise.

2. op: The fluorescence production cross section is as precise as the used fundamental
parameter data base. A compilation based on data collected by Elam et al.[ERS02]
is used throughout this work.

3. n and oy: The calibration parameters show uncertainties in the range of 10 - 15 %
mainly due to inhomogeneities of the used reference standards.

4. jin: The error of the effective linear mass absorption coefficient, see equation
2.34, is composed of the error of the determination of the excitation and detection
angles, the error of the mass attenuation coefficients, the error of the density of
the sample and the error in the weight percent of the elements.

5. dp and p;: The two fit parameters are dependent on the initial values supplied
for the fit. The complexity of the analyzed sample and its density complicate the
reconstruction. Errors in the layer thickness directly influence the validity of the
computed local densities of following layers.

The two presented examples in this chapter already illustrate the last statement. The
reconstruction is excellent in the case of the polymer samples. The samples have a low
density and therefore small absorption effects. The Zn Ko radiation can be collected
throughout the whole samples. Only one element is fitted, which simplifies the deconvo-
lution considerably. In case of the glass reference samples fluorescence could be obtained
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4 Reconstruction of thickness and composition

only as far as penetration and information depth reached for the different fluorescence
energies. The simultaneous fitting of thirteen elements made the fitting more time-
consuming. More complex systems introduce higher uncertainties in the reconstruction
process.

Real experimental samples are far more complicated than these two reference samples.
They may not exhibit a layered structure with sharp boundaries, many elements might
be present, the density of the sample may lead to total absorption of one element, thus
making a reconstruction in deeper parts impossible.

Initial values for the local densities do not influence the reconstruction considerably.
Only for trace elements in complex systems uncertainties of up to 50 % may be en-
countered. The number of layers and the initial values for the layer boundaries on the
other hand are parameters, which must be chosen carefully, especially as errors in layer
thickness directly influence the calculated transmission of the considered layer. As a
control for these parameters the fit can be judged visibly. The computed data must
fit to the measured data, but additional plausibility criteria can be taken into account.
For example, negative values must be excluded or thicknesses must not be considerably
smaller than the resolution of the setup. Each sample must be treated individually re-
garding fitting procedure and evaluation of results. Just computing the y2-value of the
least square algorithm is therefore not sufficient, but monitoring the fitting procedure
is mandatory. This renders the quantification of 3D Micro-XRF depth scans into a
labor-intensive task, which needs human supervision.

In order to meet the needs of a variety of samples, following fitting routine options
could be used:

e Local densities or concentrations can be fitted.
e Layer boundaries may be fixed or fitted.

e The overall density may be fixed or an additional fitting parameter (fluorescence
or scattering).

e The dark matrix composition derived through additional measurements can be
implemented as fixed values or it can be calculated after each iteration, if the
exact stoichiometry of the layer is known (f.e. Oxides).

e The depth profiles can be weighed according to their intensity, or all elements can
be fitted with equal weight.

e The fitting of minor and major elements can be done as a sequence in order to
derive layer boundaries which are not so obvious through visual examination.

Best results are obtained when a flexible fitting strategy is applied adjusted to the ob-
ject at hand. The algorithm works the more stable the fewer fitting parameters are used.
Thus, successively fitting different parameters has proved to be useful. Following fitting
options are implemented with py the total density of layer k, dj its layer boundaries and
Wik, Pik the weight percent and local density of element i in layer k, respectively:
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4.3 Discussion of the reconstruction procedure

fitted parameters fitted profiles layer boundaries  fixed matrix density
0 dx fluorescence or scatter fitted dark or total fixed or fitted
1 px scatter fixed total -
2 pr + di scatter fitted total -
3 Wik fluorescence fixed dark fixed
4 wip + di fluorescence fitted dark fixed
5 wir + dr + pr fluorescence fitted dark fitted
6  wir +di + px fluorescence + scatter fitted dark fitted
7T pik fluorescence fixed dark fixed
8  pik + di fluorescence fitted dark fixed
9  pik+di + pr fluorescence fitted dark fitted
10 pip + di + pr fluorescence + scatter fitted dark fitted

Table 4.5: Fitting option implemented in the computation program.

Table 4.5 must be read as follows. Fitting option 2 means, that the Compton and
Rayleigh depth profiles of a scan are fitted with layer densities and boundaries as fitting
parameters. Concentrations of all elements must be given in advance as fixed values.
Fluorescence and scatter profiles are fitted in option 10 with local densities, layer den-
sities and boundaries as fitting parameters. Only the local densities of the dark matrix
elements must be known. Fitting options can be interactively employed by the user, and
thus, optimally adapted to the investigated sample. If for example only trace elements
of a sample can be measured by 3D Micro-XRF and the dark matrix is well character-
ized as for parchment samples, a fitting strategy can be the fitting of density and layer
boundaries (option no. 2) with the known dark matrix composition and then fitting the
elements as local densities (option no. 7). This strategy is not feasible for samples with
less dark matrix, where a combination of fitting option 4, 5 and 6 may be practicable.

In comparison to Micro-XRF, the quantification is more laborious and the results
are less accurate. Nevertheless, 3D Micro-XRF as a tool for the investigation of strati-
fied materials is an alternative, if sectioning of the sample has serious disadvantages or
nondestructive characterization is the only option. For many scientific issues from art
and archeology, geology, biology, or materials science, relative concentration profiles or
quantitative analysis with lower precision provides valuable and important information.

Application example: car paint

The investigation of car paint is a good example for the possibilities as well as limitations
provided by the quantification program as the layered structure is well characterized and
the layers have sharp boundaries. Figure 4.10 shows a light microscope picture of a cross
section of a red paint, embedded in an epoxy resin. The different paint layers are clearly
distinguishable.

The first layer (1.) is a clearcoat which is composed mainly of acrylates, i.e. no
fluorescence can be detected with 3D Micro-XRF. The second layer (2.) is the basecoat
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4 Reconstruction of thickness and composition

epoxy resin substrate

Figure 4.10: Light microscope picture of a cross section of a red paint with 200 times
magnification. The different paint layers are clearly distinguishable.

layer with the color-giving constituents. A primer layer (3.) made of a polyester matrix
with additives like BaSO4 and TiOs follows. Next is a epoxy resin coat (4.) followed by
a zinc coating (5.). The substrate is steel mainly made of Fe.

This layered structure can be seen in the depth profile of this sample, also, see figure
4.11. The scattering profiles are very important in this example, as the first layer cannot
be discerned by fluorescence measurements. Without the knowledge of the thickness and
density of this layer, the reconstruction of all following layers can only be incorrect due
to incorrect absorption correction. In this case, the fitting strategy employed was first
the fitting of the scattering profiles in order to obtain the layer boundaries (option 0)
and the subsequent fitting of the fluorescence profiles with option 7 in order to obtain
the local densities of the elements. The fitting of local densities was feasible because the
dark matrix and density of the layers is well characterized.

Figure 4.12 shows the reconstructed weight percent values of two different car paints,
the red paint in the left graph and a blue paint for comparison in the right graph. In case
of the quantification of the car paint samples it is only meaningful to reconstruct the
composition of layers 1 through 4. The zinc coating with a density of 7.14 g/cm?® does
not allow reliable quantification because of the high absorption of radiation. Layers 5
and 6 are only displayed for the sake of completeness. In section 4.2.2 the dynamic range
proved to be 60 in case of 40 um thick layers. Here, the dynamic range is smaller due
to the smaller thicknesses. This is the reason for the big uncertainties of f.e. Zn in layer
4 and Ba in layer 2. Values must be understood as semiquantitative. The comparison
of the two paints shows that the layered structure is very similar in both cases, with the
main difference being the presence of Ti in the blue paint. The coloring elements are Cu
and Fe for the blue and the red paint, respectively.

Table 4.6 shows the reconstructed layer thicknesses obtained by 3D Micro-XRF as
well as the values obtained by light microscopy, see figure 4.10. The first layers show
deviations as expected. The deviations increase with increasing depth. In this case
this has two different reasons. Errors in the dark matrix which was provided by the
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Figure 4.11: 3D Micro-XRF scan of the red paint sample of figure 4.10. The dotted gray
lines symbolize the layer boundaries qualitatively.

manufacturer add up when reconstructing deeper layers. Additionally the difference in
detected overall fluorescence intensity between layers 3 and 4 is more than 1 order of
magnitude, which limits the dynamic range.

This example proves the possibility to reconstruct the composition and thickness of
layered structures with as many as 5 layers without sectioning. The results are semi-
quantitative due to the presence of an elemental Zn-layer which complicates reconstruc-
tion due to high absorption and dynamic range problems. The additional analysis of
scattered radiation should in any case be included in the fitting routine, especially when
dealing with samples with possible layers without fluorescence elements as the clearcoat
layer (layer 1) in this example.
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Figure 4.12: Left: Reconstruction of the weight percent values of the scan of figure 4.11.
Right: For comparison a reconstruction of a blue car paint is shown.

no of layer thickness / um deviation / %

light microscopy 3D Micro-XRF

1 36 36 0
2 11 13 16
3 32 22 32
4 24 31 28
5 7 5 26

Table 4.6: Layer thickness values obtained by light microscopy and 3D Micro-XRF.
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This chapter deals with the use of quantitative 3D Micro-XRF for archaeometric appli-
cations. Archaeometry is the application of scientific techniques and methodologies
to archaeological objects. Due to their value, many cultural heritage samples have
to be analyzed non-destructively. Thus, X-ray techniques have proved to be useful
tools for the elemental analysis and characterization of many different kinds of sam-
ples, like paintings|CCBT04, FRJT02, DJST08, KvBMO00], metals [GC98] or manuscripts
[HMKBO04], even leading to specialized spectrometers [BRB*01]. The possibility of depth
resolved measurements by 3D Micro-XRF is in this context especially interesting because
sampling, sectioning or preparation of the object is not necessary.

3D Micro-XRF as any analytical technique has its advantages and limitations. In
the following three sections it becomes apparent, that a combination of methods is
always the best way to deal with a real analytical question. In the first presented
example, it was possible through additional Micro-XRF measurements to make corrosion
phenomena in a historical art object visible. Micro-XRF was in this case used in order to
extend the range of detectable elements. In the second application example, 3D Micro-
XRF measurements on parchment proved to give essential insights into the variations of
composition and density inside the samples. With this gained knowledge, measurement
strategies involving Micro-XRF were developed. The last investigation concerning a
glass object from the 14th century highlights the capabilities of 3D Micro-XRF with
X-ray tube excitation. A specific art historical question could be answered without the
need for a full quantification.

5.1 Reverse paintings on glass

The objective of the first presented study was to gain insight into aging and corrosion
processes in historical glass artifacts. Within a collaboration with the group of Dr.
Oliver Hahn of the Federal Institute for Materials Research and Testing (BAM) we had
the opportunity to investigate a reverse-glass painting of the virgin Mary from the 19th
century. Results of this work have been published in [KMM™08].

In contrast to stained glass the paint of reverse-glass paintings is applied onto the
smooth surface without successive firing. It is applied from the backside with the inten-
sion to view the painting through the glass. This has the effect of intense and shining
colors. Popular during the 15th and 16th century, reverse-glass paintings were replaced
in the 19th century by cheaper colored prints.

The low adhesion between oil- or resin-containing colors and the glass is one of the
causes for degradation phenomena in reverse-glass paintings. Especially in addition with
glass corrosion the objects are in danger to loose their decoration. This mechanisms of
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"loss of adhesion’ is connected to the formation of a depletion layer between paint and
glass.

The investigated object shows serious damage phenomena like the delamination of the
paint, resulting in parts in the total loss of the decoration. 3D Micro-XRF was used in
this application as a means for the destruction-free investigation of potential corrosion
layers between paint and glass. Depth profiles of mobile elements, such as K or Ca, are
particularly of interest as a proof of corrosion.

Prior to the investigation with 3D Micro-XRF the glass matrix was characterized with
the Micro-XRF spectrometer described in section 2.4.1. Table 5.1 shows the quantifi-
cation values for the glass matrix, which proved to be potash glass. The concentration
values have uncertainties of about 10 %, oxygen, sodium, magnesium and aluminum
constitute the dark matrix for Micro-XRF and their concentration values have been
obtained through a previous SEM-EDX investigation.

element concentration element concentration
/% / %
O 44.5 Si 31.6
Na 0.73 P 0.24
Mg 0.25 Cl 0.33
Al 1.13

Table 5.1: Concentration values for non-detectable elements with 3D Micro-XRF
obtained by Micro-XRF. The values for oxygen, sodium, magnesium and
aluminum have been obtained through a previous SEM-EDX investiga-
tion.

The 3D Micro-XRF measurements were performed at the mySpot beamline, see section
2.4.2. The calibration with an excitation energy of 19 keV of figure 4.4 was used, thus,
with a FWHM of about 23 um at 10 keV. The object was measured from the painted
side. Four depth scans on spots without paint, i.e. where the paint had already lost its
adhesion, two scans on blue paint and one scan on brown paint were conducted with live
times of 600 s per spectrum and step widths of 4 - 5 pum.

Figure 5.1 shows the net peak depth profiles of a group of selected elements of one
glass scan (left) and one scan on blue paint (right). The points are the measured net
peak intensities and the solid lines correspond to the intensities computed with the
quantitative fit.

For the fit of the scan on the glass, the object was assumed to have two layers, a
thin corrosion layer and the bulk. The density of the glass bulk was known to be
~ 2 g/cm?, so the Micro-XRF values were multiplied with this density and implemented
as dark matrix. The layer boundaries and the local densities of the elements were the
fit parameters (option 8 in table 4.5). The resulting overall density of the sample was
composed of the density of the dark matrix plus the density of the fitted elements. The
fit of the concentrations was implemented as fitting of Oxides, that is, in each iteration
the oxygen concentration was modified according to the modified elemental composition.

78



counts/ a.u.

5.1 Reverse paintings on glass

WV Fel30
® zr
@ Pb/250

1.8x10° 4 I 1.2x10°

1.5x10° 4
I 9.0x10°

1.2x10° 4

;
9.0x10° - 6.0x10

6.0x10° .
- 3.0x10°

3.0x10° 4

0.0

0.0 4=

position/ um position/ um

Figure 5.1: Left: Intensity depth profiles of the elements in the glass without any paint
layer. Right: Intensity depth profiles of the elements in a blue paint layer
and in the glass. The solid lines represent in both graphs the corresponding
fits of the reconstruction algorithm. In order to depict the intensity profiles
of Pb, Hg and Fe in the same graph they have been divided by the factors
250, 5 and 30, respectively.

The best fit to the data was obtained by assuming a diffusion layer on the surface
of the glass of around 5 - 10 um followed by the bulk glass. In this layer the local
densities of all non-matrix elements are significantly smaller than in the bulk glass. The
uncertainty of the results for the elemental concentration of the bulk glass due to the
absorption from this layer are thus negligible. The concentrations of the glass bulk as
well as its density are presented in the right column of table 5.2.

The analysis of the scan on the blue spot (right graph in figure 5.1) indicated a three
layer system, composed of paint layer, diffusion layer and glass matrix. The presence of
Fe, Pb, Hg and traces of Cd in the paint layer suggested the presence of Berlin Blue, Lead
White, Cinnabar and Cadmium Yellow, respectively. As binding media poppy-seed oil
was assumed, which consists of stearic acid, oleic acid, linoleic acid and glycerin. With
this qualitative information the dark matrix could be assumed as the poppy-seed oil and
the well known composition of the four paint colors (see table 5.3) could be included in
the fitting procedure of the paint layer. The elements of this layer were fitted as local
densities also, so that the density could be derived from the sum of all local densities. For
the initial concentration values of the diffusion layer and glass layer the reconstructed
values of the glass scans were used.

The best fit to the measured values of all elements was obtained by assuming following
layers: a paint layer of around 7 um, a diffusion layer of around 50 pwm, and the ‘pure’
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concentration / %

scan on blue spot glass scan
element blue paint  corrosion layer glass bulk
K 0.8 0.9 9
Ca 0.9 5 12
Ti - - 0.04
Mn 0.06 0.07 0.7
Fe 4 1 0.3
Ni 0.03 0.01 5x107*
7n 0.02 0.01 0.006
Rb 0.001 0.008 0.04
Sr 3x107* 6x10~* 0.03
Zr 0.002 0.006 0.01
Cd 0.5 - -
Ba 0.3 0.04 0.1
w - - 0.009
Hg 0.2 0.07 -
Pb 53 8 0.04
Density/ g/cm® 5.8 1.8 2.2

Table 5.2: Weight percent values for two layers of a depth scan on a blue paint
spot and glass matrix values obtained through four scans on pure
glass spots.

color chemical formula
Lead White 2 PbCO3-Pb(OH)2
Berlin Blue Fey[Fe(CN)g)s
Cinnabar HgS
Cadmium Yellow CdS

poppy-seed oil C17H35COOH + C17H33COOH + 7 - C17H3:COOH + C3Hs(OH)s

Table 5.3: Chemical formula of paint colors and binding media in the paint layer
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5.1 Reverse paintings on glass

glass bulk. The weight percent distribution of the six elements depicted in the left
graph of figure 5.1 is presented in figure 5.2. The presentation as a bar graph gives
an impression of the principal weight percent distribution in the three assumed layers,
but it does not reflect eventual variations inside these layers. The concentration of all
elements measured in layers one and two are given in table 5.2 (blue paint, corrosion
layer). Additionally, the overall densities of the layers are displayed.

Weight percent
Weight percent

Figure 5.2: Reconstructed weight percent distribution of the elements Mn, Fe, Rb, Zr,
Hg and Pb corresponding to the intensity depth profiles depicted in the right

graph of figure 5.1.

Uncertainties for the composition in table 5.2 range between 8 % for elements with
higher fluorescence energies up to 25 % for elements with lower fluorescence energy
like Mn. Elements with fluorescence energies lower than 5 keV show a spread of up
to one order of magnitude. A more precise indication of errors is not reasonable as
the composition of the glass bulk varies strongly. The indicated error values serve as
estimates and are derived from the statistical spread of values of one scan reconstructed
with different initial values as well as from the statistical spread between the four scans.

Further on, the obtained results for the glass bulk of the scan on the blue spot are
not shown in table 5.2. The reason is the strong absorption due to the high density
of this layer which causes high errors for the calculated values. The strong absorption
effect is demonstrated in figure 5.3. Here, the calculated intensity ratios of the respective
fluorescence radiation from the bulk glass undergoing either the absorption of the blue
paint layer or the absorption of the blue paint layer and the corrosion layer is compared
to the fluorescence radiation without any absorption. The connecting line between the
points is for guiding the eye, only. As can be seen from the graph, even for Zr the
intensity ratio is not higher than 0.45 with respect to the absorption of both layers.

This leads to the trend, that uncertainties increase considerably with decreasing flu-
orescence energy. For example, when comparing the reconstructed glass bulk values
for strontium (Sr Ka fluorescence line at 14.014 keV), the values have a deviation of
only 23 %, while the deviation for manganese (Mn Ko fluorescence line at 5.894 keV)
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is higher than 600 %. Hence, for comparison of the elemental concentration in the blue
paint layer, in the corrosion layer, and in the bulk glass the data of the four scans on
the ‘pure’ bulk glass were taken into consideration.
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Figure 5.3: Calculated intensity ratios of the respective fluorescence radiation from the
bulk glass undergoing either the absorption of the blue paint layer (black
squares) or the absorption of the blue paint layer and the corrosion layer
(red dots) compared to the fluorescence radiation without any absorption.
The connecting line between the points is for guiding the eye, only.

The results concerning the art historical questions can be summarized as follows. The
main coloring constituent in the blue color is Berlin Blue and the ratio of Berlin Blue to
Lead White is about 1 : 5. Further on, a comparison to the intensity profiles obtained
from the ‘pure’ glass shows that Pb and Hg must have migrated into the glass. The glass
bulk contains only a small amount of Pb and no Hg at all. This is supported by the
weight percent distribution of the two elements in figure 5.2. Their weight percent in the
corrosion layer is significantly different to the one in the glass bulk. On the other hand,
the weight percent distribution of Mn, Rb, and Zr clearly shows that depletion in the
diffusion layer has taken place. Also for Fe, enrichment in the corrosion seems to have
taken place. However, the evaluation for Fe is more complicated as it occurs in both
layers, in the paint layer as well as in the bulk glass. Therefore, a reliable conclusion for
the corrosion layer can not be drawn in this case.

In general, the quantification for these kinds of objects is a difficult task due to their
inhomogeneity. This is even more complicated when strong absorption occurs. In the
case of the investigated reverse-glass painting, the lead white in the paint layer is one
main reason for the strong absorption effects. Therefore, it is a good test object for the
usefulness of 3D Micro-XRF for archaeometric investigations as lead white can be found
in almost every painting. In view of these obstacles the results of our reconstruction
algorithm should be regarded as semi-quantitative, only. The same holds for the recon-
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structed thickness values, because the algorithm was developed for real layered systems
without taking concentration gradients into account. Hence, the thickness for the diffu-
sion layers has to be considered as an indication for its order of magnitude. Nevertheless,
the results are significant enough to draw conclusions on the corrosion mechanisms.

It is well known, that Rb and Sr are part of the glass matrix, just like K and Ca.
Although there are differences in the chemical properties of these elements, they react
similar because they belong to the same chemical groups. One may conclude from the
diffusion of Rb and Sr, that K and Ca were subject to a diffusion process as well, even
if they could not be measured directly. Assuming that an acidic material was used
as binding media in this object, we suppose that a corrosion process beginning at the
glass/binding media was initiated.! The changes in elemental concentrations confirm
our assumption.

Lead and mercury ions have migrated into the glass matrix originating from the paint
layer (Lead White and Cinnabar dispersed in oil) whereas lighter elements such as man-
ganese decrease in the corrosion zone. The depth profile of lead and mercury within
the glass reflects the dissemination of the corrosion process. Here, the dissemination
of mercury is more remarkable than the one of lead, because of the insolubility of the
Cinnabar pigment.

Summary

In this case study, 3D Micro-XRF spectroscopy was used in order to investigate cor-
rosion processes at the interface paint/glass of a historical reverse painting on glass.
Without sectioning or sampling of the object it was possible to reconstruct the elemen-
tal composition of the object into the depth of the sample. Although the analysis must
be considered semi-quantitative, the art-historian question could clearly be answered.
In this particular object, a corrosion layer has formed between glass and paint with
altered elemental composition, due to diffusion processes from the paint into the glass.
Additionally, for the first time it was shown that 3D Micro-XRF analysis is a well suited
tool for archaeometric investigations due to its non-destructiveness and the fact, that no
similar reference samples are mandatory.

Tt is well known, that for non-covered glass surfaces an alkali-depletion within the glass matrix can
initiate a corrosion process. The depletion is usually correlated with a formation of ‘gel layers’, which
is due to action of acid hydrolysis.
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5.2 Dead Sea Scrolls

In the last section the quantification of 3D Micro-XRF measurements was presented. In
combination with Micro-XRF the detectable range of elements was extended in order to
gain information about the dark matrix. For the investigation of the next application
example, additional information was derived through the analysis of the scattered radi-
ation of the 3D Micro-XRF measurements. This addition to the analysis strategy gives
insights into the density variations of inhomogeneous samples as well as an impression
for possible dark matrix changes.

An international research campaign on the investigation of the Dead Sea Scrolls was
launched a couple of years ago, initiated by Ira Rabin (Jewish National and University
Library, Jerusalem, Israel and BAM). Different research facilities are involved using
various experimental techniques in order to answer a variety of archaeological questions
[HWK™*07].

The Dead Sea Scrolls are a collection of hand-written manuscripts found in the North
West corner of the Dead Sea, in caves close to the archaeological site Qumran, and are
dated to 2nd B.C.E. to 68 C.E. Fragments of more than 800 papyrus and parchment
scrolls were found in caves in diverse states of degradation. A few scrolls were found in
an excellent preservation state in clay jugs. Most findings were small fragments, though,
found on the floor of the caves, some in puddles of water. Today, most fragments are
highly degraded and, thus, inhomogeneous laterally as well as into the depth. The
degradation has many different causes, e.g. their age, the storage conditions, possibly
damaging restoration treatment a.s.o.. The diversity of parchment, papyrus, ink types
and scripture suggests, that this collection was not manufactured in the same place
and/or time.

The question of provenance and origin is therefore one of the main objectives of sci-
entists involved in the investigation of the Qumran scrolls. In the area around the Dead
Sea the water and consequently the air, the surrounding rock a.s.o have a remarkably
high content of Bromine, which is characteristic for this specific area. This fact renders
the differentiation of parchment which was manufactured with water from that area
from parchment from other places possible. Especially the Chlorine to Bromine ratio
has already been used for classification [HWK™T07].

The archaeological goal of the work conducted with 3D Micro-XRF was to develop
an analysis strategy, which enables classification of parchment according to provenance
and manufacturing. Additionally, the investigation of the used ink was believed to give
insight into these important cultural heritage objects.

5.2.1 Qualitative analysis

Parchment samples have a relatively small density and thickness. The small density
implies that absorption effects play a minor role in contrast to f.e. metal samples.
Information obtained by Micro-XRF is the integrated fluorescence from the whole in-
formation depth. In case of thin samples most elements can be detected throughout
the whole sample. These two facts make it feasible to obtain valuable information from
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XRF measurements even without quantification. The following section deals with purely
qualitative results.

Samples

Two kinds of fragments were provided. On the one hand a collection of about 100
samples were available. This so-called Ronald-Reed collection consists of parchment
pieces from caves of the Qumran settlement, from excavation sites close by (Nahal Hever)
and reference samples from sites further away from the Dead Sea (Murabba’at). The
collection provides an excellent overview over all kinds of parchment found at Qumran.
Additionally it allows the comparison of Qumran pieces to similarly old parchment pieces
from places close by. None of the fragments was subject to restoration procedures, thus,
excluding alteration of the fragment due to recent treatment.

Additionally, the opportunity to investigate some selected fragments from important
scrolls with ink was rendered possible. One fragment of the Tempel Scroll, one of the
Thanksgiving Scroll and two of the Scroll of Genesis Apocryphon were examined.

All investigated fragments consist of parchment, which is a thin material made from
goat skin. Parchment is distinct from leather as it is not tanned, but stretched, scraped,
and dried under tension, creating a stiff white, yellowish or translucent animal skin.
Chemically it consists mainly of collagen. Collagen is a macromolecule composed of
glycine, proline and hydroxyproline. Hence, the chemical formula can be assumed to be
CoH5NOC5H9gNOC5H19NO,. Typical densities of ancient parchment range between 1.4
and 2 g/cm?® [FMBCO00].

Measurements

All Micro-XRF measurements were performed by Timo Wolff with the spectrometer
presented in section 2.4.1. Figure 5.4 shows the concentration values of one line scan on
fragment 4Q11 (denoting sample 11 of cave 4) and one scan on a piece of the Thanksgiv-
ing Scroll. All elements, which can be measured with 3D Micro-XRF are minor or trace
elements, the dark matrix constitutes more than 98 % of the sample. The inhomogeneity
of the fragments is clearly visible.

Three-dimensional measurements were mostly carried out at the mySpot beamline (4
- 5 beamtimes: Jan07 - April08), see section 2.4.2. Additionally, selected fragments have
been examined with the compact laboratory 3D Micro-XRF setup at the TU Berlin,
described in the same section.

Altogether 114 scans on 18 samples within 5 beamtimes were examined. Tables 5.4
and 5.5 list all measurements on the investigated samples, with the number of scans, the
scan parameters and some qualitative information on the analysis. Main elements are
Ca, Fe, Sr and Br. While Br seems to be homogeneous in all samples, other elements
are enhanced at the surfaces. Figure 5.5 shows the typical depth profiles of a scan
on the fragment 4Q13. Layers with enhanced concentrations of especially Fe and Ca
can be distinguished. The profiles are not absorption-corrected, thus, the enhancement
may be equally pronounced on both surfaces. In almost all investigated samples this
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sample beamtime no of live time step width  debris notes Br net peak
scans /s / pm layers? intensity,/ -108
A43 11.07 3 100 10 no thin, 25 - 30
much Br
A44 11.07 5 100 10 ? much damage, ~2
no analysis possible
AF132 10.07 7 50 10 yes much damage!, 5 - 350
thick
AF151 10.07 4 25 10 yes thick, 15
Br hom.
11.07 4 100 10 yes thick, 10
Br hom.
M1 01.07 2 500 10 yes 0.2
03.07 4 250 7-8 yes 0.5-0.7
04.08 1 250 10 yes 8 keV
M4 11.07 1 150 10 yes 3
M9 11.07 2 150 10 yes 1.5
1Q04 03.07 6 250 17 yes treated and 5-8
untreated
1Q10 01.07 4 500 15 yes 1-1.2
03.07 4 250 10 yes much Fe 7-10
4Q2 11.07 4 100 10 yes thick 3-5
4Q11 11.07 2 100 10 yes damaged 4
04.08 3 100 10 yes 19 keV 5-6
04.08 3 100 10 yes 8 keV -
4Q12 01.07 4 475 10 yes 0.6-1.2
4Q13 11.07 4 100 10 yes 5-6
4Q28 01.07 4 500 15 ? no analysis -
possible
03.07 4 250 15 yes much Br, 4-6
very inhom.
Q5 10.07 4 50 5 yes much Br, 80 - 95
thick

Table 5.4: 3D Micro-XRF measurements at the Berlin synchrotron BESSY II, 79 scans
during five beamtimes on different spots of 14 samples of the Ronald-Reed
collection were performed.

86



5.2 Dead Sea Scrolls

concentration / %

*ii f{, {ﬁ #ﬁi“‘;f i!;!i" c;lm i{’if A%t’**n} oo ]

b N

74 ’i"!’ !—rr! --!/!

T T
0 200 400 600 800 1000 1200 1400 1600 0 200 400 600 00 1000
position / pm

position / pm

Figure 5.4: Micro-XRF line scans on the fragment 4Q11 (left) and one fragment of the
Thanksgiving Scroll(right). The samples are visibly highly inhomogeneous.

enhancement is present. These layers may originate from the manufacturing process or
the storage and aging of the fragments. In the following these features will be called
debris layers and their presence is indicated in tables 5.4 and 5.5, also. Additionally,
the mean net peak intensity of bromine is listed for a fast comparison of scans measured
within one beamtime.

With the laboratory 3D Micro-XRF spectrometer scans on samples 4Q2, 4Q13, A43,
A44, M4, M9 were conducted with 500 s live time and 20 - 30 um step width. De-
bris layers could be distinguished on all samples except A43, which is consistent with
the synchrotron measurements. With Micro-XRF numerous line scans were performed
with step widths of 70 to 200 um and 20 to 50 s live time. The samples are highly
inhomogeneous laterally as well as into the depth.

Scattering

In order to draw conclusions on the composition of the parchment, marker elements must
be found which are homogeneously distributed throughout the sample. These elements
can be assumed to be part of the parchment matrix and have not been added during
storage or transportation, but during manufacturing.

Figure 5.6 shows a depth scan on a spot without ink on one of the Genesis Apocryphon
pieces (Genesisl3). The bromine and the Compton depth profile are displayed as well
as their ratio.

The Compton profile shows, that the density of the sample into the depth varies
considerably. On the other hand it is obvious, that, although the parchment is highly
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sample beamtime no of live time step width  debris notes Br net peak
scans /s / pm layers? intensity,/ -10°
Genesis13 03.07 2 250 10 no parchment 5
03.07 2 250 4-15 no ink 5-8
04.08 1 50 7 yes parchment 5
04.08 1 50 5-10 yes ink 4-10
Genesis14 11.07 2 100 5-10 slightly parchment, 5-8
Kupferfrafl
11.07 5 100 5-10 slightly ink, 5-8
Kupferfrafl
04.08 3 50 5-7 ? very much damage!, 5-20
parchment and ink
Thanksgiving 11.07 2 100 5-10 slightly parchment, 3
very thin
11.07 5 100 5-10 slightly ink, no 3
distinction
04.08 1 50 7 ? ink spot 5
Tempelscroll 11.07 4 100 5-10 slightly parchment, 5
damaged
11.07 5 100 5-10 slightly ink, 5-10
damaged
04.08 2 50 - 200 5-10 no 8 and 2
19 keV

Table 5.5: 3D Micro-XRF measurements at the Berlin synchrotron BESSY II, 35 scans
during three beamtimes on different spots of 4 samples were performed.
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Figure 5.5: Depth scan of the fragment 4Q13 with 19 keV excitation energy, 100 s live
time, 10 pm step width. Debris layers are clearly visible on both surfaces.

inhomogeneous, Br is homogeneously distributed. The Br depth profile follows the
Compton profile, the ratio is constant throughout the parchment. This makes Br a
suitable element for the classification of the parchment.

Positioning

Figure 5.7 shows a measurement of the fragment 4Q11. The scan was conducted with
an excitation energy of 19 keV, with a step width of 10 um and 100 s live time per
spectrum. In the left graph the fluorescence profiles are depicted. The sample is very
inhomogeneous. In the right graph the bromine depth profile and the scattering pro-
files can be compared. All profiles are very similar. The agreement between Compton
and Rayleigh scattering shows, that the matrix composition of the parchment does not
change significantly into the depth, while the agreement with the Br profile supports the
statement of the latter section, that Br is a matrix constituent.

In order to find more marker elements, the sample was measured with two excitation
energies as well as from the front, the back and the side, see figure 5.8. All spectra
from the measurement on the side of the fragment were collected in the same depth in
relation to the surface. Fast depth scans were employed to guarantee this aspect. That
means, that prior to the collection of a spectrum, a depth scan with a short live time was
performed and the probing volume was positioned at a fixed position in relation to the
sample surface. The distance between this position and the sample surface was chosen
to be only a few micrometers. In this way absorption phenomena could be minimized in
order to measure elements with low fluorescence energies throughout the whole depth of
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Figure 5.6: Scatter and bromine depth profiles as well as their ratio of a scan on a
fragment of Genesis Apocryphon. Bromine is homogeneously distributed in
the parchment.

the sample.

The two excitation energies were chosen in order to effectively excite the broadest
possible range of elements, 8 keV for light elements and 19 keV for transition metals.
Figure 5.9, top panel, shows six Fe Ka-fluorescence depth profiles derived from six
different measurements. The agreement of the profiles shows the excellent reproducibility
of the positioning of the sample, even after the excitation energy has been changed. The
bottom graph of figure 5.9 shows, that chlorine is an additional matrix constituent.

5.2.2 Quantitative analysis

Quantification of 3D Micro-XRF depth profiles is a laborious task. Every depth profile
must first be evaluated qualitatively in order to obtain initial values for the number
of layers, the sample boundaries, the concentrations of the fluorescence elements in
each layer etc.. The fitting must then be judged after each iteration, as explained in
section 4.3. Additionally, it is not possible to transport thousands of fragments to a
synchrotron source. Thus, for routine analysis it is desirable to use a portable routine
analysis method. Through the analysis of selected 3D Micro-XRF investigations, ade-
quate marker elements can be found. Micro-XRF can then be used for the quantification
of these elements as will be explained in the next section. Other specific archaeological
questions can only be answered with depth resolved measurements. In such cases 3D
Micro-XRF proves to be a suitable tool, as will be discussed at the end of this section.
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Figure 5.7: Left: Depth profiles of a scan on 4Q11 with 19 keV excitation energy. Right:

Scattering depth profiles and Br depth profile.

tributed in the parchment.

Routine classification

Br is homogeneously dis-

As already mentioned, it is not feasible to investigate all fragments with 3D Micro-
XRF, especially as quantitative analysis is until now only possible for measurements at
the synchrotron. Not only are many fragments not allowed to be transported, but the
investigation of more than 800 samples cannot be done with this specialized method.
Already the qualitative analysis of the 3D Micro-XRF scans confirms the assumption,
that CI and Br are matrix constituents. Matrix elements can be analyzed quantitatively
with Micro-XRF, if the absorption is not too high. The information depth for Cl-
Ka radiation in parchment with normal detection is about 50 um, while for Br-Ka

radiation it is about 5 mm. That means, that absorption of fluorescence radiation is a

serious problem for the Cl quantification, while the bromine fluorescence is not affected
considerably by a few hundreds of micrometers of parchment. Thus, if Br values from
Micro-XRF and 3D Micro-XRF quantification agree, classification of fragments can be
done routinely with portable Micro-XRF spectrometers - even on site.

Validation

For the validation of the agreement of the two methods the quantitative example of one
scan of the Thanksgiving Scroll fragment will be shown in the following. The fragment
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Figure 5.8: Sample 4Q11 was measured on the same spot with two excitation energies
from the front, the back and the side.

was weighed, measured in order to obtain the area, a line scan with the Micro-XRF
spectrometer was conducted and a 3D Micro-XRF depth scan was performed at the
mySpot beamline. The spot for the 3D Micro-XRF scan was chosen in order to have the
best agreement with the Micro-XRF line scan.

For the evaluation of the Micro-XRF line scans the dark matrix was assumed to be
collagen. Analysis of the spectra yields area density and concentration values for all
visible elements. The quantification was done assuming a homogeneous sample of inter-
mediate thickness. This holds only for elements, which are homogeneously distributed
into the depth of the parchment, i.e. the analysis values of Fe or Ca are inaccurate. For
matrix constituents like phosphor with low fluorescence energy, the quantitative value is
incorrect because the absorption of the debris layers is not taken into account, while for
elements like bromine, where the absorption is negligible, the result must be accurate.

Nevertheless, for elements which constitute the dark matrix for the 3D measurements,
the Micro-XRF values were used. The quantification of the scattered radiation yield
then the density of the investigated sample (fitting option no 2 of table 4.5). With this
additional information the local densities of the elements can be derived (fitting option
no 27 and 8). Thickness values are obtained for possible layers and the whole sample.

Thus, for the validation of the agreement of the methods following values can be used:
the area density and the Br concentration for Micro-XRF and in case of 3D Micro-XRF
the thickness, the local density of bromine and the density of the sample.

example: area density thickness density = Br concentration Br local density
Thanksgiving Scroll / g/cm? / nm / g/cm? / ppm / g/cm?
3D Micro-XRF 150 1.12 (100) 0.000112
Micro-XRF 0.022 120

Table 5.6: Validation values for the bromine concentration in a piece of the Thanksgiving
Scroll obtained with Micro-XRF and 3D Micro-XRF
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Figure 5.9: Top: Fe depth profiles of six depth scans: 8 and 19 keV excitation energy,
measurement from the front side, the back side and along the side of the
fragment. Bottom: Cl and Br depth profiles agree, thus, Cl is also homoge-
neously distributed in the parchment.

In table 5.6 values obtained through the quantification of both methods are presented.
The local density of bromine of the 3D Micro-XRF depth scan divided by the density
of the sample leads to a concentration of 100 ppm, which is in good agreement with
the Micro-XRF value (120 ppm). The weighing measurement yields a density of 1.59
g/cm?3, which is consistent with the value of 1.47 g/cm? calculated with the area density
derived by Micro-XRF and the thickness derived by 3D Micro-XRF. The deviation to
the density value obtained by fitting the 3D Micro-XRF scattering profiles (1.12 g/cm?)
can be explained with slightly incorrect calibration values for the scattered radiation due
to micro-inhomogeneities in the glass reference samples used.

Considering the inhomogeneity of the investigated samples, the good agreement of
the Br concentration values obtained through the two methods makes it possible to use
Micro-XRF as a routine method for the analysis of the Br content in the parchment. On
the other hand, the information depth for chlorine is very small. In some investigated
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cases already the thickness of the debris layers on the surfaces is bigger than this infor-
mation depth. XRF methods are therefore not the right tool for the classification of the
Qumran fragments on the basis of the Cl to Br ratio.

Figure 5.10 shows Br concentrations for all samples investigated with 3D Micro-XRF.
Displayed are Micro-XRF quantification results (blue), 3D Micro-XRF reconstruction
values (green) and values obtained by the qualitative analysis of the 3D Micro-XRF
depth profiles (red). This qualitative examination was conducted by dividing the mean
net peak area intensity by the integral sensitivity value corresponding to the beamtime
and then normalizing all values in order to have an agreement with the quantitative
values. The displayed uncertainties are statistical values.

0.01 -1 I norm. 3D Micro-XRF net peak areas / a.u.
:I:I reconstructed 3D Micro-XRF value .
] I Micro-XRF value

1E-3 L T I

Br concentration / %

TG

Genesis13
Genesis14
Tempelscro-ll

Figure 5.10: Quantification results of all 3D measurements

The basic trends in the concentration values are reflected by all three methods. For
example the M-series fragments, which originate from Murabba’at - far away from Qum-
ran or the Dead Sea - have a considerably smaller Br content than the 4Q series. The
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differences of the Br concentration values of figure 5.10 can be explained with the in-
homogeneity of the samples. The 3D Micro-XRF depth scans were performed on spots
of the Micro-XRF line scans. As mentioned earlier, the composition of the parchment
varies considerably in one Micro-XRF line scan, see figure 5.4, therefore differences in
the quantification values must be expected. Nevertheless, figure 5.10 can be understood
as a starting point for a database for Br content in the Dead Sea Scrolls.

Specific archaeometric questions

Fragments of the important scrolls were investigated in order to find references about
provenance and manufacturing site. The three investigated scrolls differ in texture and
preservation state. While the Tempel Scroll is a very thin, bright parchment, the Thanks-
giving Scroll has darkened so much, that scripture can hardly be distinguished to the
naked eye. The peculiarity of the Genesis Apocryphon Scroll is, that the carbon-based
ink must contain copper, as Kupferfrass has begun to degrade the parchment.
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Figure 5.11: Left: Reconstruction of the scan on Genesis Apocryphon on ink shown in
the right graph.

The possibility to distinguish between parchment and ink, in order to gain more infor-
mation about writing and working habits, was one of the main goals of the investigation.
Figure 5.11 shows an example of a scan on Genesis Apocryphon where ink and parch-
ment can clearly be separated. In the right graph the depth profiles and the quantitative
fit are displayed. The left graph displays the reconstructed concentration values. Br is
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relatively homogeneously distributed into the depth of the sample, while the Fe, Cu and
Sr fluorescence intensities are higher at the surfaces. On the front side, the Cu content is
enhanced noticeably, where the Cu containing ink was applied. The ink has penetrated
into the parchment, forming an ink/parchment layer of about 100 pm.

In the case of the other two scrolls, the differentiation between ink and parchment
cannot be done. All trace elements are present in the ink as well as in the parchment and
density differences cannot be distinguished. As a result the parchment and the ink must
have been made with water with a comparable fingerprint concerning trace elements.
The conclusion can therefore be drawn implicitly, that they were manufactured under
similar conditions and maybe even in the same area.

The classification of fragments concerning their absolute Br concentration and the
additional information about similarities between the composition of the ink and the
parchment can be interpreted as a starting point for further investigations. In the con-
text of the international cooperation, 3D Micro-XRF has proved to offer new analytical
possibilities because it renders non-destructive depth resolution feasible.

Summary

In this presented case study, fragments of the Dead Sea Scrolls were investigated in
order to gain insight about manufacturing technique and provenance. Dealing with these
priceless cultural heritage objects, the non-destructiveness of the method was mandatory.
The fragments are very complex analytical samples, as they are heterogeneous laterally
as well as into the depth, and because no adequate reference samples exist. Through
the analysis of fluorescence and scattered radiation of 3D Micro-XRF measurements, the
elemental composition as well as density variations throughout the whole depth of the
samples are accessible. Debris layers can clearly be distinguished from the parchment, in
some cases a differentiation of ink to parchment can be performed. 3D Micro-XRF allows
a quantitative view into the inside of the fragments and can, thus, help to understand
the nature of these fragments. And this understanding is a first step for classification
and the development of conservation strategies.
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5.3 Black enamel

As an example for the usefulness of qualitative analysis with a laboratory 3D Micro-XRF
spectrometer, measurements on another reverse painting on glass will be discussed in
this section. In the presented historical glass object 'Liineburger Meditationstafel’ of the
14" century, see figure 5.12, black enamel was used as a contour color. Black enamel
(’Schwarzlot’) consists of pulverized lead glass that is colored with iron oxide and/or
copper oxide in an organic binder (e.g. gum Arabic). The art historical question in this
particular case concerned the production technique, more specific the differentiation
between cold painting and stained glass techniques.

Figure 5.12: Investigated glass object 'Liineburger Meditationstafel’ of the 14"

(National Museum, Schwerin)

century

The technique used for reverse painted glass is similar to stained glass. Glass is the
substrate material in both cases; in reverse paintings the glass is decorated with pigments
in organic binding media (so-called cold-painting), while stained glass is decorated with
enamels that are fired onto the glass. While black enamel is typically used for the
contouring in stained glass, its use in reverse-paintings on glass would be technologically
a combination of stained glass materials with cold-painting application. This would
make reverse painting on glass a mixture of both techniques that develops into a genre
of its own.

Micro-XRF and laboratory as well as synchrotron 3D Micro-XRF measurements were
utilized for this particular archaeological question. All laboratory 3D measurements
were conducted by Kathrin Lange in the course of her diploma thesis [Lan08], where
the experimental details are given. Micro-XRF measurements were performed by Timo
Wolft [Wol09].
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5.3.1 Reference measurements

In order to be able to differentiate between cold painting and stained glass, two reference
glass objects were manufactured by Hans-Jorg Ranz of revertro [http://www.revertro.eu/|.
On two glass slides commercially available black enamel (Heraeus type 04889) was ap-
plied. While on sample VP1 the enamel was left to dry, sample VP2 was fired for 30
minutes at 700° C, see figure 5.13.

Figure 5.13: Reference glass objects. VP2 was fired after application of the paint.

The visible differences were investigated with the compact 3D Micro-XRF spectrome-
ter described in section 2.4.2. Depth scans were conducted on the backside of the object,
on the front side and on spots with black enamel. While quantitative analysis is not yet
feasible, see section 3.4, qualitative information could be derived.

Figure 5.14 shows four depth scans on spots on the front and backside of the two
reference samples. The depth scans on the front and backside of VP1 (not fired sample)
and the backside scan on VP2 (fired sample) are similar, while the depth scan on the
front side of VP2 shows significant changes due to the burning process.

Lead glass has a low melting temperature (=~ 900° C, transition temperature ~ 470° C)
compared to other glasses. During the burning process the lead glass in the black enamel
melts and glass and black enamel fuse together. In this example, additionally copper and
zinc have diffused due to the melting of the lead glass from the black enamel laterally
into the surrounding glass. The information depth for Pb-La fluorescence radiation with
a detection angle of 45° in a SiO, matrix and a density of 2.2 g/cm? is ~ 200 pm, for
Zn Ka and Cu Ka only ~ 100 um. Due to the relatively low depth resolution of the
setup, it is not possible to determine whether the element from the black enamel have
diffused into the depth also, though the concept of directed diffusion might be unlikely.
The diffusion has not penetrated to the backside of the object.
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Figure 5.14: Depth scans on the reference samples of figure 5.13 performed with the
compact 3D Micro-XRF spectrometer. The depth scans on the front and
backside of VP1 (not fired) and the backside scan on VP2 (fired) are similar,
while the depth scan on the front side of VP2 shows significant changes due
to the burning process.
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Figure 5.15: left: Depth scan on VP1, note the downscaling of lead. right: depth scan
on VP2. Main elements of the black enamel are Pb, Co, Mn, Zn. Firing of
the object changes the ratio of Pb to the other elements.
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Fluorescence elements in the glass are Ca, Fe, Rb and Sr, while the black enamel
additionally contains Cu, Zn and Pb. Measurements on spots with black enamel show,
that Mn and Co are enamel constituents, see figure 5.15.2

The measurements of the front side of VP2 have shown, that Pb, Cu and Zn have
migrated from the black enamel into the surrounding glass, see figure 5.14. The other two
black enamel components Co and Mn must not be considered as mobile elements. The
change of ratio between Pb and Co in the scan of figure 5.15 confirms this assumption.
While the ratio of Pb:Co before the burning process is 5:1 (VP1) it changes to 3:2 for
VP2.

The differentiation of layers in this case is rather difficult due to the high absorption
of the black enamel layer. Especially in the case of VP1, where the lead content is
three-times higher than in the case of VP2 the fluorescence intensity of the glass ele-
ments is very low. In principle the differentiation should be possible as demonstrated
in figure 5.16. Based on the values of figure 3.13 on page 53 the succession of fluo-
rescence intensity occurrence is plotted as a function of the difference of FWHM for
the respective fluorescence energies. That means, that the difference of the FWHM of
the probing volume between the Ca Ka fluorescence line and Mn Ko fluorescence line
(=~ 2.6 pm) is plotted as the distance between the rise of their intensity. The thickness of
the lines corresponds to the respective uncertainties of the FWHM measurements. The
left graph demonstrates a system of 10 wm black enamel on glass and the right graph a
homogeneous system, where black enamel has completely melted into the glass.

In section 3.2.1 the simulation example showed, that the ratio of difference in FWHM
is reflected in the succession of fluorescence intensity occurrence. That means, that the
ratio of the distance between the occurrence of the fluorescence intensity of f.e. Ca to
Fe to Sr is analog to the difference of the width of the probing volume for Ca to Fe to
Sr. For a molten black enamel layer the succession of fluorescence intensity must be
according to the fluorescence energy of the elements. In case of a black enamel layer,
the succession is changed. The succession of occurrence or the difference between the
occurrence of the elements are, thus, evidence for a layered system.

In this case conclusions have to be drawn very carefully, because all glass elements
have a very low fluorescence intensity and high statistic errors are responsible, that Rb
and Sr fluorescence cannot be used in case of VP1. This leaves only Ca as a marker for
the glass, which has a comparably low fluorescence energy and is thus also considerably
effected by absorption.

Figure 5.17 shows the normalized depth scans of figure 5.15. The succession of fluo-
rescence occurrence of the scan on VP2 (right panel) is similar to the model of a molten
black enamel layer (right graph of figure 5.16). The depth scan on VP1 (left panel)
shows a changed succession. The intensity of the Ca Ka line rises after all other fluo-
rescence intensities, although the probing volume is biggest for the energy of this line.
Additionally, the distances between the rises of intensity of the other elements do not

2Cu, Fe and Pb are expected to be present in historical black enamel. In this case, though, Mn, Co
and Zn show remarkably high fluorescence intensities. As the fluorescence energies of these elements
are similar, i.e. the sensitivity of the setup for these elements is comparable, they must be major
components of the commercially purchased black enamel.
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Figure 5.16: Succession of elements for a system of 10 um black enamel on glass (left)
and a one-layered system, where black enamel has completely melted into
the glass. The thickness of the lines corresponds to the uncertainties of the
FWHM measurements.

show the expected relation as if one layer would be assumed. Thus, for the not fired
reference sample (VP1) a layered system can be assumed.

Measurements show, that the black enamel (Heraeus type 04889) which was purchased
as a historical glass color contains the main elements Pb, Co, Mn and Zn and smaller
amounts of Fe and Cu and is, thus, not authentic. When burning the glass object,
the lead glass powder melts into the glass matrix. Cu and Zn seem to be very mobile
elements, which migrate laterally into the surrounding glass when heated, while Mn and
Co could not be detected on spots without visible black enamel. A differentiation of
cold painting (VP1) and stained glass (VP2) could be conducted. Following facts are
evidence for the firing of the glass object in this case:

1. Pb and other enamel components (Cu and Zn) can be detected on spots without
visible black enamel.

2. The ratio of Pb fluorescence to fluorescence of other enamel components (Mn, Co)
changes due to different mobility.

3. The succession of occurrence of fluorescence intensity of elements is comparable to
a one-layered system.

Important to note is, based on section 5.1, that diffusion processes can also be respon-

sible for similar changes in historical glass objects. In case of an object, where glass and
black enamel compositions are not known in advance, the first two factors cannot be
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Figure 5.17: Normalized depth scans of figure 5.15. The succession of fluorescence occur-
rence of the scan on VP2 (right panel) is similar to the model of a molten
black enamel layer (right graph of figure 5.16). The depth scan on VP1 (left
panel) shows a changed succession, thus, a layered system is probable.

applied for a differentiation. The third factor, though, is a criterion for the distinction
between cold painting and stained glass.

5.3.2 Measurements of the ’'Liineburger Meditationstafel’

This principle distinction criterion should help to evaluate historical objects, in this study
the 'Liineburger Mediationstafel’. In the following, measurements with the compact
laboratory system and with the synchrotron setup are presented.

Laboratory measurements

Measurements on a fragment of the ’Liineburger Meditationstafel’ were conducted with
step widths of 10 um, live times of 50 to 100s and 50 kV / 600 pA as X-ray tube settings.
It was impossible to measure spots on the not painted side of the object, but depth scans
were performed, see figure 5.18, on black enamel spots (right panels) and glass spots (left
graphs). The bottom graphs are normalized to 1 in order to depict the succession of
elements.

The normalized glass scan (bottom left) shows a one-layered succession of elements. By
comparison with the bottom right graph, where the normalized profile of a black enamel
spot is depicted, the black enamel constituents can be derived. The enamel contains Pb,
Fe, Cu and Zn. Each of these elements is detected also in the scans on glass spots. This
is not evidence for migration processes, as the glass matrix might contain these elements.
The ratio of fluorescence for the black enamel components cannot be compared in this
case. The only factor that can differentiate between cold painting and stained glass is
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Figure 5.18: Depth scans of a glass spot (left) and a black enamel spot (right) obtained
with the compact 3D Micro-XRF spectrometer. The bottom graphs are
normalized to 1 in order to depict the succession of elements.

the succession of the occurrence of the intensity of the fluorescence elements in the depth
profiles. The succession of occurrence of elements in the bottom right panel of figure
5.18 is not according to the fluorescence energies of the elements. While the succession
of Ca, Mn, Rb and Sr is comparable to the glass scan, the position of the black enamel
constituents is shifted to the front. This fact is an indication for a layered system, thus,
a confirmation for the assumption that the object has not been fired after application of
paint.

Synchrotron measurements

In order to validate this assumption, the piece was additionally measured at the mySpot
beamline of BESSY II. Depth scans on glass spots and black enamel spots were conducted
with 50 s live time and step widths of 5 um. The quantification of one scan on a black
enamel spot will be discussed in the following.

In order to obtain the dark matrix of the glass and the black enamel, Micro-XRF
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Oxide black enamel glass matrix

concentration / %

SiO9 - 37.5
P,0s5 - 44
K>O 5.6 10.8
CaO 3.0 15.8
MnO 0.2 0.6
F6203 0.6 0.3
CuO 1.6 0.03
ZnO 0.06 0.02
Rb2O - 0.02
SrO - 0.05
BaO 0.02 0.1
PbO 9.8 0.04

Table 5.7: Concentration values of Oxides of the black enamel and the glass matrix of the
'Liineburger Meditationstafel’ derived by Micro-XRF [Wol09]

measurements with the Micro-XRF spectrometer described in [Wol09] were conducted
on the object. The glass was assumed to be a soda-lime glass (Micro-XRF dark matrix:
NaO). From the qualitative analysis of the 3D Micro-XRF measurements, the black
enamel layer was assumed to be around 10 um thick. With this information and the
assumption, that the black enamel was dispersed in a gum Arabic matrix, the Micro-XRF
spectra on the black enamel were quantified with a two-layered model. Quantification
values are presented in table refJesusTimo. Pb, Cu, Fe and Zn have been identified as
black enamel constituents, which is in agreement with the 3D laboratory measurements.?

Figure 5.19 shows one of eight depth scans. The measured data (scatter) and the
reconstructed fit (lines) are displayed and show good agreement. Two layers are clearly
visible and better separated than in the measurements with the laboratory system due
to the higher depth resolution of the setup at the mySpot beamline. The best fit was
achieved with three layers, a black enamel of about 3 pwm, a corrosion zone of about
13 um and a glass bulk layer. As 3 pum is beneath the depth resolution of the setup,
this thickness cannot be taken as an absolute value, but as an indication for a very thin
layer.

The reconstructed concentration values for the fluorescence elements are displayed in
tables 5.8 and 5.9 for the black enamel and the glass, respectively. Due to the fact, that
the Micro-XRF quantification uses a two-layer model, differences are expected in the
concentration values. The black enamel values are not affected by the corrosion layer

3Traces of Ag have been identified additionally with Micro-XRF, see table 5.7, due to a partial silver
decoration. Ag cannot be measured with 3D Micro-XRF, because its fluorescence energy for K as
well as L lines lies outside the sensitivity range.
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element

concentration / %

rel. deviation

Micro-XRF 3D Micro-XRF

4.7 12.2
2.2 6.8
0.14 <det. limit
0.40 0.49
1.24 1.99
0.04 0.05
9.1 9.4

-161
215
(100)
24
61
14
3

Table 5.8: Quantification values for elemental concentrations in the black enamel derived

with Micro-XRF and 3D Micro-XRF and their relative deviations.

The con-

centration value for Mn was reconstructed to be 5-10~2 which means that it is

below detection limit of the used spectrometer.

element concentration / % rel. deviation
Micro-XRF 3D Micro-XRF

corrosion layer bulk corrosion layer bulk
K 8.9 7.3 7.2 19 20
Ca 11.3 12.1 12.5 -8 -11
Mn 0.44 0.53 0.55 -19 -24
Fe 0.23 0.12 0.47 49 -107
Cu 0.03 0.19 0.03 -590 -4
Zn 0.02 0.03 0.02 -38 -18
Rb 0.02 0.01 0.01 13 19
St 0.04 0.04 0.05 -1 -10
Pb 0.04 0.67 0.02 -670 57

Table 5.9: Quantification values for elemental concentrations in the corrosion layer and
the glass bulk derived with Micro-XRF and 3D Micro-XRF and their relative

deviations.
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Figure 5.19: Depth scan of a black enamel spot with the mySpot beamline setup. Mea-
sured data (scatter) and reconstructed fit (lines) are displayed.

and, thus, the deviation values lie for most elements in the expected range of 20 to 50 %
as discussed in section 5.1. Higher deviations for low-Z elements can be explained by
the high absorption of the lead glass. Considering the heterogeneity of the investigated
object due to bad state of preservation, the high absorption of the black enamel layer
and the formation of the corrosion layer, the values for the glass bulk agree between
both techniques.

From the 3D Micro-XRF reconstruction it is clearly visible, that lead and copper have
migrated into the glass. The assumption of a 10 pm thick black enamel layer from the
qualitative analysis of the 3D Micro-XRF spectra is a good guess, considering the for-
mation of the corrosion layer. Other depth scans on spots with black enamel also show
diffusion zones between black enamel and glass in accordance to the results obtained
with the reverse painting on glass investigated in section 5.1. A melting process based
on the results discussed before is highly unlikely.

This example illustrates the merits and the limitations when using two complimentary
techniques. Micro-XRF as an integrating method cannot be applied to stratified sam-
ples without further knowledge of the sample, i.e. the number of layers. 3D Micro-XRF
on the other hand needs information about the dark matrix, which can be provided
by Micro-XRF. This example shows once more, that quantitative analysis is only feasi-
ble when using different experimental techniques. Nevertheless, the main result of both
techniques is the same: the sample was not fired after the application of the black enamel.
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Summary

In this presented case study, 3D Micro-XRF investigations were used to answer one
specific art historian question. 3D Micro-XRF measurements with X-ray tube excitation
and synchrotron excitation as well as Micro-XRF experiments have been performed on
a historical reverse painting on glass. Although the investigated piece is as a historical
glass object heterogeneous and the confocal measurements with synchrotron and with
X-ray tube excitation have not been conducted on exactly the same position, the result
is unambiguous. In the example of the 'Liineburger Meditationstafel’ black enamel as a
stained glass color was used in a cold painting. And this mixing of two techniques might
just be interpreted as a new art historian genre [HBH™09].

The suitability of qualitative 3D Micro-XRF with X-ray tube excitation was shown
for the differentiation of homogeneous samples as opposed to layered structures. This
possibility is an inherent characteristic of the technique and can therefore be routinely
used without the need for a full quantification. With new compact 3D Micro-XRF
spectrometers available, this fact may lead to an increasing user community and new
fields of application as synchrotron radiation is no longer mandatory.
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In this work the new method of 3D Micro-XRF was presented. Due to the use of two
polycapillary lenses in a confocal arrangement, fluorescence and scattered information
can be derived three-dimensionally from a sample. The analysis of the experimental
data yields the elemental composition into the depth of the investigated object. The
goal of this work was to develop and validate the quantification for 3D Micro-XRF in
order to render this technique into a true analytical tool.

An analytical expression for the fluorescence intensities of elements in a thick homoge-
neous sample when measured by 3D Micro-XRF was first published in [MKO05]. Therein,
a model for a three-dimensional sensitivity was presented and first ideas for a calibration
and a quantification for monochromatic excitation were formulated. In this work, these
ideas were implemented in an analysis software and validated with the help of reference
samples. The model was extended to the analysis of stratified samples. Additionally, the
possibility to use the scattered radiation was included in the quantification procedure.

One of the main assumptions for the quantification model is that the acceptance area
of a polycapillary halflens can be described by a Gaussian intensity distribution. Char-
acterization measurements of the used polycapillary lenses confirmed this assumption
and demonstrated the need for a calibration, as the transmission or spot size functions
are extremely dependent on the usage of the optic.

Numerous 3D Micro-XRF experiments were performed with two laboratory setups
and at two different beamlines of the Berlin synchrotron BESSY II. Experience was
gained concerning alignment procedures, experimental strategies as well as calibration
requirements. With this knowledge, 3D Micro-XRF could be developed into a true
analytical tool for the analysis of unknown samples without the need for similar reference
samples.

The quantification of reference material was used for the evaluation of uncertainties
inherent of this new technique. 3D Micro-XRF is well suited for the investigation of
samples with low density values due to the low absorption and the accompanying high
information depth. In the example of especially manufactured polymer reference sam-
ples (five layers - one element) the reconstruction of thickness and composition of layers
could be shown to be in excellent agreement with the manufacturers values. The recon-
struction of the composition of a thick homogeneous glass reference sample (one layer -
thirteen elements) demonstrated first analytical difficulties concerning detection limits
and absorption of low fluorescence energies. Uncertainties for the reconstructed concen-
trations range from 5 % for the polymere samples and about 20 % for the analysis of the
glass reference sample with higher discrepancies for trace and low-Z elements. Thickness
reconstruction proved to be less ambiguous with uncertainties smaller than 10 %.
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Conclusion

The analysis of more complex samples results in a more semi-quantitative reconstruc-
tion. As a first demonstration the investigation of car paint samples was discussed. The
high absorption from a pure Zn layer hinders the quantitative analysis. Nevertheless
valuable information can be derived into the depth of a sample as f.e. the layer thick-
nesses and the attribution of elements to certain layers. Scattered radiation is used in
this example for the reconstruction of a clearcoat layer with no fluorescence elements.

Application examples from the field of archacometry were presented. 3D Micro-XRF
spectroscopy as a destruction-free method has the advantage, that sampling or section-
ing of the object is not necessary. This new method has proved to be applicable to
many questions concerning cultural heritage objects. In the presented examples it was
shown, that 3D Micro-XRF has the ability to deal as a semiquantitative method with
the difficulties encountered when investigation extremely inhomogeneous samples. The
use of scattered radiation as an addition to the fluorescence information can give valu-
able information about density variations within a sample. Additionally, through the
reconstruction of the scattered depth profiles the question of dark matrix and density
can be solved to some extend.

Laboratory 3D Micro-XRF measurements were performed with X-ray tube excita-
tion. While quantitative analysis is not yet possible, first studies on the qualitative
capabilities of the systems were performed. For many relevant questions qualitative
or semi-quantitative analysis of 3D measurements yields sufficient information. A new
compact 3D Micro-XRF spectrometer shows very stable performance giving the possi-
bility of routine laboratory measurements. First quantification ideas for polychromatic
excitation have been established and a follow-up DFG project (Entwicklung eines 3D
Mikro-Rontgenfluoreszenz Laboranalysengerites) has already been applied for. In this
project, the compact spectrometer is supposed to be developed into a commercially avail-
able tool with implemented analysis software.

In general, it must be stated, that the quantification of 3D Micro-XRF measurements
in most cases demands a priori knowledge of the investigated sample. The number of
layers, the density of the layers and the elemental composition of the dark matrix must be
given in advance. The accuracy of these initial values and the complexity of the sample
influences the fitting procedure. The reconstruction procedure has to be adapted to each
sample and judged by the user interactively. Different fitting strategies can be applied
according to the nature of the sample.

In comparison to classical Micro-XRF, the quantification is, thus, more laborious and
the results are less accurate. Nevertheless, 3D Micro-XRF as a tool for the investi-
gation of stratified materials is an alternative, if sectioning of the sample has serious
disadvantages or nondestructive characterization is the only option. For many scientific
issues especially concerning cultural heritage objects, as shown in this work, relative
concentration profiles or quantitative analysis with lower precision provides valuable
and important information.

In the future, this new technique will be extended to new fields of application. The
3D Micro-XRF setup at the mySpot beamline at BESSY II already includes a nitrogen
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cold gas stream for the cryogenic fixation of specimen [KMPT07]. This feature enables
the destruction-free investigation of biological specimen. The compact 3D Micro-XRF
spectrometer will be equipped in the near future with a similar construction in order to
render biological investigations in the laboratory feasible.

Another extension of the method is the measurements of absorption characteristics
in the confocal geometry (3D Micro-XANES), thus, giving the possibility to investigate
chemical speciation three-dimensionally. First measurements with the synchrotron setup
have been conducted and the development of an analytical model has already been
initiated in our group.

The idea of confocal measurements has triggered another new experimental technique
- 3D micro proton induced X-ray emission (3D Micro-PIXE). In collaboration with sci-
entist of the Institute of Nuclear Physics, NCSR Demokritos, Athens, Greece, first mea-
surements were performed at the JoZef Stefan Institute in Ljubljana, Slovenia [KSZ107],
and the centre de recherche et de restauration des musées de France (C2RMF), Paris,
France [KKS'07]. Based on the quantification model presented in this work, 3D Micro-
PIXE measurements have already been analyzed [SKM™T09].

With the possibility to do routine experiments in the laboratory, full 3D maps become
feasible. The accompanying increase in data size will need new ways of handling. The
visualization of three-dimensional net peak intensities will be a part of the follow-up DFG
project. Clustering of data based on principal component analysis will be developed in
order to recognize structures in the depth of a sample.
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