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Introduction

X-rays have strongly influenced a large variety of scientific domains ever since their discovery
120 years ago. First experiments with primitive X-ray tubes began in 1887 with the serbian
engineer Nikola Tesla observing visible and invisible waves, the latter were later identified as
Bremsstrahlung. In the year 1897, when Joseph Thomson discovered the electron, Tesla, in
his X-ray lecture before the New York Academy of Sciences, could already resume the pio-
neering work of many scientists that followed his initial observations. First images of of a coin
on photographic plates after exposure to X-rays were published in 1894 by Fernando Sanford
[San94]. Yet the interpretation of this new photographic effect was discussed controversely
[San03]. Heinrich Hertz and Philipp Lenard were making similar experiments and Hermann
von Helmholtz formulated mathematical equations based on the electromagnetic theory of
light, ignoring the existance of X-rays [Hel92]. In his preliminary communication “Uber eine
neue Art von Strahlen”, submitted to the Wiirzburg physical-medical society on December
28, 1895, Wilhelm Conrad Rontgen first classified this new radiation as X-rays [Ron95]. His
wife’s hand’s photograph was the first radiography ever showing a human body part. The suc-
cess was immense and in the following months, Thomas Edison developed a first real-time
medical radiography device based on a X-ray fluorenscence screen of calcium thungstate. Due
to the complete transparency of soft matter, and the translucency of hard mineralized parts in
the human body, radiography immediantely became a standard tool in clinical medicine where
it is used ever since to study bone fracture and healing.

Meanwhile in 1898 two new highly radioactive substances were discovered by Marie Curie
and her husband Pierre: Polonium and Radium [Cur98]. Thanks to their discovery, X-ray
imaging made another breakthrough during World War I, with the use of mobile radiography
units for the treatment of wounded soldiers, which became popular as “petites Curies”, named
after their inventor. Unlike the electron-stimulated X-ray emission of a cathode target, these
units were carrying tubes of radon gas.

In 1905 Albert Einstein postulated the photoelectric effect [Ein05], and almost at the same
time Charles Barkla (1906) started to develop a theory of X-ray scattering and discovered
the characteristic X-ray emission lines of elements [Bar06]. Experimental physicists discov-
ered the use of X-ray diffraction for the study of solid state and crystallography was born
from the important work of Max von Laue, Paul Knipping and Walter Friedrich, published
in 1912 [Laul2]. The same year, William Lawrence Bragg formulated an equivalent law of
X-ray diffraction and developed a X-ray spectrometer, with the help of his father William
Henry Bragg [Bral3, Bral4b]. 60 years after Angstrom’s first report on the Ha-line, Niels
Bohr postulated his model of discrete atomic shells [Boh13], and in 1914 the German physi-
cist Walther Kossel was the first to explain the theory of absorption limits in X-ray spectra
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[Kos14]. His studies led Kossel to another discovery in 1920: the X-ray absorption near edge
structure [Kos20]. In 1923, Lise Meitner explained the Auger-effect, as a competing process
to X-ray fluorescence [Mei23]. The ground was laid for modern quantum mechanics, initi-
ated by Arthur Compton’s 1923 paper “A Quantum Theory of the Scattering of X-rays by
Light Elements” [Com23]. Ever since, X-ray interactions with matter have played a key role
in physics, medicine, astronomy and engineering sciences, fostering our understanding of the
physical universe, whereas X-ray imaging had somehow remained at the level of 1895.
Although the mathematical concepts of tomography were published in 1917 - during the blos-
som of X-ray physics - by the Czech mathematician Johann Radon [Rad17], it took almost
50 years until Allan Cormack found the “missing link” between X-ray radioscopy and the nu-
merical reconstruction of a function from its line integrals [Cor63]. He was not the first to
reinvent the early work of Radon. Ronald N. Bracewell developed the well known projection
slice theorem for celestial strip integration in 1956 [Bra56], and Shinji Takahashi was the first
to conceive the idea of X-ray tomography in 1957 [Tak57]. Ten years later Allan Hounsfield
decided to build a medical CT scanner (1967). Yet, 30 years after Conrad Zuse’s “Z1°, 20
years after the invention of the transistor at Bell Labs and three years after the launch of IBM’s
most successful mainframe computer system (S/360), computed tomography was still a costly
venture. This may be one reason why - unlike Marie Curie’s mobile radiography stations
- Hounsfield patented his scanner for commercial purposes before announcing it publicly in
1972 [Hou73].

Again medicine had been given an incredible tool for clinical diagnosis exploring the human
body in three-dimensions. During the following years most attention was paid to improve
temporal resolution and detector efficiency in order to limit the radiation dose received by the
patient (already in 1897 Nikola Tesla alerted his audience - in vain - to the biological hazards
associated with X-ray exposure). Ten years passed until spatial resolution reached a sufficient
detail, allowing materials scientists to discover the non-destructive virtue of X-ray microto-
mography [ElI82]. uCT became the state-of-the-art tool for studying defects and structure in
metals, concrete and other construction materials [Rei83].

Going back in time, X-rays are found to play another important role, namely in the history of
high-energy physics. By the early 1920s the structure of matter was mostly revealed thanks
to the major discoveries in X-ray physics that were described above. Now, experimental
physicists were eager to test these protons, neutrons and electrons which constitute atoms and
molecules. First, linear particle accellerators were used until Ernest Lawrence invented the cy-
clotron in 1929. In a cyclotron, high-frequency voltage is applied across two electrode plates
in order to accelerate charged particles forcing them on a spiral trajectory, which converges to
a circular path when the revolution frequency of the particles synchronizes with the alternating
field. These devices reach ~10 MeV until relativistic effects corrupt the synchronization. To
solve this problem, a first synchrotron - named betatron due to the fact that electrons were
accelerated - was built by Donald Kerst in 1940 at the university of Illinois for the produc-
tion of 2.3 MeV electrons [Ker40]. During operation of the following devices (20 MeV and
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100 MeV), a continuous energy loss was observed as predicted by calculations of Ivanenko
and Pomeranchuk who postulated an upper limit for the betatron energy, due to the radiation
of electrons in the magnetic field [Ivad44]. Unfortunately, Lawrence meanwhile pursued the
development of his cyclotron, leading him to build similar calutron mass spectrometers for the
refinement of the uranium isotope U-235 that lead to the killing of 237.000 civilians on August
6, 1945. After World War 11, Julian Schwinger started working on the energy loss in betatrons
at Harvard and published his paper “On the Classical Radiation of Accelerated Electrons” in
1949, including a very accurate estimate of the radiation energy: 6 Eroy = 88.5(Egev )* /R,
where Eg.y is the electron energy in units of GeV and R, the radius of the electron orbit
in meters [Sch49]. The emission of this Schwinger radiation was first observed in the visi-
ble spectral range (white light) in 1947 at a 70 MeV betatron which was built for this unique
purpose at General Electric’s research laboratory in New York [Eld47]. Detailed character-
ization of the spectral and angular distributions of this radiation, which was soon renamed
“synchrotron light”, started in the 1950s at the 250 MeV synchrotron at Lebedev Institute in
Moscow, and at the 320 MeV synchrotron at Cornell [Tom56]. Continuous work on these
“first generation sources” was not possible until the early 1960s when access was granted to
the 180 MeV Synchrotron Ultraviolet Radiation Facility (SURF) in the US, soon followed by
the 1.15 GeV synchrotron of the Frascati laboratory in Italy and the 750 MeV synchrotron in
Tokyo, Japan. The German 6 GeV synchrotron DESY began operating for both high-energy
physics and synchrotron radiation in 1964 with available wavelengths down to 0.1 A, allowing
for the first time to measure the X-ray absorption in metals.

Following the example of DESY, other high-energy synchrotrons were build and powerful
magnets were used to maintain the ultra-relativistic particles on quasi-circular trajectories out-
lined by large storage rings. In each of these bending magnets, the particles interact with
strong magnetic fields, causing emission of a highly brilliant X-ray beam tangentially to their
curved trajectory. Although this effect is still considered an unwanted energy loss, the growing
demands of scientists to study and use synchrotron light, forced the designers of new facilities
to include experimental access to their radiation sources.

In 1974, a first 300 MeV storage ring was build specifically for the production of synchrotron
light in Tokyo, Japan [Miy76]. The same year the 2.5 GeV SPEAR ring opened a synchrotron
X-ray beamline with five experimental end-stations to a large user community in the US. Un-
like operating particle colliders, storage rings that were build expressly to generate X-rays and
UV light could incorporate a higher particle current thus producing a much higher photon flux.
Many of these second generation devices were built in the early 80s: SRS in 1981 at Daresbury
(UK), NSLS in 1981 at Brookhaven (US), Photon Factory in 1982 at Tsukuba (Japan), BESSY
in 1982 at Berlin (Germany) and LURE in 1984 at Orsay (France). First generation facilities
in Standford (US) and Hamburg (Germany) were upgraded to be able to compete with the sec-
ond generation. It was about the same time when X-ray tomography and radiography started
to quit the exclusive area of medical imaging to make their start as important tools in mate-

rials science and engineering. Just-in-time, the same materials scientists started to discover
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the high-resolution imaging potential of synchrotron radiation to explore new ways of imag-
ing structural details [Spi80]. Many physical and /or biological questions were thus reviewed
and solved with exemplary multi-disciplinary approaches, theories could be better tested - and
were often extended - on the basis of high-resolution 2D and /or 3D measurements.

Major experimental developments over the following years included angle-resolved photoe-
mission, extended X-ray absorption fine structure spectroscopy (EXAFS), high-resolution
protein cystallography, X-ray microscopy (using zone plates or grazing incidence multilayer
mirrors) and X-ray holography. Most of these achievements came along with an improved
brilliance (flux per unit area of the source, per unit solid angle of the radiation cone and per
spectral bandwidth) of the X-ray beam. Since most experiments required a highly collimated
quasi-monochromatic beam, brilliance was much more important than flux alone. New inser-
tion devices (IDs) - undulators and wigglers - were developed to satisfy this growing demand.
The IDs owe their name to their placement in the straight sections that connect the curved
arcs of the storage rings. An undulator is an array of closely spaced vertically oriented dipole
magnets of alternating polarity. Electrons passing through this array oscillate in the horizontal
plane. Relatively weak magnetic fields are applied to allow the radiation cones emitted at each
bend in the undulated trajectory to overlap, giving rise to constructive interference that results
in spectrally narrow equidistant emission peaks. The characteristic wavelenth of these peaks
can be tuned by asjusting the vertical gap between the pole caps. Wigglers are similar to undu-
lators but higher magnetic fields are applied to fewer dipoles in order to avoid interfercences
and obtain a continuous spectrum. Modern wigglers are based on high-field superconductors
to shift the spectrum to higher energies (e.g. BESSY/BAMline ).

Third generation synchrotrons are being built until today. They incorporate long straight sec-
tions for undulators and wigglers and their design is optimized for highest brilliance in order
to achieve a considerable degree of spatial coherence. The European Synchrotron Facility
(ESRF) in Grenoble, France, was the first third generation hard X-ray source to start operating
a 6 GeV ring and first beamlines in 1994, followed by the Advanced Photon Source (APS,
7 GeV) in 1996 and SPring-8 (8 GeV) in Japan 1997. These storage rings are 850 — 1440 m
in circumference and each facility hosts more than 30 IDs plus a comparable number of
bending-magnet beamlines. Ever since, many smaller sources were build all around the world,
many of which replaced the first and/or second generation on-site: ALS in Berkely (US), EL-
LETRA in Trieste (Italy), SRRC in Hsinchu (Taiwan), PLS in Pohang (Korea), BESSY II
in Berlin (Germany), SLS in Villingen (Switzerland), SOLEIL in Orsay (France), ANKA in
Karlsruhe (Germany) and many more in Russia, Japan, Thailand, India, Brasil, China, Swe-
den, Canada, England, Spain and Australia. These facilities contain fewer straight sections but
their spectrum and performance is comparable to the three large facilities. Most synchrotrons
host one or more imaging beamlines some of which extend more than 145 m away from the
source in order to obtain the highest spatial coherence. The scientists and students working on
these beamlines have developed a whole array of new X-ray imaging techniques most of which

combine with tomography, thus mapping a large number of physical observables in two and/or

vi CONTENTS



CONTENTS

three dimensions. Among the most important achievements are: Fresnel-propagated imaging
[Sni95], holotomography [Clo99b], diffraction enhanced imaging [Cha97], fluorescence imag-
ing [Gol04], near edge absorption imaging [Sch03] and refraction imaging [Mii04]. Whilst the
resolution limit of planar X-ray imaging methods is restricted to 0.5—0.6 pum, nano-focusing
techniques have evolved to overcome this limitation. Asymetric Bragg-magnification yields
a lensless magnification with resolutions in the sub-micrometer range [Mod06], high aspect
ratio zone-lenses are fabricated with electron beam lithography yielding spot sizes of <100 nm
at 1A wavelength [Tod06] and Kirkpatrick-Beatz mirrors have been used to obtain Fresnel-
propagated images of biological tissue with 50—60 nm spatial resolution under similar condi-
tions [MokO7]. Beamtime is allocated to scientific users via a peer-reviewed proposal system,
whereby an overload factor of 4-5 is commonly observed for the imaging beamlines, despite
the growing number of available end-stations all over the world. In the near future, these
techniques and the coming fourth generation of free electron lasers will keep the synchrotron
beamlines far ahead of the latest commercial products in terms of high-resolution X-ray imag-
ing. It is further worth noting that most X-ray scanners that are used in modern materials sci-
ence laboratories and in industry are self-assembled [Goe99, GM04, Ber(05, Mas07]. Scientific
efforts in this field are encouraged by observing how pioneering research institutes are devel-
oping their own new imaging techniques [Pfe06] and laboratory X-ray sources [Hem03], out-
classing the poor performance of commercial scanners. This trend is observed even stronger
in the domains of reconstruction software and image analysis [V1a07].

Along with the development of new characterization methods, many groups from different
research fields have joined to specialize in X-ray imaging by synchrotron light: metallic and
non-metallic materials, biomaterials and medicine, paleontology, geology and many more. In
this work, the latest varieties of high-resolution X-ray tomography (absorption tomography,
Fresnel-propagated imaging and holotomography) are applied to three specific problems/ ma-
terials from different research fields: metallic alloys, tooth dentin and natural rock.

The microstructure of metallic alloys exhibits a large variety of geometrical forms (globular,
lamellar, dendritic, etc.). The interface between the different phases which characterizes this
geometry, changes its shape under certain experimental conditions, in particular when the ma-
terial is processed in the semisolid state. In this state the alloy is characterized by a solid-liquid
mixture which is obtained by partial melting. An isotropic dispersion of globular particles is
desired in order to realize good casting and uniform mechanical properties of the components.
Yet, both static particle coarsening and external shearing forces are known to alter the mi-
crostructure of the alloy. Precise knowledge about the coarsening kinetics of metallic alloys
is thus necessary in order to control the microstructure and the overall performance of the
cast components. In this work, static and dynamic 2D and 3D images were recorded from
a variety of aluminum-based alloys (Al-Ge, Al-Si, Al-Cu, Al-Mg). Unlike surface imaging
methods, X-ray radiography and particularily tomography provide direct access to the 3D par-
ticle chararacteristics, e.g. size, shape, orientation, connectivity and contiguity. Coarsening of

particle agglomerates (at high solid volume fraction) in liquid solution, as well as rheological
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properties of semi-solid alloys are investigated [Rue06, Zab07b].

Biomaterials represent the natural adaptation to a mechanical-biological problem and the most
important work of a scientist is to determine the problem /constraint and /or function to which
the material adapted. Human teeth are known to be the answer to the quest for tough, long-
living chewing tools. The bulk material of teeth is dentin, covered with a cap of dense enamel.
Dentin is characterized by a quasi-parallel arrangement of micrometer-sized tubules which
are commonly believed to incarnate a natural mechanical design. Despite numerous mea-
surements on 2D sections and structural models, the structure function relationship between
dentinal tubuli and tooth performance is still far from beeing fully understood which is why
three-dimensional maps of dentin microstructure are needed. Fresnel-propagated imaging is
shown to be the ideal technique to measure the 3D arrangement of the tubuli [ZabO7a]. This
work shows how high-resolution 3D images of water-immersed tooth dentin are recorded, and
detailed simulations of the optical wave propagation reveal that Fresnel-images contain addi-
tional 3D information about the dense cuff of peritubular dentin surrounding the tubules. The
thickness of the latter can be extrapolated from the interference fringes that form the propa-
gated images of tubules. Thus, 3D images are shown to contain far more information than the
mere position ond orientation of the individual tubules [Zab06].

Understanding rock fracture is one of the fundamental problems in earth science. Although
rocks are an extremely inhomogeneous material, cracks do not occur randomly but they follow
a well known en-echelon (staggered) propagation that results from mechanical interaction be-
tween tensile and shear cracks. Absorption and Fresnel-propagated X-ray microtomography is
applied to measure samples of different rocks before and after mechanical compression non-
destructively [Zab07c]. In a first approach, limestone and greywacke are investigated, repre-
senting two sedimentary rocks of different grain-size. Basalt and granite are tested in a second
approach to compare different rock types. Development of cracks is observed in all materials,
leading to fracture when increasing mechanical load is applied. It is known that the fracture
behaviour of rocks is reproduced on a large variety of length scales. In this work, relatively
small mm-sized samples are used in order to test a classical fracture model wherein micro-
flaws initiate the formation of larger cracks. For the first time, Fresnel-propagated imaging
is applied to rock samples, highlighting micrometer-sized intergranular porosity and different
material phases. The latter can thus be compared to the topology of the propagating cracks in
each material.

In the framework of this thesis, a high-resolution imaging system was constructed, assembled
and comissioned at BESSY/BAMlIine . The capabilities of this system to perform Fresnel-
propagated imaging, holotomography and conventional high-resolution absorption tomogra-
phy are demonstrated and applied to the problems mentioned above. In addition to the hard-
ware, many image processing tools were created to provide the best possible insight into the
specific microstructure wich is different for each field of application. The instrumentation as
well as the 2D and 3D image processing and analysis are detailed in the appendices.
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Chapter 1

Image formation

1.1 Interaction of X-rays with matter

On the spectral band of light, X-rays are situated between the UV spectrum and high-energy
gamma radiation, filling a broad band of wavelengths from 0.1 At 10A. Particularly hard X-
rays (A<1 A) are appreciated in materials science due to their short wavelength and generally
weak interaction with matter. The latter is commonly described by a complex refractive index

that is very close to unity.

n=1-65+1ip3 (1.1

where the imaginary component 3 is mainly due to the photoelectric effect and inelastic Comp-
ton scattering, and the real decrement § is commonly attributed to Thomson scattering. In this
work combinations of elements with atomic numbers ranging from Z = 12 (magnesium) to 32
(germanium) are used for imaging experiments. At typical energies Ef ~25keV (A ~0.5 A),
the magnitude of /3 is of the order 10~ to 10~8, whereas values ranging from 10~7 to 10~
are known for 0. Note that the ratio § /3 increases for lighter elements, i.e. smaller Z.

For conventional tomography [ is readily obtained from simple absorption images where it
is usually evaluated in terms of the linear attenuation coefficient y = (47 /\)3. The latter
decreases with higher energy, i.e. materials are generally more transparent for shorter wave-
lengths. Yet, the contrary is observed in terms of abruptly increasing absorption, occuring at
discrete wavelengths that are characteristic to each element. These absorption edges coincide
with the ionization energy of the “deepest” electron states in the atoms. The complete absorp-
tion of a photon accompanied by the ejection of a photoelectron is called the photoelectric
effect [Ein05]. Unlike X-ray fluorescence, where a large variety of spectral lines is observed,
X-ray absorption features only few spectral lines: one K-line (ionization of the 1s electrons),
three L-line (2s, 2p; /3 and 2p37), five L-lines, etc. . Closer angular resolution reveals oscilla-
tions in u(E) at these edges which result from resonant back-scattering of the photoelectrons
at neighboring atoms. In very close vincinity, 50 eV around the absorption edge, such oscil-
lations are used for X-ray absorption near edge spectroscopy (XANES), whereas the damped
oscillations at slightly higher energies (up to ~1000 eV) are called “extended X-ray absorption
fine structure” (EXAFS).




1.2 Absorption image formation

1.2 Absorption image formation

Absorption of photons yields an overall attenuation of the beam intensity. For a heterogeneous
sample, the number of registered photons N (z,y) per pixel at the image coordinates (z,y)
is approximately described by the number of incident photons per pixel Ny(z,y) and the line
integral over the absorption coefficient p(z, y, z) of the sample along the ray path.

N(e) = Nowp)esp |- [z n(o.2)] (12)

The stochastic features of Ny and IV are described by Poisson statistics and the quantum noise

on Ny and N is uncorrelated. Consequently N has a mean squared deviation
0% =N (1.3)

and 012\,0 = Ny respectively. In conventional absorption imaging the logarithmic attenuation

a = —In(IN/Ny) is measured with the mean squared deviation
do |2 da |? 1 1
2 2 2
=== s — = 1.4
Ta ’dN N 'dNO N =N TN (1.4

For a sample of thickness ¢, o can be expressed in terms of the average attenuation coefficient
(1) (z,y). The standard deviation of (u) is proportional to o,, and consequently

1+exp
”N No =\ (1.5)

For clinical applications, Brooks and DiChiro explicitly calculated o,y which is a function of
the X-ray energy, the maximum skin dose, the Nyquist frequency of the detector and the beam
spreading [Bro76]. Supposing all these experimatal parameters constant, the minimum of the
relative error (in other words the maximum of the signal to noise ratio) o,y /(1) with respect
o (u)t for any given ¢ is found at ()t = 2.22 (cf. Fig. 1.1). Therefore a minimal transmis-
sion of ~ 11% is desirable in standard radiographic and tomographic imaging [Gra91]. An
optimum ()t = 2 is often mentioned, resulting from neglecting the noise on Ny in eq. 1.4.

Eq. 1.2 is strictly only valid for the statistical process of complete photon absorption and ideal
monochromatic plane-waves. For polychromatic irradiation beam-hardening occurs, i.e. the
spectrum of the outgoing X-rays is shifted towards shorter wavelengths with respect to the
incoming beam: Soft X-rays are mostly absorbed whereas hard X-rays are transmitted. Con-
sequently mere intensity measurements that are not sensitive to the X-rays wavelength would
lead to false interpretation of the images. Eq. 1.2 is also invalid for phase-contrast imaging
whereby elastic scattering causes intensity shifts due to angular deviation of the X-rays. De
facto the linear attenuation coefficient p is proportional to the number of atoms per unit volume
and the atomic cross section g,; of the material. The latter comprises three physical processes:
1. Ejection of bound electrons by the photoelectric effect, 2. Coherent Rayleigh scattering with
bound electrons (Thomson scattering for free electrons) and 3. Incoherent scattering with free
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Figure 1.1: Plot of the relative error o,y /(1) versus the logarithmic attenuation (u)t. The
lowest error, i.e. the best signal to noise ratio, is found at (p)t = 2.22. For small (u)t < 1
obviously too few photons are absorbed, whereas for large (u)t > 2.22 too few photons
are transmitted.

electrons, known as the Compton effect. Above the K-edge and for non-relativistic s-electrons,
the plane-wave Born approximation shows the first contribution (photoelectric effect) to be
proportional to Z° E~3-, at higher energies relativistic theory yields Z° E~! [Jac81]. Yet, for
all more accurate theories o,; does not factorize into a function of F and a function of Z (this

had been first suggested by Bragg and Peirce who postulated Z° E~2 [Bral4a]). The result-

10905.;..] L " PR T S e T |
TE X-rays | —— Coh. Rayleigh scatt.
L. 1004 Incoh. Compton scatt.
' Photoelectric effect
-% . | —— Total absorption
e

10 <

2 E
o
c a
il
a 14
O ]
@
8 ] \\
C 0.1+ e
g 3 gamma radiation
c

0.01

10000 100000 1000000
A-ray energy [eV]

Figure 1.2: The linear X-ray absorption coefficient of silicon, decomposed into the pho-
toelectric effect, coherent (Rayleigh) and incoherent (Compton) scattering [Dej96]. The
dashed lines indicate the typical window of X-ray micro-tomography.
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1.3 Fresnel-propagation

ing ionized atoms can either relax by X-ray fluorescence, which is the preferred process for
high-Z materials, or by emission of Auger-electrons (low-Z). Coherent scattering preserves
the energy of the photons. Incoherent photon scattering from a single free electron is descibed
by the relativistic Klein-Nishina formula, which converges to (coherent) Thomson-scattering
at lower photon energies. Note that during (incoherent) Compton scattering, energy is trans-
ferred from the photon to the ejected electron. The scattered photons are not absorbed but with
increasing scattering angle the spectrum is shifted towards longer wavelengths. Fig. 1.2 shows
w(E) of silicon, for all three contributions. Typical uCT samples are of mm to cm size and
require X-ray energies in the range of 15 to 35 keV for optimal imaging. The corresponding
‘window’ is indicated by the dashed lines in Fig. 1.2 showing that the photoelectric effect
is indeed the dominant process observed by standard X-ray absorption imaging. For high-
energy gamma radiation (£>100 keV), absorption is mostly described by Compton scattering.
Note that the destructive effects on the monochromaticity and the angular divergence of the
beam due to Compton scattering inside the sample are not included in eq. 1.2 and have to be

reconsidered for high-energy imaging experiments.

1.3 Fresnel-propagation

For imaging of structural details in materials and tissues of similar composition, retrieving §
(cf. eq. 1.1) rather than p is considerably more informative. In other words, the phase shift ef-
fect on the propagating wave is far greater than the absorption effect and this can be exploited
if the phase shift can be determined (see section B.3). For the retrieval of J it is necessary
to determine phase shift differences across the propagating X-ray field. Using interferomet-
ric methods, such differences can be determined if at least partially coherent illumination is
used, as is available in third generation synchrotron facilities [Rav96] and certain conven-
tional sources [Wil96, Dav95]. Three approaches have been reported: X-ray interferometry,
diffraction enhanced imaging and Fresnel-propagation based phase imaging (e.g. holotomog-
raphy). For overviews, see [Mom03, May03, Clo99b]. It is possible to determine § with all
these approaches, each having significant benefits, but Fresnel-propagation imaging clearly
has the advantage of employing the simplest component setup: phase modulation is achieved
by changing the sample-detector distance. To apply classical optics, a sample is required to
obey the thin lens approximation, in other words a X-ray entering at coordinates (z,y) on
one face of the sample exits at approximately the same coordinates on the opposite face, i.e.
angular deviation of the ray within the sample is negligible [Go096]. The Maxwell equations

describe most generally the propagation of electromagnetic waves in inhomogeneous media:

V-D(Ft) = pelfi) (1.6)
V-B(Ft) = 0 (1.7)
V x E(F,t) + 0B(F,t)/ot = 0 (1.8)
V x H(Ft) — 0D(7,t) /ot = J(F,t) (1.9)
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1.3 Fresnel-propagation

where D is the electric displacement, p. the charge density, B the magnetic induction , E
the electric and H the magnetic fields. J is the electric current density and 7 = (z,y,2)7
the coordinate vector. For linear isotropic media, eq. 1.6-1.9 can be simplified by D = ¢E
and B = ,umﬁ , introducing the electric permettivity € and the magnetic permeability i,
(the subscript ‘m’ is used to distinguish i, from the linear attenuation coefficient p). The
latter turns into the vacuum permeability 19 when a non-magnetic material is assumed. In the
absence of charges and/or electrical currents, the electric field decouples from the magnetic

field and the four Maxwell equations reduce to two.

2

<e(f’),u0§t2 - v2) E(Ft) = -V (6 CE(F, t)) (1.10)
2 = 1 - .

(6(77)uo§t2 —~ V2) A = Vel x (v x H(F, t)) (1.11)

The right hand side of these two equations can be neglected assuming a sufficiently homoge-
neous material (with respect typical X-ray wavelengths). The decoupling of E and H gives

rise to a simple scalar wave equation.

2
<e(m0§t2 - v2> V(7 t) =0 (1.12)

Decomposing the propagating wave ¥(7, t) = [ dw 1,,(F) exp(—iwt) into its frequency spec-
trum allows to solve eq. 1.12 for each component ),

(V2 + €w(F)pow?) 1 (7) = 0 (1.13)

Using w = 27¢/ A, with ¢ = 1/, /égpo the speed of light and inserting the complex refractive
index - which depends on the X-ray energy and is defined as n,(7) = /€, (7)/€p - into eq.
1.13, yields the inhomogeneous Helmholtz equation.

<v2 + [2;] nw(f}> Yo (F) = (1.14)

Considering plane wave propagation 1,,(7) = u(7) exp(i2wz/A) along the z-axis yields the

inhomogeneous paraxial equation:
47 O 272 .
(A —+ Vi + [A ] [n3(7) — 1]) u(F) =0 (1.15)

with the transverse Laplacian V3 = 02 + 85. Neglecting V2 u(7) is called the projection
approximation, and is equivalent to the thin lens approximation mentioned above. Thus, a

linear relation is obtained between the incoming and the exit wave u;,. and ug, respectively.

up(x,y) = T(x,y) - Uine(T,y) (1.16)
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1.3 Fresnel-propagation

The subscript ‘0’ was introduces to mark the position directly behind the sample (z = 0). Thus
the effect of the sample on the wave is given by the complex transmission function 7'(x, y),

which varies with the angle of projection when tomographic datasets are recorded.
m .
7o) = (1 [l 7)) = explisnfens) = Bulo) (11D
S

with 1 — n2(7) ~ 2(8(F) — iB3(7)), assuming a refractive index n,, close to unity (eq. 1.1).
Note that ¢ and B represent the outcomes of propagation through the sample (‘s’ under the
integral). They are related to the real decrements and the imaginary part of n,, by line integrals

of § and 3 along the propagation direction z.

2

Bu(zy) = T [z 5(,1.2) (1.18)
2

dulay) = 5 [ dzd(ey.2) (1.19)

s

Downstream of the sample n,, is 1 and eq. 1.15 turns into the paraxial equation for which an
exact solution is given by the Fresnel diffraction theory. The latter requires a paraxial scalar
wave-field, i.e. all non-negligible components of «(7) make a small angle with respect to the
axis of propagation. This is certainly true for a plane wave, whereas spherical waves have to
be considered under realistic conditions. The long source-to-sample distance L at synchrotron

beamlines allows to approximate an incoming spherical by a parabolic wave.

uinc(r) — w Z:L>>:\/>m Wexp <Z x°+y ]) (1.20)

r L AL [
According to the Huygens-Fresnel principle, the wave amplitude u,4(x,y) in the (x,y) plane
at a distance d behind the sample - which lies in the (7, £) plane parallel to (x, y) - is found by
integration over virtual spherical waves of amplitude uy(7, £) and emitted from each point of

the sample exit surface s
1 exp(i2mp/A
sz/ﬁwwww>MpM)m@ (1.21)

wherein p = \/d2 + (z — )2 + (y — £)2, with 0 the angle between the z-axis and the vector

p=(x—n,y—¢& d)T and cos(0) = d/p. The stationary phase approximation is based on the
binomial expansion /1 — 2 = 1 4+ x/2 — 22/8 + - - - and replaces the phase term in eq. 1.21
with exp{i27[d+ [(z —1)? + (y — £)?]/(2d)]/\}, whereas p ~ d is used for the denominator.

Eq. 1.21 then takes the well known form of the Fresnel integral
127r d

wlen) =g [ [ andg wn e (5 e+ w-¢7) a2

which is readily seen to be a convolution. Before writing out the latter, it is convenient to

replace ug(n, §) with T'(n, &) uine(n, £), whereby u;, is given by eq. 1.20.
z21r d+L
= dnd¢ T'(
uq(z,y) ol // nd¢ T(n, ) -

1271' d+L
o [ e T
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1.3 Fresnel-propagation

whereby the magnification M = (d + L)/L was introduced to change variables: d — D =
d/M,x — X = /M and y — Y = y/M and a phase term of the order (X/L)? was
dropped. M accounts for the finite image magnification, and allows to write a demagnified
wave up(X,Y) in a virtual plane at the propagation distance D as the convolution of T'(x, y)
with the Fresnel propagator Pp(X,Y).

¢ 5D

up(X.Y) = (Pp+T)(X,Y) & Pp(X,Y) =" m—ed(X%)  (125)
1
In reciprocal space eq. 1.25 assumes the familiar form of a multiplication (note that the Fourier

transform of a function a is denoted a)

ap(fx, fv) = Po(fx, fy) - T(fx, fy) < Po(fx, fy) o e ™PUXHR) (1.26)

with fx and fy the spatial frequencies, conjugates to X and Y in real space. Eq. 1.26 is some-
times referred to as the operator formulation. Fig. 1.3 shows a series of radiographic images
of two hairs recorded at increasing sample-detector distance d. Radiographs were recorded

Figure 1.3: Fresnel-propagated X-ray imaging illustrated for radiographs of human hairs

recorded at increasing sample-detector distance d. (a) d =5mm, (b) d =25mm, (c)
d =75mm, (d) d =125 mm, (e) d =325 mm, (f) d =725 mm, (f) d =1125 mm.

with £ =17 keV photon energy at BESSY/BAMline. The image pixel size was Az ~0.6 pm
at R ~ 1—2um resolution. This example illustrates the effect of Fresnel propagation on the
intensity contrast forming in the images. Hardly any contrast is visible for the absorption
radiograph (d =5 mm, Fig. 1.3a), whereas edge-enhancement of the hair’s contour character-
izes the near Fresnel-regime (d = 25—125 mm, Fig. 1.3b-d). In the far Fresnel-regime (Fig.
1.3e-g), radiographs feature extended interference lobes and the hairs appear darker towards

the center due to strong diffraction.
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Chapter 2

Image analysis

Standard radiography and tomography produce image data where different grey values, as-
signed to each pixel (voxel in 3D), represent the extent of X-ray absorption at each point, i.e.
the linear attenuation coefficient (x, y, z) which is proportional to the imaginary part 3 of the
refrective index n (eq. 1.1). If necessary, Fresnel-propagated imaging and/or holotomography
can be employed to obtain improved datasets of the real decrement § which is a good approxi-
mation of the electron density in the material (note that far from absorption edges & oc A2pe;).
Ideally both imaging modes allow for direct binarization and analysis of the material phase
that is of interest. If not, binarization may be preceded by image alignment, filtering and/or
interpolation which are applied according to standard methods from digital signal processing.
These methods are descibed in the first, whereas statistical image anaysis is presented in the
second part of this chapter. The techniques which are presented here are very general and
apply to 2D and 3D images.

2.1 Filtering and correlation

The fundamental principle for 2D/3D image filtering and correlation is the equivalence be-
tween the measured data in real space and its Fourier transform in reciprocal space. For the
sake of simplicity the following calculations will be restricted to one dimension x in real space,
and f - the conjugate variable to z - in reciprocal space. The transform $ of the function s(x),

which might be an image or an any kind of signal, is defined by a Fourier-integral

oo
5(f) :/ dt s(z)e* i@ Q2.1
—0o0
and s(x) can be recovered via the the inverse transform changing the sign of the exponent
o0
s(z) = / dn §(f)e 2= (2.2)
—0o0

These relations are used in sections 1.3 and B.3 to derive the formalism of Fresnel-propagation
and to retrieve approximate phase maps ¢(x) from a series of propagated X-ray images. With
digital images, intensity is measured in terms of pixels on a CCD array, in other words dis-
cretization (subscript samp’) is introduced with a spatial sampling rate of Az: the pixel size.
The discrete values of the pixels are obtained by multiplying s(x) with a Dirac-comb

N/2-1

Ssamp(x) =~ s(x) Z dp (x — nAxz) (2.3)
n=—N/2




2.1 Filtering and correlation

with N the total number of pixels and dp the Dirac delta function: dp(z) = oo for z =
0 with [dp(z) = 1, and dp(x) = 0 for z # 0. For convenience the sampling interval
[-N/2,N/2 — 1] is defined symetrically. An equivalent discretization of § may be found in
reciprocal space by inserting eq. 2.3 into eq. 2.1 and solving the Fourier integral.

N/2-1 N/2-1

Ssamp(f) = Z s(nAx)eme”Am:m Z 5D( —%) (2.4)

n=—N/2 m=—N/2

For N — oo this series turns into the discrete Fourier transform $(f) with the Fourier coef-
ficients s(nAxz). In reality signals and/or images are of limited size and NN is finite. Conse-
quently, the Fourier transform of the truncated signal is obtained by periodic continuation of
eq. 2.4 and the spatial frequencies f are non-zero for discrete values only. In other words,
the Fourier transform of a Dirac-comb is another Dirac-comb with the sampling frequency
Af =1/(NAxz). The inverse discrete Fourier transform of §,,y,), takes the approximate form

N/2—
1 /2—1

om
 NA=zx Z S(NAx
N/2

m=—

) exp (—27m' o

NAx) 25

Ssamp ()
Note that the right hand side of eq. 2.4 implies the existance of a maximal sampling frequency
fmaz = 1/(2Ax) known as the Nyquist frequency [Nyq28]. Consequently the sampling fre-
quency has to be at least twice as high as the highest frequency contained in the signal, in
order to fully sample the latter. This is known as the Shannon theorem [Sha49]. Violation of
this theorem occurs when signals containing high frequency components are under-sampled,
causing artificial intensities at lower frequencies (aliasing effects).
The fast Fourier tranformation (FFT, [Fri05]) algorithm makes use of eq. 2.4 to calculate $( f)
from a discrete set of measurements S, () in one, two or three dimensions. It is frequently
used in the present work for filtering, correlating and translating images. In real space, a filter
r(x) (e.g. a Gauss function r(z) = exp[—z?/(20?%)]/(cv/27)) is applied to the signal s(z) in
terms of a convolution sum (convolution integral for continuous signals). The outcome s'(z)
of filtering the discrete truncated signal s s, () with the filter r(x) is

N/2-1
s'(z) = Z s(nAz)r(x — nAz) = (s xr)(x). (2.6)
n=—N/2

The operator ‘x’ is commonly used to abbreviate the convolution sum/integral. The cross-
correlation function of s and r is obtained similarly: C(z) = s°“(—x) % r(x), where the
superscript “cc” denotes the complex conjugate. For s = r, C'(x) turns into A(x), the auto-
correlation function. Calculating C'(x) for large images is very time consuming, compared
to the calculation time of § via the FFT. Parsival’s theorem (also known as the convolution
theorem) states that a convolution integral in real space is equivalent to a multiplication in
reciprocal space [Bra65].

§(f) = /OO dx </ dt s(t)r(z — t)> e2mifT — f(f)/dt s(t)eX I = #(f) - 5(f) (2.7)

—00
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2.2 Statistical image analysis

Consequently convolution is a commutative operation and the filtered image s'(x) is directly
obtained by inverse Fourier transforming §'(f). This theorem also applies to discrete trun-
cated signals and is commonly used to calculate the image cross-correlation, e.g. for finding
the displacement vector of two quasi-identical, shifted images, which is indicated by the max-
imum of C(z). Note that C(x) is not commutative and C'(f) = 5°(f) - #(f). The Fourier
transform of the autocorrelation function is the power spectral density v(f) = A(f) = |3(f)|?
(Wiener-Khinchin theorem) [Wie30, Khi34]. Applying a window in real space leads to fre-
quency filtering in reciprocal space. Analytical expressions of 7(f) are known for some fil-
ters/windows, e.g. the transform of a Gauss function is another Gauss function, a rectangle
transforms into a sinc function (sinc(z) = sin(x)/x), and the transform of a triangle is a
sinc? function (this can be easily verified by considering the triangle as the autocorrelation
function of a rectangle). Sub-pixel image translation is another complicated procedure in real
space involving pixel-interpolation. Fortunately, this procedure becomes very elegant when

applied in reciprocal space. The Fourier transform of a shifted signal s(z — 7) is

5:(f) = / dt s(t — T)eszt = emeT/ dt’ s(t')ezmﬁ, (2.8)

—o0 -0
The last term is found by replacing ¢ with ¢ = ¢ — 7. Hence, a real-space translation is ex-
pressed by a simple multiplication with a phase term exp(27if7) in reciprocal space. The
first derivative Os(x)/0x can be approximated in real space by convolution with a structuring
element. The derivative at the sampling point j is calculated from j and the nearest neighbors
j — 1 and j + 1 with the coefficient vector {—1/2,0,1/2}. The coefficients {1,2, —1} are
commonly used to calculate the second derivative 9%s(z)/0z2. Additionally, Fourier transfor-

mation offers a more elegant way:

= / " dn (n)e2min = / "y (~2rin)s(ne2mm 2.9)

or Oz ) oo

Consequently, the first derivative is obtained by Fourier transforming s(x), followed by mul-
tiplication of §(f) with a linear ramp —27i f and inverse Fourier transformation. This relation
is for example used during filtered back-projection of tomographic datasets in order to avoid

time consuming application of the corresponding Ram-Lak filter in real-space.

2.2 Statistical image analysis

Statistical image analysis of particles and/or pores requires a binary (two-phase) image as in-
put. This binary format is commonly obtained by threshold binarization of 8-bit, 16-bit or
32-bit data. Fig. 2.1 illustrates particle analysis for a binary Al-Ge32 alloy. The two phases
(a-particles and surrounding eutectic matrix) are represented by dark and bright gray values,
respectively. A threshold value h is chosen according to the histogram of gray values in the
complete image (Fig. 2.1a) in order to separate particles and matrix. Every value above h

is set to ‘1’ (foreground, values to the right of the dashed line in Fig. 2.1a correspond to the
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Figure 2.1: (a) Histogram of 8-bit grey values in a typical dataset (dashed line symbolizes
the application of a threshold). (b) Typical image showing a-particles in Al-Ge matrix. (c)
Binary image after application of median filter and threshold binarization. (d) Euclidean
distance transform (EDT) calculated from the binary image. (e) Labeled image with wa-
tersheds calculated from the EDT. (f) Multiplication of the labeled watershed image with
the binary map (b) yields a labeled image of the segmented particles.

a-particles), and all other values to ‘0’ (background). Noisy images often require smoothing
prior to threshold binarization in order to avoid artificially ragged interfaces between particles
and matrix. More sophisticated binarization methods have to be used if the data contains more
than two phases (e.g. pores in metallic alloys). Instead of a single threshold, two values can be
defined to select an interval [I, u] of gray values by applying a lower (/) and upper (u) thresh-
old to the histogram. If blurring occurs due to limited resolution of the imaging system the
gray values which represent the different material phases will overlap (as seen in the histogram
Fig. 2.1a) making their separation difficult. In such cases it proves to be very convenient to
make a two-step binarization [Kir04]. First a reduced interval of gray values [l1,u;] is bina-
rized followed by the conditioned binarization of a larger interval [l2, ug] with lo < [; and
ug > up. “Conditioned” means that during the second binarization only those pixels/voxels
that are connected to the foreground of the first binarization are taken into account. Conse-
quently the particles grow during the second step, which is why this method is often referred
to as “region-growth binarization”.

If the concentration of particles/pores in the image is very low they might be treated as sepa-
rate (not connected) objects allowing to quantify their distribution and characteristics directly.

However, for higher concentrations involving clusters of interconnected particles/pores seg-
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2.2 Statistical image analysis

mentation methods have to be used to separate and identify individual objects. For this pur-
pose a large number of boolean operations and morphological transformations exist applying
to binary images. The core of all these operations is a structuring element which is often
called the convolution kernel. Unlike Fourier-filters (see previous subsection), the structuring
element applies to each pixel/voxel and its nearest neighbors in real-space. Fig. 2.2 shows
the 3 x 3 x 3 neighborhood of each voxel in a 3D image along with three common structur-

ing elements (6-, 14- and 26-neighbors). Typical boolean operations are dilation and erosion

(@)

Figure 2.2: Typical structuring elements applying to the (a) 3 x 3 x 3 environment of each
voxel in a 3D image. (b) 6-neighbor element (the green points are considered as neighbors
of the central blue point whereas the red voxels are not). (c¢) 14-neighbor element, (d) 26-
neighbor element. Note that unlike (b), (d) and other possible symmetrical elemets (e.g.
18-neighbors), the element (c) is asymmetric and has 4 possible configurations. The pros

and cons of each structuring element are detailed by Ohser and Miicklich [Ohs00].

of the foreground objects. Dilation applies to each background voxel looking for foreground
voxels among its nearest neighbors (which are defined by the structuring element). If there
is a foreground voxel in the neighborhood of the background voxel, the latter transforms into
a foreground voxel which is stored in a twin image that will become the dilated image when
the procedure is complete. Erosion is the opposite of dilation: If a background voxel is found
among the neighbors of a foreground voxel, the latter is erased. The sequential application
of a dilation followed by an erosion is called closure due to the fact that small voids in the
foreground are closed by this procedure. Closure is applied to smooth ragged surfaces or to fill
pores that are not entirely binarized and contain random background voxels that result from
image noise. The inverse combination (erosion followed by dilation) is named opening for
similar reasons. The radius of opening and closure operations can be extended in two ways:
(a) By using a larger structuring element or (b) by applying repeated dilations and erosions.
However, with a larger radius the shape of the particles is bound to change. Similar to faceted
crytal growth the structuring element favours dilation/erosion along certain directions. In the
worst case a very strong opening might transform spherical particles into octahedra (using a
6-neighbor element) or cubes (using a 26-neighbor element). In addition to the boolean op-
erations, structuring elements are commonly applied filter 8-bit gray images, e.g. to calculate
mean values (coefficients {1,1,1}) or gradient images (coefficients {1,0,-1}).

The morphological transformations used during this work require calculation of the Euclidean
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distance transform map from the binary image [Cui99] (EDT, see Fig. 2.1d). In such EDT
maps, every point corresponding to foreground voxels contains a value representing the dis-
tance (in voxels) to the nearest background point, and similar - but negative - values are cal-
culated for points corresponding to background pixels. The maxima in these maps represent
the centers of the particles, and the minima represent points at equal distance between neigh-
boring particles. EDT maps are used to identify the boundaries of each particle using region
growing also known as “watershed transformation” (Fig. 2.1e) [S0i90, Vin91]. This title is
understood when considering the inverted EDT map where the particles are represented by
valleys with the lowest point at the center. A stepwise binarization with increasing threshold
values results in flooding of the valleys. During flooding, watersheds are created wherever
two lakes join. Further multiplication (masking) with the binary image (Fig. 2.1c) allows for
automatic identification of each particle, its position and size (Fig. 2.1f). While calculations
in 3D were done with MAVI (ITWM Fraunhofer Kaiserslautern, Germany), ImageJ [Abr04]
was used for binarization and watershedding of 2D images. Note that in order to prevent over-
segmentation in 3D with this procedure, whereby non-spherical particles become artificially
fragmented, a pre-flooding algorithm was used to exclude very small particles and speckles
from the analysis (e.g. for the analysis of Al-Ge32 alloy, particles smaller than 12 um were
merged with their larger neighbors, see section 3.1.1). The labeled and segmented 3D data
allows to calculate volume V/, surface A, sphericity F' = 6V \/m , connectivity n (average
number of contacts per particle) and contiguity G of each particle. Assuming spherical parti-
cles, it is convenient to calculate an equivalent spherical particle diameter a = {’/(W, e.g. to
describe particle coarsening. For 2D images « is calculated similarly from the planar surface
Asp: asp = %/ém. The contiguity G represents the fraction of a particle’s surface that

is connected to neighboring particles, commonly defined by average values [Ugg04]:

2555

e 2.10
25855 + Ssr, (210)

with Sgg the average solid-solid interface, equivalent to the fraction of surface area of a par-
ticle that is connected to neighboring particles (accounted for twice in eq. 2.10 due to the
existence of a single connection between two adjacent particles) and Sgy, the average remain-
ing particle-matrix interface. G = 0 for isolated particles and G = 1 for bulk material.

Additionally, the orientation of each particle can be computed from its inertia tensor J;;

Jii= Y. md) (2.11)
#eparticle

with & = (21,22, 23)7 the coordinate vector of each voxel relative to the centre of mass of
the particle, and m(Z) the mass of the voxel Z. For a binary image, m = 1 for all voxels
belonging to a particle and J;; becomes the orientation tensor 7;; from which the eigenvalues
\; and eigenvectors t; are obtained by calculating the roots of the characteristic polynomial
P(\) = Det(T — M) (with I the unitary 3 x 3 matrix). 7" is symmetric (T, = Tj,) and
therefore its eigenvalues are real. The eigenvectors span an orthogonal basis in Euclidian
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space, thus defining the orientation ellipsoid of the particle. It is further useful to calculate a
transformation matrix A~! = {t_i, to, Eg} which is orthogonal (A~! = AT) and is constructed
directly from the eigenvectors. A can be used to transform a voxel ¥ into the coordinate
system of the particle whereby the new coordinates € = (e1, €2, e3)” = ATF are calculated.
This method was applied for example to study the orientation and topography of cracks in

fractured rocks (see section 3.3).
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Chapter 3

Applications and results

3.1 Maetallic alloys

The microstructure of binary metallic alloys such as Al-Si and Al-Ge is characterized by a pri-
mary solid phase and an eutectic phase: during solidification the primary solid phase nucleates
at the liquidus temperature and continues to grow until the solidus temperature is reached and
when remaining melt freezes, forming the fine structured eutectic phase. The resulting primary
solid phase microstructure depends to a large extent on the cooling rate and the distribution of
nucleation sites, and it is desirable that a globular microstructure forms. Whenever alloys are
partially remelted and are then annealed at a temperature above the solidus, as often occurs
in industrial casting processes, coarsening of the primary solid is observed [RatO1, Ann95].
Coarsening occurs due to dissolution of the eutectic phase, which results in additional ‘ripen-
ing’ of the solid phase [Ost00, Voo85]. In particular, during rheo- and thixocasting, the alloy
is heated to the semi-solid state before it is cast [Ugg04, Fan02] (for reliable and successful
casting processes and obtaining the designed final components, stringent control over the mi-
crostructure is crucial). The morphology of the primary phase can coarsen in various ways
when an alloy is held in the semi-solid state during processing [Fle74]. Many parameters con-
tribute to this variation, including flow of the slurry, temperature and possibly sample dimen-
sions [Thi87, Die99]. Under the assumption that the primary phase forms an agglomeration
of many particles, coarsening is considered to be the result of two processes: isolated par-
ticles grow at the expense of smaller particles [Vo092, Eno87] (cf. Fig. 3.1a) or connected
“touching” particles merge into larger particles by coalescence [War96, Tak84] (Fig. 3.1b).
Naturally, these descriptions are just models, because in reality many engineering alloys form
a primary phase with a more complex morphology that coarsens in a different way (see Fig.
3.1¢).

3.1.1 Coarsening of grain-refined Al-Ge32 alloy

The partition of solid (S) and liquid (L) phases in binary alloys can be expressed in terms of
volume fractions gg and gy, (note that gs + g = 1). During annealing, the solid particles
change their volume and grow. The average volume, which for sufficiently round particles can
be approximated to be proportional to the cube of the average diameter, increases linearly with

the annealing time, according to

a(t) = K(t —to)/? (3.1)
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Figure 3.1: (a) Coarsening of dispersed particles. Larger spheres grow at the expense of
smaller ones. (b) Coarsening of connected particles of similar size via coalescence. (c)

Coarsening of a network of agglomerated particles preserving its self-similar morphology.

Here, a(t) is the average diameter at time ¢, ¢y the time when a = 0 and K is the growth rate
and the coarsening exponent is 1/3 according to Lifshitz, Slyozov and Wagner (LSW-theory)
[Lif61, Wag61]. Equation 3.1 is considered a valid description for coarsening of spherical
particles in a supersaturated solution. However eq. 3.1 has to be considered the idealized
description of a very complex physical process. For the limit £ — 0, the coarsening speed a
becomes oo, therefore a statistical distribution of particle nuclei of zero size have to be con-
sidered. The LSW theory also claims that at any time during coarsening, the average particle
diameter maintains a constant ratio to the width of the particle diameter distribution at any
given time. Consequently, self-similarity is an expected characteristic of the structural mor-
phology as it coarsens.

One of the assumptions of the LSW theory is that gg has to be small, so that individual par-
ticles may be considered ‘non interacting’. A small gg is fundamental to the interpretation of
many of the dynamic processes that are related to coarsening. This is because moderate g
values result in interactions between neighboring grains, that bring about higher concentration
gradients in the liquid while increasing K [Eno86, Wol97, Tzi00]. For semi-solids note that
with gg exceeding a percolation threshold (all particles become interconnected) the particles
start to form a three-dimensional skeleton which is characterized by agglomerates that make
identification of single particles difficult [Wol97, Nir0O].

The liquid film migration model [MWO02] extends LSW further to include significantly higher
solid fractions than originally proposed, accounting for connected particles whereby mass
transfer occurs along the connection necks. Most experimental models explicitly predict
broader size distributions of particles, compared to the ideal dispersion that was considered in
the LSW theory. Theoretical predictions of the dynamics of the process have provided possi-
ble explanatory mechanisms for deviations from classical LSW theory [Hoy91]. Despite these
differences, coarsening theories confirm eq. 3.1 and most assumptions result in similar linear
relationships between average particle volume and annealing time. By using scaling func-

tions and assuming self-similar statistical ensembles, the universality of the t'/3 growth has
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been demonstrated in three-dimensions for a variety of phase-separating processes [Fra91].
Recently it has been shown that even for anisotropic metallic microstructures consisting of
dendrites, the t!/3 relation holds, if a(t) in eq. 3.1 is replaced by a length scale characteristic
of the solid-liquid interface [Men04]. Exponents of 1/4 and 1/5 are thought to be related to the
coarsening of precipitates located at grain boundaries and dislocations respectively. However,
even these cases are only different from LSW if volume diffusion is truly negligible [Hoy91].
The coarsening of such nanometer-sized precipitates in metallic alloys has been well explored
in situ by means of small angle X-ray scattering (SAXS [Par97, Tsa03]) and/or in a similar way
by neutron scattering (SANS [Hen81]). However for a semi-solid network of binary metallic
alloys, only few in situ imaging experiments have provided direct evidence for any of the the-
oretical predictions of coarsening kinetics on the micrometer-scale [Lud04, Lim07]. What is
known about the evolution of the particle size distribution is mainly based on measurements
obtained from 2D images [Ann95, Lou95, Kai99] and much remains unknown about the 3D
coarsening. Current state-of-the-art technology allows to visualize the 3D characteristics of
the particles of the primary solid, allowing to provide direct answers to many questions. In
this work, the coarsening of a non-agitated semi-solid network of particles (cf. Fig. 3.1c) is
monitored in grain refined AlGe32(wt.%) alloy. When this alloy is heated to a temperature
above the solidus and below the liquidus, a dispersion of solid Al-rich particles in a liquid
Al-Ge solution takes place. In contrast to the destructive and time-consuming serial sectioning
methods [Wol97, Nir00, Men04, AlkO2] non-destructive X-ray imaging is employed to pro-
duce dynamic radiographs and static tomograms of the microstructure in a binary aluminum-
germanium alloy of AlGe32. These data are then used to quantify various coarsening param-

eters such as the particle size, nearest-neighbor characteristics and connectivity.

Materials: The binary alloy AlGe32 was selected for this investigation because its structural
properties are most similar to the important class of casting alloys based on AISi7 (e.g. A356).
To create a microstructure comparable to AlSi7 a composition of 68 wt.% Al and 32 wt.% Ge
was chosen to yield a 0.5 volume fraction of the a-particles at the eutectic temperature 1, =
420 °C. Aluminum and silicon have very similar X-ray absorption coefficients, which is why
the AlSi7 alloy microstructure cannot be visualized by conventional absorption CT (a solution
to this problem is provided by holotomography, see section 3.1.5). The higher atomic mass of
germanium generates strong absorption contrast relative to aluminum when X-ray images are
observed, making it much more amenable to this type of investigation. The simple-eutectic
equilibrium binary phase-diagram [Mas90] of Al-Ge is depicted in Fig. 3.2. A homogeneous
equiaxed distribution of fine aluminum «-grains embedded in a matrix of the eutectic com-
position was produced by melting and quenching AlGe32 ingots. The ingots were formed by
combining the pure elements (>99.99%) with 4 wt.% commercial AITi5SB grain refiner (KBM
AFFILIPS, Netherlands) followed by levitation melting and casting in a cold crucible. The
grain refiner contains sub-micrometer sized titanium boride particles which act as nucleation

sites for a-Al. Note that, although the grain refined alloy is stricly not a binary system any-
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Figure 3.2: Binary phase diagram of Al-Ge alloy (dashed line indicates the composition
of 32 wt.% germanium). The liquidus temperature of AlGe32 is approx. 560 °C.

more, the mixing of the Al and Ge crystals with the TiBg particles (e.g. the occurence of a
AlTis phase) is neglected. The grain refiner was used only to reduce the grain size and to
minimize directional growth of dendrites during solidification [NafO4, KasO1]. Fig. 3.3 illus-
trates the difference between grain refined produced microstructure (a) and dendritic non grain
refined microstructure (b) of AlGe32 alloy.
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Figure 3.3: Two polished micrographs showing as-cast AlGe32 alloy: (a) alloy with addi-
tion of 4wt.% of AlTiSB grain refiner and (b) without additional grain refiner.

Samples for radiography and tomography were cut from the cast AlGe32 ingot. For the radio-
graphy experiments thin foils of AlGe32 were used for the purpose of observing the ripening
of solid Al-particles in the melt in situ. Foils of thicknesses: 0.1 mm, 0.2 mm, 0.4 mm and
0.5mm each 3mm x 3 mm in width and height were used. During radiography the samples
were annealed at a constant temperature of 450 °C (470 °C for the 0.5 mm foil to improve the
visibility of the solid particles by reducing the solid volume fraction).

Heat absorption was measured during remelting of the Al-Ge32 alloy using a differential scan-
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ning calorimeter and the weight fractions fg = 0.41 at 450°C and fg = 0.37 at 470°C
were found by integration of the heat flow graph [Rue06]. Taking the concentrations C'(5)
and C'Y) of solid and liquid from the phase diagram in Fig. 3.2 and the densities p(ALl) =
2.4g/em?, pl) =5.5g/cm3, pl&) = 2.6 g/cm3 and p'5) = 5.3 g/cm® of solid (S) and liquid
(L) aluminum and germanium [Kam95, Dis64], the volume fractions gg = 0.49 at 450 °C and

gs = 0.45 at 470 °C were calculated using the method of partial areas [Che98]:

_ fs
It (1= f5)p®) [pD) 3:2)

For the tomography experiment, a cylindrical sample 6 mm in diameter and approx. 15 mm

high was cut out of the ingot that provided the samples for radiography. The sample was
repeatedly heat-treated by annealing at 7' = 450 °C for 8 minutes followed by air cooling.
Prior to and following each treatment, complete tomograms were recorded. Altogether six
3D images of the cylindrical sample were obtained, with the last tomogram corresponding to a
total accumulated annealing time of 40 minutes. A second cylinder of a non grain refined alloy
of the same dimensions was heat-treated and imaged similarly. This sample, which contained

an initial dendritic microstructure (cf. Fig. 3.3b), was used for comparison.

Image acquisition: Radiography and tomography were carried out at BESSY/BAMline.
Fig. 3.4 illustrates the experimental setup for radiography as well as a typical image ob-

tained during such experiments. Thin AlGe32 foils of different thicknesses b = 0.1— 0.5 mm

sample holder -
Heating - N
lamps A -
| $ TETTRTTI TS

K-rays

(a) Thermocouple g

Figure 3.4: (a) Schematic illustration of the real-time radiographic experiment at
BESSY/BAMline. (b) Image of a semi-solid AlGe32 foil in the BN sample holder (note
the horizontal stripes overlaying the image are due to inhomogeneous beam intensity; the

Scintillator sereen

Temperature

upper edges appear brighter due to the edge of the optical lenses).

were inserted between two 1 mm thick boron nitride (BN) plates which absorb X-rays only
weakly, allowing placement in the beam. Temperature was monitored by a thermocouple ele-
ment placed close to the alloy. The photon energy for the radiography experiments was set to
E = 25keV. Temperature T', number of images N (at 0.23 fps) and effective annealing time
t (during which the material was in the semi-solid state) are listed in table 3.1.

Images were acquired using a 12 um YAG:Ce scintillator with an effective pixel size of Az =

1.6 um and a resolution R =~ 6— 7 um. As can be seen from Fig. 3.4a, the sample was arrested
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sample ‘ b [mm] ‘ T[°C] ‘ gs ‘ N ‘ t [min] ‘ growth rate K | growth exponent

1 0.1 450 0.49 | 540 29 20.64 +0.25 | 0.1708 + 0.0037
0.2 450 0.49 | 540 33 13.71 £ 0.18 | 0.2498 £ 0.0035
04 450 0.49 | 660 45 16.33 £0.11 | 0.2143 +0.0019
0.5 470 0.45 | 660 38 17.70 £0.14 | 0.2071 £+ 0.0023

B~ W

Table 3.1: Results from in situ radiography of coarsening semi-solid Al-Ge32 alloy.

in the focus of two heating lamps and could therefore not be moved off the beam in order to
record brightfield images (best suited for normalization). To correct for beam inhomogeneities
(seen as blurred horizontal lines overlying the silhouette of the sample, shown in Fig 3.4b) a
virtual brightfield image was created by applying a stripe-shaped median-filter and assuming

slow horizontal modulations in the intensity. The experimental radiographs were then normal-

Figure 3.5: Virtual Btripe-filterfor beam normalization: Grey values representing the im-
age intensity are represented as a z-value in a pseudo 3D topography in the (x, y)-plane.
(a) Every radiographic image is a superposition of underlying background and structural
information. (b) The background (virtual brightfield) image is characterized by horizontal
stripes originating from the beam reflections by a double multilayer monochromator. (c)
After application of a stripe-filter we obtain an image of the structural information only.

ized by this corrective background (schematically illustrated in Fig. 3.5) by simple division,
as is usually done in tomographic imaging. An example of the resulting images at anneal-
ing times of 3min and 33 min is shown in Fig. 3.6, along with a metallurgical micrograph
of a polished section of the same sample, shown for comparison. A 10um thick GADOX
scintillator screen was used for the tomographic data acquisition, with a resulting pixel size
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Figure 3.6: Coarsening of 0.2 mm thick Al-Ge32 foil in a boron nitride sample holder: (a)

Radiograph taken after the alloy was annealed at 7' = 450 °C for 3 min, (b) image of the
same foil after 33 min annealing time in the semi-solid state, (c) Metallurgical micrograph
of a polished section of the same sample after annealing (a,b and c share the same scale).

Az = 3.5um and an optical resolution of approx. 12um. For each tomogram 900 angular
projections were recorded using X-rays of £ = 50 keV photon energy. The six measurements
were aligned so as to allow matching the particles allowing comparison of the differences in
microstructure. Numerical image analysis was used to identify and quantify particles of the
primary solid phase (for details on the algorithm see section 2.2). The average particle diam-
eter and standard deviations were calculated from the 2D/3D images and the data was fit to a
power law similar to eq. 3.1 (Origin7.0, Northhampton, MA, USA).

In situ radiography: Obviously the choice of the binarization threshold has an effect on the
resulting growth rate and exponent. There exist two ways to determine this threshold value:
a) Select a value so that the fraction of foreground pixels in the images correponds exactly
to the measured solid fraction, or b) test a wide range of threshold values for each sample
and look for a parameter range for which the image analysis results are fairly unchanged.
Admitting that the exact measurement of gg only leads to a correct binarization when there
is no overlay between particles in the beam direction, testing the effect of different threshold
values is necessary either-way. Fig. 3.7 shows a plot of the coarsening exponent calculated for
several binarization thresholds which correspond to solid area fractions between 20% and 80%.
Fortunately, the calculated exponents show minimal scatter and their value is almost constant
for solid fractions between 40% and 60%. Similar test results were obtained for the coarsening
rate K. A binarization threshold of approx. 50% (notably close to the measured value of gg)
was therefore chosen for the analysis of all the datasets. Results for the mean 2D equivalent
sphere diameter (ayp) and the standard deviation (SD)sp of (asp) as a function of annealing
time are given in Fig. 3.8 for the four different sample thicknesses (solid lines represent the
fit). As can be seen, following an initial plateau prior to reaching the annealing temperature,
a significant rise in average particle diameter is observed. With increasing annealing time the

coarsening slows down. The standard deviation of average particle diameter is shown as an
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Figure 3.7: The coarsening exponent from the fit of the data of the 0.5 mm foil as a
function of different solid area fractions (confidence intervals are shown with data points).
The different solid fractions were obtained by changing the binarization threshold whereby
higher threshold values correspond to larger solid area fractions.

inset in each graph, reflecting the fact that the width of the diameter distribution increases
concomitant with the average values. The calculated growth rates and exponents are shown
along with their corresponding error values in table 3.1. Note that a median filter of size 7 x 7
(instead of 3 x 3) was applied to the images recorded from the thinnest sample. This was done
because the 0.1 mm of AlGe32 created only weak contrast, resulting in poor signal to noise
ratios due to the additional signal from the BN sample holder and the inhomogeneous beam
profile.

Microtomography of cyclically annealed samples: In addition to the equivalent sphere
diameter a, the labeled and segmented 3D data allowed to calculate the particle connectivity n
(average number of contacts per particle) and the contiguity G of the particles (cf. section 2.2).
Distributions of a, G and n of the six 3D datasets of the grain refined alloy and four datasets
of the non grain refined alloy recorded at different annealing times are shown in Fig. 3.9. A
constant threshold value was chosen for each alloy by assuming gs = 0.5 in the initial state
(t = 0). Due to the fact that the same region in each alloy was measured at different annealing
stages, calculating gg from the binarized datasets recorded at ¢ > 0 resulted in values very
close to 0.5 (= £0.01 error). Particle diameters (panels a and b) and particle contiguity (panels
¢ and d) were fitted with Gaussian distributions while connectivity was fitted to a log-normal
distribution function (panels e and f). As can be seen, the average particle diameter as well
as the width of each distribution increase during annealing, shifting from ~ 70 to 100 um in
the grain refined and from 75 to 110 um in the non grain refined sample. Contiguity of the
grain refined alloy shows only minor changes in the average values (=~ 0.21) while for the non

grain refined alloy contiguity only starts around 0.1 and increases with the annealing time. No
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Figure 3.8: Comparison of the evolution of the mean particle diameter derived from ra-
diographic films of four AlGe32 foils of increasing thicknesses: (a) 0.1 mm, (b) 0.2 mm,
(¢) 0.4 mm and (d) 0.5 mm. The red measurement point have been masked as they corre-
spond to times before the coarsening started. The insets show the standard deviation of the

average particle diameter as a function of annealing time.

significant shift of the maximum connectivity in the grain refined sample (= 4) is observed.
For the non grain refined alloy connectivity drops from about 5 to 4. All distributions show
the total number of particles to decrease with increasing annealing time. For the 3D data, the
cummulated annealing time ¢, the number of analyzed particles NV, the mean equivalent sphere
diameter (a), the standard deviation (S D) and the ratio (a) /(S D) of the diameter distributions
as well maximum values of connectivity n and contiguity G are shown in table 3.2.

Fig. 3.10 shows the correlation plots for the mean particle diameter (a),, (restricted to particles
of connectivity n) and n for the grain refined (a) and the non grain refined alloy (b). The
coarsening of a small particle cluster is depicted in Fig. 3.11. In this figure, grain refined
and non grain refined alloy microstructures are shown together with the results obtained from
fitting (a) to a power law similar to eq. 3.1 (dashed lines show the confidence intervals of the
fit). For the grain refined alloy we obtain a groeth rate X' = 41.5+ 2.5 with a growth exponent
0.21 4 0.02, and for the non grain refined alloy K = 32 4 12 and the exponent 0.30 £ 0.08.

APPLICATIONS AND RESULTS 25



3.1 Metallic alloys

300 v
; K “ initial
2001 : R !
ol (2) (b) s
200F 150}
2 150 3
g 8 100
w ('S
100
SOF 4
50+
o ) i i s L T el i i s i
25 50 75 100 125 150 0 25 50 75 100 125 150 178
Particle Diameter [um] Particle Diameter [um]
250

200

Frequency

50

0 01 02 i e

'Con'linguity '
500
450+ 4 x initial
| 400 = (f) exp-fit
o 24 min
350 exp-fit
7 300 32 min
3 250 — e
40 min
200 — exp-fit
150
100
50
05 i . X
25 0 5 10 15 20 %

Connectivity

Figure 3.9: (a,b) Histograms of particle diameter and Gaussian fitting curves for (a)
equiaxed AlGe32 structure and (b) non equiaxed structure from the initial state up to
40 min of annealing time at 450 °C. (c,d) Contiguity distributions and Gaussian fits for (c)
equiaxed and (d) non equiaxed structure. (e,f) Connectivity and log-normal fitting curves

for (e) the equiaxed and (f) the non equiaxed structure.

Discussion: By comparison of the bulk AlGe32 microstructure with observations from thin
foils, deviations in the coarsening kinetics are found when the sample thickness decreases,
approaching the average particle size. Both from observations of thin foils and bulk samples,
the microstructure of semi-solid AlGe32 alloy appears to evolve in reasonably good agree-
ment with the t'/3 power law which is predicted by classical LSW theory [Lif61, Wag61].
Thus coarsening of a solid network of agglomerated particles in a liquid solution is well de-
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sample ‘ t [min] ‘ N ‘ (a) [um] ‘ (SD) [um] ‘ (a)/(SD) ‘ G ‘ n

Al-Ge32 + AITiB 0 10485 70.72 14.87 4.762 0.190 | 4.0
Al-Ge32 + AITiB 8 8011 77.82 16.03 4.854 0.209 | 3.6
Al-Ge32 + AlITiB 16 6393 83.62 17.65 4.738 0.210 | 3.6
Al-Ge32 + AITiB 24 5438 88.20 18.70 4.717 0.212 | 3.6
Al-Ge32 + AITiB 32 4832 91.35 20.09 4.547 0.209 | 3.6
Al-Ge32 + AITiB 40 4278 94.68 20.95 4.574 0.210 | 3.6
Al-Ge32 0 4906 81.65 20.95 3.897 0.107 | 5.0
Al-Ge32 24 2977 102.15 22.53 4.534 0.160 | 4.0
Al-Ge32 32 2497 108.17 24.05 4.500 0.165 | 3.4
Al-Ge32 40 2209 112.01 25.04 4.473 0.167 | 3.4

Table 3.2: Resulting values of the particle number N, mean particle diameter (a), standard
deviation (SD), (a)/(SD) of the distribution function as well as maximum contiguity G
and connectivity n (determined from the fitting curves) in samples of grain refined AlGe32
(+ AlTi5B) and non grain refined AlGe32 measured for different annealing times between

0 and 40 min.
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Figure 3.10: Correlation plots of mean particle diameter (a),, vs. connectivity n for the
(a) grain refined and (b) the non grain refined alloy. Error bars show the scattering of {a),,.

scribed by considering the particles as separate entities. By measuring their size distribution as
a function of annealing time, the evolution of a network consisting of round but non-spherical
particles is found to behave very similar to coarsening of dispersed spherical particles which
are described by LSW theory. The transition from bulk samples to thin foils of thicknesses
which approach the average particle diameter does not significantly alter the coarsening law.

The coarsening exponent derived from the measurements of non equiaxed AlGe32 reasonably
agrees with theory, yet a smaller exponent is found for the coarsening grain-refined sample.
Theory predicts a t'/3 growth of the particles, yet both 2D and 3D observations of the grain
refined microstructure are closer to t'/4 — ¢1/5. This was not reported by Rowenhorst et al.,

who extrapolated a t!/? coarsening behaviour from 2D plane section measurements [Row06]

APPLICATIONS AND RESULTS 27



3.1 Metallic alloys

95 @
577 e
£ g0 e i
g = | (a6)
G 854 ’ (a5)
T 3= i
i A ()
S 80 .
2 A (a3)
2 75
& (a2)
R «-(al)
6 5 10 15 20 25 30 35 40
Annealing time [min[
120
T 115 (c) 200um
o |
g 110 '_D:_ o ?
105- - i
%100 ’El’ )
e T KT @
E o - (d1)
% e W I ;
o e
g w0l 7 (d1) (d2) (d3)
; 754
0 5 10 15 20 25 30 35 40

Annealing time [min]

Figure 3.11: Coarsening of equiaxed microstructure of grain refined AlGe32: (al-6) Small
cluster of particles inside a virtual confinement of 250 um in diameter, cut at the same
position in the 6 datasets, each representing an annealing at 450 °C with a holding time
of (al) Omin (initial structure), (a2) 8 min, (a3) 16 min, (a4) 24 min, (a5) 32 min and
a(6) 40 min. (b) Non-linear fit (dashed lines show the confidence intervals) of the average
particle diameter. (c) Fit for the non grain-refined alloy (note the confidence intervals are
broader than in (b) due to the fact that only four measurement point are available; (d1-3)
Small cluster for 24 min, 32 min and 40 min annealing time.

perhaps due to particulars of their system or the unavailability of true 3D data. The high solid
volume fraction of the present AlGe32 mixture is most likely the cause for a smaller exponent
compared to that predicted by the LSW theory. Indeed, Rowenhorst et al hypothesize that
thin liquid films might separate adjacent particles which, if relevant to AlGe32, could lead to
an increased interfacial curvature stabilizing the larger particles and reducing the growth rate
[Row06]. Alternatively, t1/4 and t'/® growth exponents have been suggested for precipitates
assuming 2D and 1D diffusion mechanisms respectively [Hoy91]. And yet, it is difficult to
compare such mechanisms to semi-solid binary alloys, since the inter-particle mass transport
occurs mainly by diffusion through the liquid matrix, and not via a solid phase. The mea-

sured contiguity of 0.21 shows that a significant fraction of the particles surface appears to be
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connected or in close proximity to neighboring particles thereby reducing the free solid-liquid
interface. Thus, it is possible that diffusion occurs through inter-particle wetting layers, which
similarly to grain boundaries in solids [Hoy91], results in a reduced coarsening exponent.
The self-similar character of coarsening of a network is an important statement of LSW the-
ory: For dispersed spherical particles the ratio of the average diameter versus the width of the
diameter distribution is time-independent. This is also true for a network of agglomerated Al-
particles in the present AlGe32 system. Two additional parameters were found to characterize
self-similar growth of such a particle network, namely the distributions of particle connectivity
and contiguity which maintain constant maximum values independently of the annealing time.
Hence at any given time at which a particle is observed in a coarsening semi-solid network, the
number of connections to other particles, the relative size of the connecting necks and the nor-
malized size distribution of the surrounding particles is constant. The maximum connectivity
of the equiaxed Al-particles was found to be ~ 3.6 which is in excellent agreement with re-
cent studies reported on Sn-Pb alloy where a value of 3.66 was found for gg = 0.52 [Row06].
Rowenhorst et al. showed for this system that the average connectivity is mainly a function of
gs, reaching values of 8 — 9 for gg > 0.7. Similar to their work on Sn-Pb, the present AlGe32
alloy reveals a correlation between particle diameter and connectivity where larger particles
exhibit a higher number of contacts.

Significant differences are observed between grain-refined and non grain-refined alloys: while
the grain-refined alloy fulfills the criteria for self-similar coarsening predicted by the LSW
theory, the same alloy but without additional grain-refiner does not. In contrast to the segmen-
tation of equiaxed grain-refined AlGe32 microstructure, numerically segmenting elongated
Al-dendrites which characterize the non-equiaxed structure results in strongly asymmetric ob-
jects. Using a different approach based on parameterization and curvature analysis of the solid-
liquid interface, Mendoza et al. 2004 have recently shown violation of the self similarity in
the coarsening of non-equiaxed Al-Cu alloy [Men04]. A similar violation is found for the non
grain refined AlGe32 system. In particular, connectivity decreases and contiguity increases
during the annealing of the non equiaxed structure which is in contradiction to self-similar
growth. Compared to grain-refined AlGe32 structure at similar annealing times, average par-
ticle size and contiguity are larger while contiguity is smaller: This can be interpreted as a
direct result of the elongated asymmetric shape of the dendrites which is maintained during
coarsening. Extending their approach, Mendoza et al. have also shown that the non-equiaxed
Al-Cu microstructure evolves towards an anisotropic morphology aligned with the orientation
of solidification [Men06]. A slightly different coarsening rate and exponent are found for the
dendritic AlGe32 alloy compared to the grain refined network which could be a result of such
an anisotropic coarsening process.

Compared to the bulk samples, a slightly lower coarsening exponent is observed for thinner
foils, an effect probably related to the reduced availability of the liquid phase at the container
walls. The thinner foils are characterized by a thickness that is close to the average particle

size. Coarsening is likely to be hindered when samples of dimensions close to the particle size

APPLICATIONS AND RESULTS 29



3.1 Metallic alloys

distribution are annealed because the particles cannot grow into one direction. Changing the
solid fraction by increasing the annealing temperature for the thickest radiography sample did
not have a significant effect on the coarsening rate or the exponent. The standard deviation
of gray values in the radiographs taken at different annealing times is an additional measure
of the statistical significance of the 2D results. The gray levels in these images represent the
attenuation of X-rays, which for a constant sample thickness, is approximately proportional
to the partition of the solid phase. Consequently, the gray value distribution broadens due to
the growing average particle diameter. The broadness (SD) of the gray level distribution was
plotted as a function of annealing time (data not shown) and fitted similarly to Fig 3.7. Ex-
ponents of 0.175, 0.224, 0.233 and 0.313 are thus obtained for the 0.1 mm, 0.2 mm, 0.4 mm
and 0.5 mm thick samples, which is remarkably close to the results of the statistical image
analysis. This provides corroborating evidence to the robustness of the segmentation, labeling
and image processing procedure.

Note that the particle analysis of the radiographs accurately reproduces the coarsening trend
but underestimates the particle size (as can be seen by comparing the particle dimensions in 2D
with the 3D results: e.g. 38 um vs. 95 um after 40 min annealing time). Note that similarly,
the diameter of spherical particles is underestimated when measured from metallographic mi-
crographs, and has to be corrected for the case that the particles are not ideally cut at their
equator. Radiographic images can only be used to determine the absolute particle sizes, when
the particles lie separated from one another in a plane perpendicular to the beam direction. The
tomography datasets on the other hand, allow calculation of the true particle sizes in a network
as well as the coarsening kinetics (eq. 3.1) including both exponent and rate. However tomog-
raphy is performed on cold samples, possibly introducing additional coarsening effects due
to the repeated cooling and reheating of the microstructure between two tomographic scans.
These effects might result in different particle growth kinetics compared to continuous coars-
ening. Nevertheless the good correspondence between 2D in situ and 3D cyclic annealing

indicates that these differences are minor.

3.1.2 Continuous annealing and powder compaction

In order to quantify the effects of repeated cooling and remelting on the coarsening of AlGe32
alloy (reported in the previous subsection), two grain refined samples (AlGe32 + 4 wt.%
AlTi5B) were continuously annealed for 20 min and 60 min at 7' = 450 °C. Static tomo-
grams of the microstructure in these two stages were acquired under experimental conditions
similar to those reported on the cyclic annealing: Ax = 3.6 um pixel size at R ~ 12 um res-
olution (GADOX) and F = 50keV X-ray energy. Fig. 3.12 shows the distributions of the
effective particle diameter a (a), the particle contiguity GG (b) and connectivity n (c) along with
a correlation plot similar to Fig. 3.10 ({(a),, vs. n). The distribution of these values looks
similar to what was found for the cyclic experiments and the number of particle-particle con-

tacts increases with the size of the particles. The number of analyzed particles IV, the mean
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Figure 3.12: Analysis of AlGe32 microstructure produced by continuous annealing
(20 min and 60 min). (a) Histogram of particle diameter, (b) particle contiguity and (c)
connectivity. (d) Correlation plot (mean particle diameter vs. connectivity).

particle diameter (a) and standard deviation (S D) as well as the mean contiguity (G) and the

maximum connectivity n are listed in table 3.3. Unlike the cyclic experiments, where the same

sample | g5 | ¢[min) | N | (a) (um] | (SD) (um] | (a)/(SD) | (@) | n
1 0.45 20 25447 52.27 11.51 4.541 0.287 | 2.5
2 0.50 60 4772 84.18 16.27 5.174 0.226 | 4.1

Table 3.3: Results from continuous annealing of grain refined semi-solid AlGe32 alloy.
Obviously, the solid volume fraction in the two samples was different, leading to different
values gg calculated after binarizing the two datasets with the same threshold.

sample was repeatedly annealed and scanned, the two datasets correspond to different samples
that were annealed for 20 min and 60 min. The initial state of these samples was not measured,
therefore the results in table 3.3 must be compared to the first row in table 3.2. The mean par-
ticle diameter (a) increases with time but is found much smaller than what would be expected
from the previous results (cf. table 3.2). Due to local variations of the solid volume fraction in

the cast material, gg is different for the two samples (20 min and 60 min) although the same
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binarization threshold was applied to both datasets. Consequently, the ratio (a)/(SD), the
mean contiguity and particularly the connectivity are not constant.

Furthermore, dendritic AlGe32 microstructure resulting from continuous annealing was mea-
sured for comparison with the non grain refined sample described in the previous subsection,
which was repeatedly heat treated. Fig. 3.13 shows the distributions of particle diameter a, par-
ticle contiguity GG and connectivity n as well as the correlation plot (a),, vs. n for a sample of
non equiaxed AlGe32 (gs = 0.49) after 60 min continuous annealing at 7' = 450 °C. Similar
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Figure 3.13: Dendritic AlGe32 microstructure after 60 min of continuous annealing: His-
tograms of (a) effective particle diameter, (b) particle contiguity and (c) connectivity. (d)
Correlation plot: mean diameter vs. connectivity.

to the comparison of the grain refined samples, a smaller average diameter (a) = 85.08+
12.85 um is found than what would be expected from the cyclic experiments. On the other
hand comparably high values are found for the ratio (a)/(SD) = 6.621, the maximum con-
nectivity n = 6.8 and the mean contiguity (G) = 0.245. Surprisingly the correlation between
mean particle diameter and connectivity (Fig. 3.13d) is not observed for this particular sample.
Fig. 3.14 shows an axial slice of the grain-refined (a) and the non grain refined sample (b) after
60 min continuous annealing.

In order to compare the coarsening of AlGe32 to that of a different alloy, a globular microstruc-

ture of AICu21 alloy was produced via a different production route (The composition Al + 21
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Figure 3.14: Axial tomographic slices of AlGe32 alloy after 60 min of continuous anneal-
ing: (a) grain refined and (b) non grain refined sample.

wt.% Cu was chosen to yield a solid volume fraction (gg = 0.52) similar to AlGe32). Fine
powders of the pure elements Al and Cu were sieved (particle size < 40 um) and mixed, fol-
lowed by uniaxial double-sided compaction for 5 min with 298 MPa at T' = 400 °C. The
precursor (flat cylinder of 36 mm diameter and 7 mm height) was then annealed for 60 min at
T = 570 °C in the semi-solid temperature range. In this range the copper is mostly molten in
the liquid Al-Cu mixture, the little remanent Cu is diluted in the solid Al crystals. When the
sample is cooled, the copper recristallizes into an eutectic Al-AloCu matrix which surrounds
the clustered a-Al particles. The desired homogeneous, equiaxed distribution of globular par-
ticles is obtained thanks to the fine grained initial microstructure predetermined by the Al
powder grains. However, formation of a significant porosity is observed during annealing.
This ’foaming effect’ is commonly observed when compacted precursors containing consoli-
dated aluminum powder grains are annealed at high temperature. Compared to bulk material,
the powder particles have a huge free surface which contains layers of aluminum-hydroxides.
Additionally, air bubbles are trapped during the compaction/ consolidation. When the alloy is
partially molten, oxygen and hydrogen outgas, forming pores in the material. Hot compaction
under vacuum might be one way to avoid this porosity. For the annealed sample, distributions
of particle diameter a, particle contiguity G and connectivity n as well as the correlation plot
(a)p, vs. n are shown in Fig. 3.15 together with an inset illustrating the three-dimensional
arrangement of the Al-particles with the eutectic matrix set transparent.

The particle diameters a of the powder compacted annealed AlCu21 sample are somewhat
smaller than the particles in grain refined AlGe32 alloy (for comparison see Fig. 3.12a), with
a mean value (a) = 62.26+ 15.58 um and a ratio (a)/(SD) = 3.996. The mean contiguity
is (G) = 0.192 but unlike for the samples of AlGe32, a significant number of particles in the
AlCu21 sample has no contacts with their neighbors (220 out of 11135, i.e. ca. 2%). Nev-
ertheless the connectivity is maximum at n = 3.9 which is in good agreement with the grain
refined annealed AlGe32 alloy (n = 4.1).
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Figure 3.15: Particle analysis of powder compacted AlCu21 alloy after 60 min continuous
annealing. (a) Particle diameter a distribution, (b) particle contiguity G and (c) connectiv-
ity n. (d) Correlation plot: {a), vs. n.

Discussion: Two routes for producing equiaxed globular microstructure were successfully
tested and statistical image analysis was applied to heat treated samples after continuous and/or
cyclic annealing. Grain refinement was used for Al-Ge alloy whereas an equiaxed particle
distribution in Al-Cu was achieved by hot powder compaction. Statistical image analysis
revealed subtile differences between the two processing routes/ alloys, visible in the particle
size distribution and the inter-particle connectivity. More experiments must be carried out in
order to quantify these differences accurately: e.g. annealing of powder compacted AlGe32
samples for comparison with the AICu21 measurement. In general, the annealed particles tend
to have a smaller diameter when they are continuously heat treated (i.e. ~ 84 ym after 60 min),
whereas cyclic treatment produces larger particles probably as a result of repeated quenching
and remelting (=~ 95 um after 40 min). The same trend was even more pronounced for the non
equiaxed microstructures: the average eqivalent sphere diameter was /= 85 um after 60 min of
continuous heat treatment, whereas on the average 112 um particles were found after 40 min
of cyclic remelting and annealing. For the growth kinetics of the Al-particles reported in the
previous subsection this difference between cyclic and continuous annealing has mainly an

effect on the growth rate K but not on the coarsening exponent as was confirmed by the 2D in
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situ measurements. Yet this conclusion is not firm because of a strongly varying ab initio size
distribution of the Al-particles in the different samples that were continuously heat treated.
Comparing table 3.3 with table 3.2 leads to the assumtion that the differences between cyclic
and continuous annealing are at least partly due to the different initial microstructures in the
samples. The microstructure depends on the location where the test cylinders are cut from the
AlGe32 ingot. Ingots are produced by levitation melting and casting in a cold crucible and
are known to exhibit a gradient of particle sizes whereby the smallest particles form on the
lower side of the ingot which comes first in contact with the crucible walls during quenching
and larger particles are found on the upper surface of the ingot. The initial microstructure of
the as-cast samples is probably the reason for these discrepancies. Consequently statistical
image analysis does not allow to distinguish between ab initio effects and those related to the
cyclic and continuous annealing procedures. This problem further highlights the importance
of developing in situ experiments where 2D and/or 3D images are recorded at high speed
(compared to the morphological changes), and the sample is continuously maintained in the

semi-solid state [Lim0O7] in order to exclude colling and reheating effects.

3.1.3 Rheology of AZ91 (Mg-Al9-Zn1) alloy

Introduction: The engineering alloy AZ91 (composition 90 wt.% magnesium, 9 wt.% alu-
minum and 1 wt.% Zn) is very similar to the binary magnesium-aluminum system, with its
equilibrium thermal properties approximately described by the binary phase-diagram shown

in Fig. 3.16. AZ91 is very common in the automotive industry as well as in the consumer
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Figure 3.16: Equilibrium phase diagram of the binary magnesium-aluminum system. The
vertical red line indicates the composition of AZ91 alloy (neglecting the 1at.% of zinc) and
the red horizontal bar shows the typical temperature range semi-solid casting.

electronics market. Due to the low density of magnesium, cast AZ91 components are both
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very light and strong. Rheocasting and/or thixomolding are two new processing routes for
casting AZ91 in the semi-solid state, i.e. at a much lower temperature compared to conven-
tional squeeze casting. Porosity is the main problem when thick walled AZ91 components
are squeeze cast. Such defects deteriorate the mechanical properties and are mainly caused by
turbulent die filling and solidification shrinkage. Semi-solid casting of AZ91 reduces porosity
and yields components of very good ductility, due to the globular Mg particles who charac-
terize the alloy microstructure. Note that both squeeze cast and semi-solid cast AZ91 contain
brittle Mg; 7Al;2 B-phase which is created during rapid quenching. Particularly in semi-solid
cast AZ91 this B-phase forms a continuous network between the a-magnesium particles, re-
sulting in a rather poor strength and fracture toughness. During heat treatment the (3-phase
can be completely dissolved in order to improve ductility [Kle02]. The semi-solid casting
temperature determines the solid volume fraction of the Mg-globules and ranges from 490 °C
(gs = 1.0) to 610°C (gs = 0). For casting thin-walled (1— 2mm) components, a solid
volume fraction of ca. 0.25 is preferred, thus fixing the casting temperature to 580— 590 °C.
Prior to the casting, a mixture of liquid melt and solid Mg particles (0.1— 0.5 mm in size)
is created by continuously shearing the semi-solid slurry at constant temperature. Under the
shearing forces, small Mg-dentrites which are the first crystallization product are deformed
and broken into small fragments which coarsen and agglomerate (like snowballs) forming the

large globular particles. This microstructural transformation is depicted in Fig. 3.17. Models
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Figure 3.17: Morphological transformation of semi-solid AZ91. Shearing forces cause

€)

deformation and fracture of the magnesium dendrite arms (a-c). Via coarsening the frag-
ments obtain a round shape and larger particles form by coalescence (d-f).

predict this microstructural transformation to yield a thixotropic behaviour of the semi-solid
slurry which is favourable for a complete and homogeneous filling of the casting mold. A lot
of experimental work on Sn-Pb alloy has shown that when increasing shear forces are applied
the viscosity of the semi-solid melt decreases by several orders of magnitude. This behaviour
is similar to a suspension of adhesive polymer particles in a liquid suspension, hence the term
thixotropy. Quantitative evaluation of the structural changes in the sheared AZ91 alloy are
conventionally limited to microscopic images of plane sections of quenched microstructures.
Such a 2D metallographic section of sheared AZ91 is shown in Fig. 3.18 Note that a lot of
information is not visible in such plane sections, e.g. particle size, shape, connectivity, etc. In
order to quantify the distribution of Mg particles in the alloy, a series of 3D images of AZ91
samples was recorded at BESSY/BAMIine in the framework of this thesis. Samples were pro-
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Figure 3.18: metallographic section of AZ91 microstructure. Large Mg particles form
when the alloy is sheared in the semi-solid state (I' = 590 °C). The matrix surrounding

these particles shows a very fine structure resulting from rapid quenching.

vided by R. Jenning and Dr. A. Lohmueller, Neue Materialien Fiirth GmbH (NMF), affiliated
to the materials department of the University of Erlangen (Prof. R. F. Singer). NMF operates
a 22t thixomolding machine from Japanese Steel Works (JSW) dedicated to the productions
of light weight parts in future car generations, e.g. at BMW AG. For the optimization of the
machine parameters, accompanied by FEM simulations of the die filling during thixomolding,
additional shearing experiments are carried out with a self-assembled rheometer at NMF. The
rheometer consists of a cylindrical cup (inner radius /21) which houses a slighly smaller motor-
driven bob (outer radius Ro. The rheometer is designed to provide absolutely stable conditions
concerning temperature and laminar flow of the semi-solid slurry, therefore the gap between
cup and rotating bob has to be bigger than the largest magnesium particles but not too thick in
order to prevent turbulant flow: Ry ~ 20 mm and Ry — Ry ~ 3 mm. For newtonian fluids,
the effective shear rate is given by ¥ = 2Q¢?/(¢?> — 1) with ¢ = R;/Ry and ) the angular
velocity of the bob [Sch81]. The customary unit for the shear rate is reciprocal seconds (s!).
In this small space the rheometer is supposedly able to imitate the evolution of AZ91 alloy
in the large JSW machine. The process parameters of the latter are difficult to alter, whereas

changing temperature, shearing time and/or rate in the rheometer is rather simple.

Materials and method: The samples that are discussed in the following were produced
by filling granular pre-alloyed AZ91 into the rheometer and replacing the atmosphere by ar-
gon before heating the material to 590 °C. After the shearing time ¢ the apparatus is opened,
the rotating bob is removed and the slurry is quenched in cold water. From the solidified re-
mains, small columns are cut respecting the limited field-of-view of the X-ray macroscope (ca.
3.2x3.2mm?). In contrast to the previously discussed Al-Cu and Al-Ge alloys the chemical
phases present in samples of AZ91 do not produce a sufficient absorption contrast for conven-
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Production parameters Imaging parameters
no | tlsl | 4[s™'1 | T[°Cl | B keV] | d[mm] | V [mm?]
1 | 1200 240 587 23 350 1.7
2 | 1200 0 587 23 350 2.0
3 10 80 590 25 370 3.0
4 | 200 80 590 25 370 4.1
5 | 250 80 590 25 370 4.2
6 | 350 80 590 25 370 4.1
7 | 400 80 590 25 370 4.1
8 | 3600 20 590 25 370 4.5
9 | 3600 | 720 590 25 370 4.5

Table 3.4: Production parameters (shear rate -, time ¢ and temperature 7") of the AZ91
samples and imaging parameters BESSY/BAM!Iine measurements.

tional ;CT. Therefore Fresnel-propagation is indispensable for imaging AZ91 microstructure.
Table 3.4 shows a list of the nine samples that were measured and analyzed during this work
along with the shearing time ¢, shear rate +, temperature 7', X-ray energy F, sample-detector
distance d and the effective sample volume V' which was used for numerical particle analysis.
The samples 1 and 2 were chosen to represent the common structures of AZ91 alloy with and
without shearing. Tomograms were recorded with the X-ray macroscope at BESSY/BAMline
using a 55 um thick CWO scintillator (effective pixel size Az = 1.6 um and R ~ 3— 4 um).
The photon energy was set to £ = 23 keV and 1200 projections were recorded for each dataset

at d = 350 mm sample-detector distance. Fig. 3.19 shows two axial slices reconstructed from

Figure 3.19: (a) Axial slice of AZ91 sample no. 1 (20 min shearing at 240s~1) recorded

at 350 mm propagation distance. (b) Slice of AZ91 sample no. 2 (no shearing).

Fresnel-propagated images of (a) AZ91 sheared for t+ = 20 min at a rate of 4 = 240s~! and
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at T' = 587 °C, and (b) common AZ91 alloy annealed for ¢ = 20 min without shearing. The
difference in the two microstructures is obvious: Formation of large Mg particles is observed
for the sheared sample (Fig. 3.19a) whereas the same alloy but without shearing is character-
ized by a homogeneous fine structured matrix. Statistical image analysis was applied to the
Mg particles in sample no. 1, following a routine that is depicted in Fig. 3.20.

Figure 3.20: (a) Axial slice of sample 1 (20 min shearing at v = 240s~!) recorded at
d = 350 mm sample-detector distance. (b) Binarization of (a) yields an image of the
particle edges. (c) Structural opening based on the Euclidian distance transform (EDT)
of (b) followed by size filtering the small background objects reveals only the larger Mg
particles. (d) Preflooded watershedding is used for particle segmentation and labeling.
The labeled particles are colored with a rainbow color table. Due to the properties of the
watershed algorithm, the biggest particles are segmented first and are colored red whereas
the smallest particles appear in blue.

Since the Mg particles are large compared to the smallest details in the images, the amount of
data can be reduced by a factor 8 by application of 2 X 2 x 2 binning. This reduction is very
helpful as the following 3D algorithm for particle analysis is limited to a 8-bit volume of [512
pixel]® size. As can be seen from Fig. 3.20b a simple threshold binarization does not allow
to separate Mg particles from the fine structured matrix. The latter has to be erased by a mor-
phological dilation whereby the 3D Euclidian distance transform (EDT) of the background
(black) of Fig. 3.20b is calculated and binarized (the binarization was set to yield a dilation
radius of 3 pixels). Most of the smaller particles in the matrix are thus closed and a new EDT

is calculated on the foreground of the dilated image. Binarization of this new EDT yields an
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erosion (again of 3 pixels radius) and the overall effect on the image corresponds to a closure
(or opening with respect to the inverse image). Additional application of a size filter removes
the remaining objects of volume V' < 10.000 voxels (i.e. < 3.3 x 1074 mm3). The resulting
slice is shown in Fig. 3.20c and statistical image analysis is performed in the conventional
manner (see section 2.2) to segment and label the particles (Fig. 3.20d). A perspective 3D

Figure 3.21: Perspective 3D view onto the segmented and labeled sample no. 1. Big glob-
ular particles are seen in the upper left and lower right corners whereas small dendrites (star
shaped particles) occupy the space between these larger particles. Due to the properties of
the watershed algorithm, the colors represent the particle size (large:red, small:blue).

view onto these particles is depicted in Fig. 3.21.

Results: The size and shape distributions of the magnesium particles appear strongly in-
homogeneous featuring clusters of large round and/or oval particles on the sides and smaller
star-shaped dendrites in between. Applying the same segmentation and labeling to sample
no. 2 (no shearing), no particles bigger than V' = 3.3 x 10~*mm? are found. Tomograms
of sample no. 3 — 7 were recorded with the same detector setup, at £ = 25keV energy and
d = 370 mm sample-detector distance. These five samples represent a constant shear rate < =
80s~! that was applied to shear semi-solid AZ91 at a constant temperature 7" = 583 °C for
different shearing times: ¢ = 10, 200, 250, 350 and 400 s. The motivation for choosing these
particular time intervals were microscopy images of metallographic sections which indicated
changes in the particles size and shape between 200s and 400 s shearing time. Sample no.
3 was ment to be a reference for the higher shear rates. Fig. 3.22 shows the calculated size
distributions obtained from 3D particle analysis of sample no. 3 — 7. The changes in the par-
ticle size are visualized by showing the particle volume partition (the corresponding volume

that is filled with particles of a certain size, in other words frequency times volume) at one

40 APPLICATIONS AND RESULTS



3.1 Metallic alloys

shearing time (light green) along with the volume partition observed at the next longer time

(dark blue). From 10s to 200 s shearing time (Fig. 3.22a) the volume partition increased con-
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Figure 3.22: Comparison of histograms showing the particle volume partition in sample
no. 3 — 7: (a) 10s (light green) vs. 200 s (dark blue) shearing time. (b) 200 s (green) vs.
250 s (blue). (c) 250 s (green) vs. 350 s (blue). (d) 350s (green) vs. 400 s (blue).

stantly for particle of all sizes, in other words more particles are found after 200s. At 250s
(Fig. 3.22b) larger particles (V' > 0.15 mm?) appear while the volume occupied by the small
particles has shrinked compared to the 200 s sample, probably due to coalescence. Hardly any
changes appear in the volume partition at 350 s shearing time (Fig. 3.22c) and/or at 400 s (Fig.
3.22d), except for some very large particles (V' < 0.25 mm?). Note that although the volume
frequency of the smallest particles (V' < 0.01 mm?) is cut off in Fig. 3.22 their number is
particularly high for the sample no. 6 which corresponds to 350 s shearing time.

Fig. 3.23 compares an axial slice of the binary image of sample no. 6 (350 s) to sample no. 7
(400 s). The same dendrites that occupied a large region in sample no. 1 are found clustered
around the large Mg particles in Fig. 3.23a, whereas no dendrites are seen in sample no. 7
(Fig. 3.23b). Note that this phenomenon is also absent in sample no. 3, 4 and 5 and must
therefore be attributed to anomalies that have occurred during sample preparation (e.g. a few
seconds pause between unclosing the rheometer and quenching the alloy would be sufficiently
long for the nucleation and growth of such small dendrites). The corresponding histograms
of the particles shape factor F' = 6V\/7W are shown in Fig. 3.24 (note that /' = 1 for a
sphere and F' < 1 for any other object). No change in the particles shape distribution but a
net increase in the number of particles is observed from 10s to 200 s (Fig. 3.24a). After 250s
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Figure 3.23: (a) A binary slice of the 350 s sample after applying structural opening on the

Mg particles. (b) Similar slice of the 400 s sample: no star-shaped dendrites are visible.
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Figure 3.24: Histograms of the particles shape factors: (a) 10s (light green) vs. 200s
(dark blue) shearing time. (b) 200s (light green) vs. 250s (dark blue). (c) 250s (light
green) vs. 350 s (dark blue). (d) 350 s (light green) vs. 400 s (dark blue).

shearing time the corresponding sample features more round particles as seen in the shape
distribution for ' > 0.6. No changes in the distribution but an overall increase in the number

of particles is found when the 250 s is compared to the 350 s sample. A little peak appears for
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the latter at ' =~ 0.3 which corresponds to little dendrites that have an extremely aspherical
shape. The shape distribution after 400s appears very similar to the distribution after 250s
shearing time.

In the limit of very long shearing times (one hour) two samples were analyzed, one corre-
sponding to a low shear rate of 4 = 20s~1!, the other to a high shear rate of 4 = 720s~!
(mechanical limit of the experimental rheometer). Shape distribution and volume partition for

these two samples (no. 8 and 9 in table 3.4) are shown in Fig. 3.25. Obviously the slowly
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Figure 3.25: Low shear rate (¥ = 20s~! in light green) vs. fast shear rate (y = 720s~!
in dark blue): (a) Particle volume partitions (volume times frequency), (b) Histograms of
the shape factor F.

sheared sample is characterized by larger oval particles (V42 ~ 0.05 mm? and Fj,q, ~ 0.7)
while a high shear rate produces smaller quasi-spherical particles (Vyqz ~ 0.02mm? and
Fraz ~ 0.85). Note that two classes of particles that were found for shorter shearing times
appear to have vanished in the limit of long shearing: (a) The smallest particles in sample no.
1 — 7 which have a volume V' < 0.01 mm? and almost spherical shape (F > 0.9), and (b)
the aspherical star-shaped dendrites that were found in sample no. 1 and 6. After one hour
of shearing and independently of the shear rate both types of particles appear to have merged
with the large Mg particles.

Yet, there is another indicator for clustering of small dendrites and/or dendrite fragments. In
microscopic images of metallographic sections and in the tomography data entrapped liquid
phase is found within the large globular particles. A common explanation is that liquid metal
in the inter-dendritic spaces is trapped whenever small dendrites merge with larger particles
due to shearing. However, the entrapped liquid often appears as a belt at a discrete distance
underneath the surface of the large globules (see for example the metallographic section in
Fig. 3.18). This phenomenon can be inerpreted by assuming that the dendrites that merge with
the particles are more or less of the same size.

The dendrites in Fig. 3.21 seem to fullfill this assumption and correlation plots are used to
find out if these are indeed of similar shape and size. Fig. 3.26 shows shape factor vs. particle
volume for the samples representing (a) 200s, (b) 250s, (c) 350s and (d) 400 s of shearing
time. The particle volume is drawn on logarithmic scale to account for the fact that most par-
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Figure 3.26: Correlation plots of particle shape factor (sphericity) vs. particle volume (on
log scale) for (a) 200s, (b) 250s, (c) 350s and (d) 400s shearing time at constant shear
rate ¥ = 80s~ L.

ticles are very small. Fig. 3.26¢ shows three distinct classes of particles (labeled A, B and C)
in the 350 s sample: small round particles (A), large slightly oval particles (B) and aspherical
particles of an intermediate size (C). The latter correspond to the star-shaped dendrites and a
small trace of this particle class is found in the sample no. 7 (400, Fig. 3.26d) whereas sam-
ples no. 4 and 5 only contain particles of class A and B. Fig. 3.27 shows similar correlation
plots for the samples no. 1 and 3, i.e. 20 min and 10s shearing time at 240s~! and 80s~*
rate respectively. In sample no. 1 the star-shaped dendrites (class C) from Fig. 3.21 localize at
the same position in the correlation plot (Fig. 3.27a) as observed for sample no. 6 (Fig. 3.26c
while they are completely absent in sample no. 3.

Fig. 3.28 shows particle shape-volume correlation plots for samples no. 8 (1h shearing at
4 =20s"1) and no. 9 (1h at 4 = 720s~'). In addition to the fact that smaller and rounder
particles are observed for longer shearing times (see also Fig. 3.25) it is worth noting that no
particles of class C and only few of class A are observed in sample no. 8, whereas sample no.

9 is etirely composed of the globular, class B particles.
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Figure 3.27: Correlation plots of (a) sample no.1 (20 min at 240s~') and (b) sample no.3
(10s at 80 s~ 1) showing shape factor vs. particle volume.
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Figure 3.28: Correlation plots of (a) sample no.8 (1 h at 20s~) and (b) sample no.9 (1h

at 720 s~1) showing shape factor vs. particle volume.

Discussion: Both the star-shaped dendrites and the small spherical particles seem to vanish
in the limit of long shearing times. For short times both small round particles and larger oval
particles were found in all the samples. The star-shaped dendrites that were all characterized
by very similar shape and size are probably the unwanted result of a short delay after opening
the rheometer and before quenching the samples. While in sample no. 1 these dendrites float
in the space between the large globules which was occupied by the liquid before quenching
the sample, they are found clustered around the globules in sample no. 6. The very inho-
mogeneous distribution of the magnesium prticles in sample no. 1 is probably the result of
inhomogeneous flow and temperature in the rheometer chamber. This work has shown that
statistical variations in shape and size of the orimary magnesium phase can be measured and
quantified as a function of shear rate, temperature and/or shear time. Such valuable informa-
tion is not accessible in metallographic 2D sections, only in Fresnel-propagated X-ray pCT.
Towards tayloring the AZ91 microstructure, further measurements and better sample prepara-
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tion techniques are needed. Viscosity measurements of semi-solid aluminum-base alloys were
carried out with a commercial rheometer (Anton Paar GmbH, Stuttgart, Germany), revealing
serious difficulties in measuring 7(¢, T, %) of semi-solid melt over many orders of magnitude
[Rue06]. The relatively small community of rheocasting companies and research institutes
working on the rheological properties of semi-solid slurry has favored self-assembled rheome-
ters rather than commercial devices. At the time this text is written NMF is completing the
developpement of a second generation rheometer surpassing the precision of the first genera-
tion device which produced the samples for this work.

3.1.4 Holotomography on AZ91 alloy

Acquiring full tomographic datasets (900 projection angles each) at four increasing sample-
detector distances (20 mm, 144 mm, 370 mm and 720 mm) a holotomographic 3D image of
the real decrement 0(x, y, z) of the material refractive index n(z,y, z) was reconstructed for
sample no. 7 (cf. table 3.4). The BESSY/BAMI/ine macroscope was used for recording the
images at ¥ = 23 keV X-ray energy with Az = 1.6 um effective pixel size. The image resolu-
tion was limited by the blurring of the 22 um thin CWO scintillator to approx. R ~ 3— 4 um.
Fig. 3.29 shows a reconstructed axial slice of this sample obtained from (a) the absorption
data (d = 20 mm), (b) the Fresnel-propagated data (d = 370 mm) and (c) the retrieved phase-
maps (holotomography). As can be seen from the corresponding line profiles (Fig. 3.29) the
chemical contrast in the absorption data (d) between Mg-particles and the matrix is lost in
the image noise. Fresnel-propgation yields an improved signal to noise ratio (Fig. 3.29e) but
complicates the image analysis due to the dark-bright contrast appears at the particle-matrix
interfaces due to edge-enhancement (a method for extracting the large globular Mg-particles
from edge-enhanced 3D images was described in the previous subsection). Finally, a con-
venient two-phase picture of large globular Mg particles, small Mg dendrites and matrix is
obtained with holotomography (Fig. 3.29f). Therefore, tomographic phase-only datasets were
calculated by dividing the three Fresnel-propagated radiographs at each projection angle by
the corresponding absorption image (recorded at d = 20 mm, cf. Fig. 3.29a) thus eliminating
the part of the signal which is related to absorption. Following the CTF method depicted in
Fig. B.24 approximate maps of ¢(z,y, ) are obtained, leading to the 3D representation of
d(z,y, z) as shown in Fig. 3.29¢ (holotomography).

This result is the first holotomographic record at BESSY/BAMline and a significant improve-
ment in terms of resolution and detail visibility is expected for the new microscope (commis-
sioning was completed end of 2006). During beamtime at the ESRF/ID19 (experiment MA-
104, April/May 2006) holotomograms of AZ91 samples were acquired with a high-resolution
setup similar to the X-ray microscope at BESSY/BAMlIine . 1500 projection images with
an effective pixel size of Az = 0.7 um were recorded from a 12 um thin LAG:Eu scintil-
lator at £ = 19keV X-ray energy yielding an image resolution of ca. 1 um. Phase-maps

were retrieved from four Fresnel-propagated images recorded at d = 8 mm, 34 mm, 70 mm
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Figure 3.29: Axial slice of AZ91 alloy (sample no. 7). (a) Absorption tomogram (d =
20 mm), (b) Fresnel-propagated tomogram (d = 370 mm), (c) Holotomography using one
absorption and three Fresnel-propagated datasets (d = 144 mm, 370 mm and 720 mm).
(d-f) Intensity profiles along the horizontal yellow lines in the (d) absorption, (e) Fresnel-
propagated and (f) Holotomography image.

and 100 mm and using an iterative phase-retrieval method which combines TIE and CTF ap-
proaches (see section B.3.3). An axial slice of AZ91 alloy reconstructed from the approximate
maps ¢(x,y,0) is shown in Fig. 3.30. The picture reveals sub-micrometer details of the Mg
dendrites (secondary crystallization product), whereby inidividual dendrite arms can be iden-
tified as well as density fluctuations (bright spots) and entrapped liquid (dark spots) that are
found inside the large Mg globules (not observed in Fig. 3.29). Note that due to the high
photon flux at the ESRF/ID19 (approx. 10 — 20 times more than at BESSY/BAMline ) full
acquisition of such a holotomogram takes ~ 1 hour of time, whereas a similar record would at
least require 10 hours of beamtime at BESSY.

3.1.5 Holotomography on aluminum-silicon alloys

During beamtime at the ESRF/ID19 further holotomograms were recorded from samples of
aluminum-silicon engineering alloys, namely A356, 357 and A390 (compositions are listed
in teble 3.5. Test samples were provided by the Salzburger Aluminium AG, Austria. The
sample of A390 was labeled “AlSil7” but the high concentration of copper indicated that this
hyper-eutectic alloy was most likely A390. The term hyper-eutectic refers to alloys of higher
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Figure 3.30: Holotomography of AZ91 alloy obtained from high resolution images (A =
0.7 pm pixel size at R ~ 1.5 pm resolution) recorded at the ESRF/ID19 at £ = 19keV
photon energy. Four datasets (d = 8 mm, 34 mm, 70 mm and 100 mm) were used for the
iterative phase retrieval procedure [ Yam04].

alloy | Al | Si | Fe | Cu | Mn | Mg | Zn | Ti | others
A3s6| 917 | 70 [ 02 02|01 [035] 01 [02] 015
357 [91.85 | 7.0 | 0.15|0.05 ] 003 | 052 ] 0.05 | 02| 0.15
A390 | 773 | 170] 01 | 45 | 0.1 [055] 01 [ 02| 015

Table 3.5: Compositions of the Al-Si alloys in terms of wt.% of the most abundant ele-
ments.

Si-concentration than the Al-Si eutectic composition, i.e. > 12.5 wt.% Si, in contrast to hypo-
eutectic alloys with a Si-concentration < 12.5 wt.%.

Small cylinders of 1.2 mm diameter were prepared and complete tomograms (1500 projec-
tions) were recorded at four sample-detector distances (d = 8 mm, 34 mm, 70 mm and 100 mm)
for each alloy. A high-resolution detector system (Az = 0.7um at R ~ 1um) and X-rays
of E = 19keV energy were used for acquiring the Fresnel-propagated radiographs. Fig.
3.31 shows images of A356 microstructure that were obtained by (a) absorption, (b) Fresnel-
propagated (d = 100 mm sample-detector distance) and (c) holotomographic imaging. The
compositions of A356 and 357 are very similar to the binary system AISi7 which has a solid
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Figure 3.31: A356 microstructure seen in different imaging modes: (a) absorption tomog-
raphy (d = 8 mm), (b) Fresnel-propagated imaging (d = 100 mm), (c) holotomography
(combining images at d = 8 mm, 34 mm, 70 mm and 100 mm), (d) light microscopy.

volume fraction of primary Al particles of g5 = 0.52 at room temperature. A light microscopy
image of a polished section of the same material is shown in Fig. 3.31 for comparison. Unlike
the absorption image (Fig. 3.31a) which shows no structural information at all, the resem-
blance of holotomography (c) and light microscopy (d) is striking. Fresnel-propagated imag-
ing (Fig. 3.31b) reveals the structure but the interference fringes that enhance the material
interfaces cannot be used for direct threshold binarization and hence such data is inconvenient
for 3D image analysis. The latter was used to segment and label the Al particles (watershed
algorithm, for details see section 2.2) in order to quantify the equivalent sphere diameter a, the
contiguity GG and the connectivity n of the agglomerated Al particles in A356 and 357. The
resulting distributions are shown for both alloys in Fig. 3.32. Although they appear similar
in 2D sections the Al particles in the two alloys show significantly different characteristics. A
volume fraction of gg = 0.66 and 0.67 is found for the particles in A356 and 357 respectively,
which is in fact much closer to the binary system AlSi5 than AlISi7 (gg = 0.52). More parti-
cles are found in A356 with a mean particle diameter of (a) = 23.64 5.7 um whereas 357 is
characterized by bigger particles and (a) = 32.0£ 7.7 um. The mean contiguity (Fig. 3.32c)
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Figure 3.32: 3D analysis of Al particles in A356 (dark red) and 357 alloy (light green).
(a) Histograms of the effective particle diameters, (the inset (b) shows a typical axial slice
of the 357 alloy with a white bar of 0.2 mm length), (c) particle contiguity and (d) connec-

tivity. (e) Correlation plot mean particle diameter vs. connectivity.

is rather high for the particles in A356 ((G) = 0.285) and very low for 357: (G) = 0.174
compared to the results obtained from Al-Ge and Al-Cu systems (see subsections 3.1.1 and
3.1.2). The connectivity is very high for both systems with the mean values n,,eqn, = 11.47
and 12.77 for A356 and 357 respectively. A large number of particles could not be used for
calculating these mean values because their connectivity was higher than 26 - the maximum
value detected by the analysis method. The correlation plot (mean particle diameter vs. con-
nectivity, see Fig. 3.32e) does not reveal the expected correlation where larger particles exhibit
a higher number of contacts. The data further shows the particles to have a strongly aspherical
rosette-like shape which makes the interpretation of the statistical results difficult. The samples
were cut from slugs that are produced by electro-mechanical stirring and are sold as feedstock
material for thixocasting applications where a globular microstructure is needed. Following
this 3D analysis and comparing the results with AlGe32 and AlCu21 alloys that were produced
and invesitgated in this work, the suitability of commercial A356 and 357 for thixocasting can
be questioned.

Results from the analysis on hyper-eutectic A390 alloy are shown in Fig. 3.33. A total volume
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Figure 3.33: 3D image analysis on hyper-eutectic A390 alloy. (a) Distribution of the
effective diameter of the angular Si-particles. (b) Connectivity of the Si-particles. (c)
Typical axial slice of the holotomogram of A390 (Si particles appear bright whereas Cu
precipitates are dark due to their high density). (d) 3D perspective view on the total 605
Si-particles in the subvolume that was used for analysis (0.35 mm cube).

fraction of gg = 0.075 was found for the 605 angular Si-particles (shown in a 3d perspective
view in Fig. 3.33d) that were contained in the 0.35 mm cube that was used for the 3D image
analysis. This value is slightly higher than the gg = 0.065 that would be expected for a bi-
nary Al-Si mixture, probably due to the addition of copper. The latter forms an intermetalic
phase only with aluminum (AlzCu) and gs = 0.052 is found which is slightly less than what
would be expected for 4.5 wt% pure copper [P1a98]. The effective diameter of the Si-particles
features a normal distribution with a mean value (a) = 21.0+ 5.1 um (see Fig. 3.33a). Due
to the low volume fraction most particles have no or only one contact to their neighbors (Fig.
3.33b). In contrast to the less dense Si particles, the Cu precipitates appear dark in the holoto-
mographic data due to their high density, as seen in Fig. 3.33c.
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Short summary

The need for microtructural analysis of metallic alloys is as old as materials science itself:
Towards tayloring engineering aluminum alloys and establishing new semi-solid processing
routes, the microstructure has to be monitored non destructively, desirably in situ. Conven-
tional 2D analysis of metallographic sections is unable to describe the 3D microstructural
characteristics. With this work, three-dimensional non destructive imaging techniques were
developed and applied to Al-Ge, Al-Cu, Al-Mg and Al-Si alloys to study non-agitated coars-
ening as well as microstructural transformation under shear stress. High-resolution absorption
tomography revealed new insights about 3D particle coarsening in the semi-solid state and
the influence of cyclic remelting and cooling on AlGe32 alloy. Fresnel-propagated imaging
was used to characterize magnesium particles in AZ91 alloy after shearing in the rheometer.
Finally holotomography served to characterize the distribution of aluminum particles in hypo-
eutectic A356 and 357 alloy as well as silicon particles in hyper-eutectic A390 alloy. X-ray
pCT of these microstructures was shown to yield three-dimensional images of a quality which
is comparable to light microscopy. The scientific potential of such imaging methods, particu-
larly for the techniques involving Fresnel-propagation and phase retrieval, is extremely wide
and only limited by the time resolution of the experiment. By the end of this thesis, new de-
vices are being built to study solidification, coarsening and shear deformation in situ, whereby

the alloy is imaged in the semi-solid state.

3.2 Human tooth dentin

Teeth are known to have complex and graded structures [TesO1]. These cutting tools have
undergone 500.000.000 years of evolutionary “testing”, and as a result appear to perform far
better and longer than artificial replacements such as restorations, crowns or implants. Dentin
is considered to be a highly organized variant of the bone family of materials [Wei98] form-
ing the major bulk of all mammals teeth. This material is characterized by having tubules
extending more than 1 mm in length, running more or less parallel to each other across the
entire dentin thickness. The tubules are known to have profound impact on mechanical as well
as other properties of dentin. Yet surprisingly, their 3D arrangement and contribution to the
mechanical function is still poorly understood. The most common assumption was that the
materials strength would increase along the tubules direction. This *anisotropic stiffening ef-
fect’ was promoted by the discovery of sheaths of peritubular dentin (PTD), a very dense and
highly mineralized material surounding most of the tubules in human teeth. The PTD forms
cylinders spanning 2— 5 um and housing empty voids of 1— 2 um in diameter (in the living
body these cores are filled with living soft tissue). They are embedded in a less mineralised
intertubular dentin. However, experimentalists proved recently that no mechanical anisotropy
was induced by the dentinal tubules [Kin99]. Some experimental results even suggest that

’softening’ occurs along the tubules in a thin layer right below the enamel cap where the PTD
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is particularly thin [Zas06]. Furthermore, the simple model of tubules that are reinforced by
highly mineralized cuffs and are suspended in a softer dentin matrix, cannot account for the
unique and durable performance of natural teeth [Luc04]. To this end, little evidence has
been presented so far, highlighting the relations between the structural details, contributing
to the mechanical compressive functions of functioning teeth. Consequently, understanding
the improved fracture resistance and durability of teeth requires mapping the subtle structural

variations that appear in the microstructure.

3.2.1 Fresnel-propagated imaging of dentinal tubuli

In partnership with the Max-Planck Institute for Colloids and Interfaces (Dr. P. Zaslansky,
Dept. of Biomaterials) along with test measurements at BESSY/BAMline, a detailed analy-
sis of X-ray propagation through tooth dentin was carried out. To interpret the interference
patterns produced by a partially coherent wave propagating through the quasi-ordered tubular
structures of dentin, a simple analytical solution was derived, further interpreted by simula-
tions and analysis of experimentally recorded tomograms. The results show how structural
insights can be obtained by interpreting the outcomes of propagation for the purpose of per-
forming 3D virtual microscopy in teeth.

The formalism of Fresnel-diffraction derived in section 1.3 (eq. 1.25 and 1.26) can be used
to analytically interpret X-ray propagation through samples with tubular inclusions. Prop-
agation is considered parallel to a cross-section, which is perpendicular to the tubule long
axis. For simplicity this axis shall align with the y-axis of the imaging system. Further-
more, translational invariance along the entire y-axis is assumed, consequently it is sufficient
to consider a (x, z) slice across the tubule, i.e. ¥ = 0. An estimate of the magnitude of
¢(x) for a single void surrounded by dentin reveals that the maximal effect of phase shift is
Gmaz = 27N+ (Opoid — Odentin) - 2Tvoid = 0.12rad. This estimate is based on the experimental
results of this work (A = 0.5 A, Trupure ~ 1 um and (8y0id — Sdentin) ~ 5 x 1077) and forms
the justification for linearization of the transmission function, i.e. T'(z,y = 0) ~ 1 4 i¢(x).
With 3 << ¢ the tubules are thus assumed to be pure phase objects. Now, instead of develop-
ing the one-dimensional Fourier transform of ¢(x) the transform of the map of its components
0(zx, z) is calculated across the tubule, parallel to the (z, z) plane. The analytical transform of
such a 2D circularly symmetric tubule cross-section is easier to calculate than the transform of
its projection. An intuitive justification for taking this approach arises when considering the
construction of a tomogram to be a process of image formation. Such a tomographic image,
although virtual, may be imaged onto a detector array at d. Points on any plane in this 3D
image can therefore be Fresnel-propagated along z.

A formal argument arises in the Fourier projection-slice theorem [Bra56, Mal93]. Simply
stated, a one-dimensional Fourier transform of a parallel projection of a two-dimensional ob-
ject is equal to a slice through the two-dimensional Fourier transform of the same object,

orthogonal to the direction of projection. The tubular geometry facilitates treating all radial
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projections as identical both in real space and in the Fourier domain. This can now be further
analyzed by treating tomography and propagation as two invariant linear transformations, the

order of which can merely be exchanged [Goo96]. For the simple case of projecting a cylindri-

(a) s (c) void

(b) 1Refn(r)}

Ryoid

n

matrix

Hprp -

— PTD

Pyoid  Tiubule

Figure 3.34: Model of the distribution of the refractive index n(z, y, z) in a single tubule
and resulting fresnel propagated images. (a) Schematic of tubule (b) Schematic illustration
of the real component of the refractive indices of void, PTD and matrix (c) The outcomes
of propagation of a tubule with only a void (constructive interference), only PTD without
void (destructive interference) and the sum of both. When the interference patterns over-
lap, image contrast vanishes. The analytical model (eq. 3.5) was used to construct both
contributions in Fourier space using Bessel functions. Propagation over d = 433 mm was
assumed, and the tubule was set to have a radius of 71y puie = 1.67 X Tyoig With Ty0iq =
0.8 pm. Pictures show the squared modulus of the inverse Fourier transforms.

cal tube filled with water, consider the true 3D form of the material refractive index n(z, y, z)
which (far from any absorption edges) can be seen as a 3D representation of the microstruc-
tural electron density (cf. Fig. 3.34a). The tubule is approximated to be a water-filled circular
void with a dense collar of PTD which is embedded in intertubular dentin matrix. Constructing
the distribution of the object refractive index (Fig. 3.34b) in the (x, z) plane by superposing
two circular step functions O(r) with r = /22 + 22, where ©(r) = 1 for all » < 1 and 0 for
r > 1, the refractive index becomes n(r) and is written

TL(T‘) = Nmat + (nptd - nmat) - O (L) + (nvoid - nptd) -0 ( 4 ) (33)

Ttub Tvoid

where 7,0 < 7Ty are the void and tubule radii respectively, and n, = 1 — &, + i3, with

a = {void, ptd, mat} - water, peritubular dentin and matrix, respectively. The Fourier
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transform of n(r) is obtained by applying the Hankel transform of zero order, yielding 7:(p):

n(p) = 27w /OO dr rn(r)Jo(2mp) (3.4)
0

where p is the conjugate variable to 7 in reciprocal space and .Jy a Bessel function of first kind

and order zero. Inserting n(r) from eq. 3.3 into eq. 3.4 yields

Ttub Jl (QWPTtub) 7“voidJl (27Tprvoid)

P

’f?,(p) = NmatOp + (nptd - nmat) + (nvoid - nptd) (3.5

with p = \/m fz and f, the spatial frequencies conjugates to x and z. J; represents
a Bessel function of first kind and order one and dp is the Dirac delta distribution at p = 0.
The projection-slice theorem now states that 7.(p) = N(f,) with N(f,) the one-dimensional
Fourier transform of the refractive index N(z) = [ dz n(z,y = 0, z) projected along the z-
direction (note that due to the circular symmetry the projection angle 0° is equivalent to all
other angles). Fresnel-propagation is applied to eq. 3.5 by multiplication with the propagator
Pp(fe, f2) = Pp(f2 4 f2) = Pp(p) and inverse transforming. While in Fourier space the
result is a sum of two concentric oscillating damped Bessel functions of differing complex am-
plitudes, in real space, intensity - the squared modulus of the inverse transform - in the tubules
center can be > 1, < 1 or ~ 0, as explained by Fig. 3.34c. Shown are plots of a tubule with
no PTD, tubule built only of PTD and the damped amplitude resulting from the cancellation
of both contributions (assuming a sample-detector distance d = 433 mm).

To substantiate these results, both numerical simulations and measurements of propagation
were carried out. As shown in the following, the results closely match the analytical solution
and can therefore be used to interpret experimental results of human tooth dentin measure-
ments. A comparison between the outcome of simulation and experimental results is essential

if Fresnel-propagated microtomograms are to be used for dentin microstructural investigations.

Experimental: Dentin samples were prepared from human teeth that were extracted and dis-
carded during routine dental treatment. Samples were prepared by cutting small cuboids that
included both enamel and dentin (2 x 2x 3 mm?) spanning the so-called dentin-enamel junc-
tion (DEJ) as shown in Fig. 3.35a [Zas06]. About 0.5 mm enamel and the adjacent 1.5 mm
dentin beneath it were imaged (Fig. 3.35b). All samples were kept wet during preparation
and during all stages of data collection, having been placed in small thin-walled cylindrical
plexiglass vials filled with water.

An additional sample was used to prepare several 2D slices across the dentin microstructure
for scanning electron microscopy (SEM). The sample was dehydrated in a series of ethanol
solutions, embedded in polymethylmethacrylate, then sliced and polished orthogonal to the
tubular orientation. This revealed the cross-section at a depth of approximately 500 um below
the enamel and DEJ (shown in Fig. 3.36a). The uncoated backscattered SEM image reveals a
distribution of tubule sizes, with corresponding voids and mineral content. For imaging dentin,

the tomographic setup on BESSY/BAMline was used. Employing the X-ray macroscope with
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Figure 3.35: Sample of human crown dentin with attached enamel: (a) Schematic illus-
tration of the position and form of typical samples cut out of the intact tooth. (b) An
experimental contact (absorption) radiogram of a sample prepared as shown in (a). The
denser enamel appears brighter due to the convention of representing absorption images

using a (-log) scale.

a magnified pixel size of 1.6 um and a 22 um thin CWO scintillator screen yielded images of
~ 3 um lateral optical resolution. Radiographs were acquired using a 25 keV photon energy
at dyp = 5 mm (absorption regime), d; = 144 mm (“near” Fresnel regime) do = 433 mm and
ds = 720 mm (“far” Fresnel regime) sample-detector distance. These distances were chosen
to allow for imaging of the full range of spatial frequencies in the structure [Zab05]. 900 an-
gular projections were used to reconstruct Fresnel-propagated tomograms by means of filtered
back-projection and without using the conventional negative logarithm scale normally em-
ployed for absorption tomogram representation. As a result, constructive interferences appear
as bright, destructive interferences as dark patterns. A quantitative structural interpretation of
the tomographic cross-sections thus requires a detailed analysis of the interactions of the beam
with the underlying dentinal microstructures. This analysis was performed by simulating the

propagation of a wave transmitted by a single tubule.

Results: The inherent blurring of CCD camera, optics and scintillator screen have to be con-
sidered for this simulation. They are described by an overall point spread function assumed
to have Gaussian shape with a FWHM of 3.0 um. The partial coherence of the X-ray beam is
described by the lateral extension of the source s and results in an additional blurring of the

Fresnel-propagated images with an additional Gaussian kernel (sized 2 pm at most for d =
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Figure 3.36: Tubules in dentin as seen in scanning electron microscopy. (a) An image
of 244 tubules seen in one of the backscattered SEM images of a polished slice of dentin.
The inset shows a magnified tubule which includes a void and a dense peritubular sheath.
(b) Distribution of sizes of void radii and (c) tubule radii as derived from the SEM images.
(d) Histogram of ratios of tubule and void radii. (ryeiqg) = 0.8 um, (r4yp) = 1.9 um. The
highest frequency of 74,y /Tv0iq 1S @ ratio of 2.4.

433 mm). SEM images (Fig. 3.36a) were used to estimate the average radius of the voids
(rvoiq) and the average radius of the entire tubule (r4,;) (= PTD + void). The distribution of
radii of voids and tubuli as well as their mutual ratios r4,p/70iq are shown in Fig. 3.36b, ¢
and d. Some 244 tubules were measured by binarization from which (7,,;4) = 0.8 um and
(rewp) = 1.9 pm were determined. These numbers are well within the range reported in the
literature [Pas89, Got06]. The average distance between tubule centers was found to be 9 um
but this is known to vary [Pas89]. From the distribution of ratios r,p/70id, the ratio of 2.4
was found with the highest frequency, however a wide range of ratios is seen.

The values of § and /3 that were used in the simulations were calculated for carbonated hydrox-
yapatite (Ca1o[PO4]5.5[CO3]o.5[OH]; o[F,Cl]g.1) [E1197] using the public-domain ESRF XOP
tool (XOP v 1.8, Shanze, ESRF, Grenoble, France). The density of the constituents severely
affects the calculated § and /3. For simplicity, all non mineralized points were assumed to be
composed of water. For the PTD apatite a density estimate of 2.6 g/cm?® was used, whereas
for the interdental matrix 2.0 g/ cm? were used [Gil69]. Note that a wide range of values has
been reported in the literature [El197, Gil69, Wei99]. The PTD appeared remarkably similar to
enamel when observed in backscattered SEM images at depths of 300— 500 um beneath the
DEJ (Backscattering SEM image gray values are well known to correlate with mineral density
in apatite tissues [Ros98]). Therefore the above mentioned estimate is moderate, well below
the ~ 3.0 g/cm? known for enamel. All these parameters are listed in Table 3.6. Propagation
of X-rays of 0.5A wavelength (25 keV) was simulated according to the operator formalism

developed in section 1.3 and the resulting image intensities were calculated. Line profiles
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material ‘density [glem®] | 6(25keV) ‘ 6(25keV)

enamel 3.0 1.0x 1076 | 3.8 x 107?
void (water) 1.0 3.7x1077 | 1.0 x 1079
PTD 2.6 8.6 x 1077 | 3.3 x 1077
matrix 2.0 6.6 x 1077 | 2.5 x 1079

Table 3.6: Values for the density and refractive index used for the numerical simulations.

across the virtual wave propagating through and beyond a tubule was plotted for a range of

tubule to void radii ratios and also at various propagation distances. Fig. 3.37 shows such line

=20 -10 10

0
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Figure 3.37: Simulation of the evolution of the interference pattern of a tubule as a func-
tion tubule/void radii ratios at d = 433 mm. The 7'+, /7y0iq Tatio is calculated from 1 (cor-
responding to no PTD) to 5 (thickest PTD observed from SEM images, see Fig. 3.36d).
Three characteristic line profiles are plotted for ratios of (a) 1, (b) 1.67 and (c) 2.5. With no
PTD surrounding the void (a) a bright interference peak forms at the tubule centre while
tubules with a very thick PTD (c) will cause a dark central interference. Note that for a
critical ratio 74,5 /7v0ia = 1.67 the interference pattern almost vanishes (b).

profiles for d = 433 mm and for a void radius 7,,;; = 0.8 um. The results obtained for tubular
radii ranging from 0.8 pm to 4.0 pm are presented in the form of a pseudo-3D surface plot.

Note the resemblance to the analytical results of propagation of a (z, z) plane based on eq.
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3.5, shown in Fig. 3.34c. When there is no PTD (7445 = 7y0iq = 0.8 um) the void focuses the
X-rays, forming a central peak. This is emphasized in the line profile (a) redrawn in the inset
on the left hand side of Fig. 3.37. As the thickness of PTD increases, focusing is reduced and
at some critical thickness, the interference patterns vanish and no contrast is visible. The line
profile is just about flat (Fig. 3.37b). This occurs at r4,;, = 1.67 X 7,;¢ Which is the critical
ratio of void to tubule thickness, when 25 keV X-rays are used. Tubules of this diameter and
thickness do not show detail in the reconstructed Fresnel-propagated tomograms due to a can-
cellation of the constructive and destructive interference contributions. By increasing the PTD
thickness further (Fig. 3.37c calculated for ry,;, = 2.5 X 7y0;q) an inversion of the effects of
constructive and destructive interference is seen. Thus for thick PTD, a central dark minimum
surrounded by bright rings is observed. Simulations of propagation through both smaller and
larger void radii (well within the range observed from SEM pictures) revealed patterns that
were not significantly different from those seen in Fig. 3.37. Thus tubules with none or little
PTD always appear as brighter spots surrounded by dark bands while tubules with radii of
1.65 — 1.7 times the radius of the void show negligible contrast and tubules with even thicker
PTD sheaths always appear as dark spots surrounded by bright circles.

The effect of increasing the propagation distance can be seen by the pseudo-3D projection
shown in Fig. 3.38. When 74, = 740iq» N0 PTD exists and the resulting interference pat-
terns at distances up to 1.2m are shown in Fig. 3.38a. In the absence of PTD the tubule
functions as a focusing lens and increasing the propagation distance only highlights this ef-
fect. For tubules with thick PTD, i.e. ry,, > 1.7 X 7,04, We observe a constant defocusing
behaviour of the tubule, independent of the propagation distance. Fig. 3.38b shows the results
for ryoiq = 0.8 um and ry,, = 2.4 um. At propagation distances between 0 and 0.2 m a strong
increase in the signal amplitude is observed and for propagation distances > 0.2 m the effect
of propagation is basically to spread out the interference fringes (see line plots Fig. 3.38c-e).
Interference patterns obtained for tubules with r4,;, &~ 1.67 X 7,0;4 (data not shown) show
complex shapes in the simulations. They appear as very small fluctuations of the amplitudes
at increasing propagation distances with extremely low contrast and they are practically not
detectable in experimental tomograms. A typical cross-section of a Fresnel-propagated tomo-
gram is shown in Fig. 3.39a. The distribution of structures is in strong contrast to the scanning
electron images of the microstructure in a polished sample (cf. Fig. 3.36). The primary differ-
ence arises from the effects of constructive and destructive interferences (both corresponding
to voids in the tubules) that appear due to propagation. To fully interpret the results of sim-
ulation, the SEM image shown in Fig. 3.36a was numerically propagated, to obtain a virtual
Fresnel-propagated cross-section SEM image in Fig. 3.39b. This was done by assigning com-
plex refractive indices according to the grey values corresponding to tissue densities in dentin
(PTD, water-filled void and intertubular matrix) as provided by table 3.6. Figure 3.39b was
thus obtained by Fourier transforming a complex map derived from Fig. 3.36a, multiplying by
the Fresnel-propagator, inverse transforming and calculating the squared modulus. The detec-

tor resolution was taken into account by filtering the intensity image with a Gaussian kernel.
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Figure 3.38: Simulated Fresnel propagation of tubules at various sample detector distances
d = 0to 1.2m. The two graphs (a) and (b) show the effect the propagation distance has
on the measured interferences. Graph (a) shows the evolution of contrast produced by a
simple void of r,,;4 = 0.8 pm while in (b) a PTD sheath of 1.6 um thickness was added
(tub/Tvoid = 3). The three plots on the left show explicitly the interference patterns at (c)
d =144 mm, (d) d = 433 mm and (e) d = 720 mm.

Note the remarkable similarity to Fig. 3.39a, which shows a slice through a reconstructed
Fresnel propagated tomogram of dentin from the adjacent area in the tooth. Areas of construc-
tive and destructive interferences appear in some areas of the propagated SEM image, while
in other areas contrast is lost.

Finally, the mean distance between the center of tubules must be kept in mind. This is im-
portant because imaging dentin beyond a certain propagation distance will cause the fringes to
overlap, forming complex interferences. As a result structural details will become obscured, as
can be seen for example when comparing tomograms recorded at short and long propagation
distances in Fig. 3.40. Notice how the same region in tomographic datasets obtained at differ-
ent propagation distances (d = 144 mm, 433 mm and 720 mm) reveals similar features, which
appear to grow. The spreading of the interference patterns is seen to exceed the mean distance
between the tubules, resulting in reduced visibility and blurring. The distance at which tubules

can be visualized best is therefore a compromise between tubule size and intertubular distance,
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Figure 3.39: Slice across a Fresnel propagated tomogram compared with a propagated
SEM image. (a) A magnified region from a recorded Fresnel propagated micro tomogram
~ 0.5 mm below the DEJ (experimental data) shows a striking similarity to the simulated
picture (b) obtained by virtual Fresnel propagation of the SEM image from Fig. 3.36. Both
pictures correspond to a propagation distance of d = 433 mm.

Figure 3.40: The effect of increasing propagation distance on image quality. Identical

regions from Fresnel-propagated micro tomograms of dentin showing a close packing of
tubules. The images recorded at (a) d = 144 mm and (b) d = 433 mm reveal clear details
of the microstructure. At d = 720 mm (c) tubules lose detail in the image due to the
overlapping interference patterns.

for different depths of dentin.

Discussion: Due to interference in quasi-coherent X-ray beams, the 3D distribution of tubules
can be visualized in two forms: bright spots surrounded by dark rings, when the PTD is absent
or is thin (74,5 < 1.5 X 740iq) Or dark spots surrounded by bright rings when the PTD thickness
is substantial (74, > 2 X Tyeiq). Tubules where 74, ~ 1.67 X 70;4 Show no features when
coherent 25 keV X-rays are used for imaging. Thus the three-dimensional shape of the tubules
and deviations of the tubule design can be mapped within the bulk. Interference fringes orig-
inating from features only 1 to 2 um large, which is below the resolution of the system, are
clearly observable in the Fresnel-propagated reconstructed tomograms. However, this is only

true as long as patterns from neighbouring structures do not overlap. At large (> 0.5 m) dis-
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tances, dentin features touch and overlap (Fig. 3.40c) rendering such images less informative.
Effects of thickness and structure of tubules in dentin on the tomographic image were consid-
ered by comparison between an analytical model, numerical simulations of propagation and
real measurements of tomograms of dentin microstructure. The enhancing effects of prop-
agation, namely increased contrast of tubules and concomitant magnification of the lateral
dimensions of features in the reconstructed tomograms, facilitate exploration of the subtle
microstructure variation, as well as the distribution of defects. The 3D images indicate that
the tubules appear denser and thicker at increasing distances beneath the enamel. This is in
notable accord with other reports of stiffening and hardening of the microstructure [Zas06,
Cra59, Wan98] which can be explained by both increased density and thickness of the PTD.
From approximately 200 pm beneath the enamel cap and deeper in, clear interferences patterns
are seen, many with dark centers. However, clusters of dark spots surrounded by white rings
are seen in some areas, whereas clustered white spots surrounded by dark rings are seen in
other areas. Further analysis is still needed to fully characterize the distribution of the PTD

and tubule thickness in teeth.

3.2.2 Time-median 3D imaging of water immersed tooth dentin

Following the previously described test measurements and simulations, beamtime was allo-
cated at the ESRF/ID19 beamline for high-resolution Fresnel-propagated tomography of hu-
man tooth dentin. A method for obtaining high-quality and low-noise 3D images of this ma-
terial is introduced in appendix B.2.4. In order to remove stray intensities from bubbles that
appear and move randomly in the water surrounding the dentin, three sequential tomography
scans are recorded under identical experimental conditions. For each projection angle 6, the
three corresponding radiographs are numerically aligned by means of image cross-correlation.
Improved projection images are then obtained by calculating the median values of matching
pixels in the three aligned radiographs [Zab07a].

Fig. 3.41 shows two high-resolution (Az = 0.7 um pixel size at R =~ 1 um spatial resolution
using a 12 uym thin LAG:Eu screen) projection images of a cylindrical water immersed sample
of tooth dentin. While the first is an experimentally recorded radiograph, the second image
(Fig. 3.41c) represents the outcome of the time-median filter applied to three radiographs that
were recorded during repeated 180° scans. An enlarged view (inset Fig. 3.41b) reveals the
enhanced contrast of the dentinal tubuli and the silhouettes of randomly appearing and moving
bubbles both highlighted by Fresnel-propagation (the images were recorded at d = 180 mm
sample-detector distance). Unlike Fig. 3.41b the closer view onto the time-median image (in-
set Fig. 3.41d) only shows the tubules whereas stray intensities caused by bubbles are almost
completely removed. The effect of the time-median filter onto the reconstructed 3D data is
seen in Fig. 3.42 where an axial slice - reconstructed from 1500 radiographic projections - is
shown for the “conventional” data (a) and for the improved data which combines three con-
vential scans (b). The difference of Fig. 3.42a and b is shown in Fig. 3.42c to highlight the
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dentin

Figure 3.41: Fresnel-propagated projection image of human tooth dentin recorded at the
ESRF/ID19 beamline. (a) Conventional radiograph (the inset (b) shows an enlarged region
where bubble silhouettes obscure the structure); (c) Improved projection constructed from
the median values of matching pixels in three radiographs recorded during repeated scans.
(d) Inset showing the same region as (b). Note most of the stray intensities caused by
bubbles have been removed.

Figure 3.42: Axial slice reconstructed (a) from conventional radiographs (note the streak
artifacts caused by the bubble silhouettes in Fig. 3.41a) and (b) from improved projection
images. (c) The difference image (a-b) shows the artifacts that were removed by the time
median filter.

artifacts that were removed by this non-linear filter.

Each radiograph represents t.;, = 0.5s exposure to a very high flux (~ 10'2 Ph/mm?/s)
of 22keV X-rays. Due to the fast readout (~ 13 ms) of the ESRF-Frelon camera, complete
scans are recorded in 14 min, hence not more than 42 min are needed to record the 3 tomo-
grams which are necessary for the time-median imaging. Attempts were made to reduce the
acquisition-time even further by lowering the exposure time to tc;, = 0.1s. An enlarged re-
gion on an axial slice is shown for a conventional reconstruction from one single scan (Fig.

3.43a) and for the time-median reconstruction (Fig. 3.43b) using three repeated scans. The
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Figure 3.43: Enlarged region of an axial slice reconstructed from 1500 “high-speed” radio-
graphs (teq;, = 0.1s). (a) Conventional tomography; (b) Reconstruction from time-median
images employing three repeated scans. Following each scan small (z, y)-shifts were ap-
plied to the sample in order to reduce the ring artifacts seen in (a). Note that most features
show a dark central intereference peak and only few bright spots are seen indicating thick
PTD sheaths for most of the tubules in the imaged dentin region.

improvements in terms of signal-to-noise ratio and artifact reduction are striking. Unlike the
conventional tomogram where the dentinal tubuli (represented by their appropriate interference
fringes) appear obscured by image noise and ring artifacts, the same image but reconstructed
from improved projections reveals the spatial arrangement of the tubules as well as intensity
variations in the interference lobes that were hardly visible in Fig. a. While the improved
signal-to-noise ratio is due to the better photon statistics, removal of the ring artifacts is ob-
tained by slightly shifting the sample after each of the three scans, by 10 — 20 pixels in the
x- and/or y-direction. During the numerical alignment which preceeds time-median filtering,
small sample shifts are reversed. Consequently, defects on the CCD and/or scintillator screen
- commonly associated to ring artifacts due to their fixed position in the images - are removed
from the improved radiographs. The effect of changing the propagation distance is seen in Fig.
3.44. The simulations shown in the previous subsection (Fig. 3.38) are very well confirmed
by these high-resolution images. The circular interference fringes of the tubules appear both
enhanced and widened at larger propagation distances, whereas images taken at shorter val-
ues of d seem to converge towards the real size and shape of the tubules (see Fig. 3.36a for
comparison). Yet the conclusion that Figs. 3.36a and 3.44a are equivalent is wrong. Indeed
Fig. 3.44a is entirely the result of Fresnel-propagation. Although most tubules resemble dark
voids surrounded by bright sheaths, some show an inverse contrast as predicted by simulations
shown in Fig. 3.37. An inversion of the tubule’s contrast due to an increase of d is not ob-
served.

Note that unlike the previous pictures, Fig. 3.44a and b show the results of time-median im-
ages constructed from five repeated scans, recorded with Az = 0.35 um pixel size and R ~
0.6 pm resolution which is the best quality available to date. Since there was no such image

available for d = 180 mm, an inset is shown with Fig. 3.44c to allow for comparison between
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Figure 3.44: Changes in the 3D interference signal of the tubules due to increasing sample-

detector distance: (a) near-field propagation image recorded at d = 50mm; (b) d =
100 mm, both (a) and (b) were recorded with Az = 0.35 pm pixel size and R ~ 0.6 um
resolution; (c) d = 180 mm with Az = 0.7 um pixel size and R ~ 1.0 um resolution (the
inset shows a part of the same axial slice but recorded at d = 100 mm to allow for a better

comparison, since there was no record of the slice shown in (a) and (b) at d = 180 mm).

identical slices at d = 100 mm and d = 180 mm (both recorded with Az = 0.7 um pixel size
and R ~ 1.0 um resolution and using three repeated scans to construct improved projection

images).

3.2.3 3D image analysis and phase-retrieval

To characterize the orientation and density of the tubules in bulk samples, a 3D Fourier analy-
sis method was developed in the framework of this thesis. Small cubic subvolumes o(z, y, 2)
of typically 128 pixel length are cut from the reconstructed 3D Fresnel-propagated images
of tooth dentin. A three-dimensional fast Fourier transform 6( f,, fy, f-) of the sub-cubes is
computed [FriO5] as shown for an example in Fig. 3.45. Note that f,, f, and f, are the
spatial frequencies in 3D reciprocal space, conjugates to x, ¥ and z. In such a small subvol-
ume the tubules are characterized by a quasi-parallel orientation and a random, homogeneous
distribution in the bulk material (the inset in Fig. 3.45d shows a typical axial slice through a
(128 pixel)? cube of tubular dentin. As can be seen from Fig. 3.45a-c the average orientation
vector of the tubules can be easily found by binarizing the 3D FFT’s modulus and calculating
the major axis of inertia of the resulting ellipsoid. An oblique plane p(u,v) normal to this
axis is then cut through the reciprocal data (Fig. 3.45d). The result shows a striking similar-
ity to small-angle scattering data of nanometer-sized structures. However, in addition to the
tubules structure factor the reciprocal intensities in Fig. 3.45 contain information about the
complex Fresnel-propagator. A one-dimensional intesity p(p) (with p = VuZ +0?) is cal-
culated from the 2D cut in Fig. 3.45d by averaging a large number (typically 200) of radial
profiles corresponding to different polar angles. Fig. 3.46 shows two such radial intensity
profiles calculated from quasi identical subvolumes which correspond to records of the same

sample taken at different sample-detector distances (d = 84 mm and 113 mm). The effect of
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Figure 3.45: Three-dimensional Fourier transform of a (128 pixel)® cubic subvolume of
dentinal tubuli (recorded with Az = 0.7 um pixel size and R ~ 1.0 um resolution at the
ESRF/ID19 beamline. (a-c) Frontal, axial and sagital slice through the modulus of the 3D
FFT. (d) oblique cut perpendicular to the axis of rotational symmetry of the tubules.
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Figure 3.46: Radial intesity profiles calculated from oblique cuts through the 3D Fourier
transform of a (128 pixel)® subvolume. of dentin measured at d = 84 mm and 113 mm.
Note that the second peak (0.51 um ™! for d = 84 mm) shifts towards lower frequencies
when d is increased (0.43 pm_l for d = 113 mm), a result of oscillations in the contrast
transfer function which depend on d.
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increasing the propagation distance is obviously a shift of the diffraction signal p(p) towards
lower spatial frequencies (written in terms of reciprocal micrometers). A maximum is ob-
served at p =~ 0.15 um ! for the two distances. The inverse of the peak frequency corresponds
to the average intertubular distance (r) ~ 6.7 um and is invariant to the propagation distance
d. Note that this value is slightly smaller than estimated from the electron microscope (9 um
for Fig. 3.36a), probably the result of an increase in tubule density further below the dentin
enamel junction (DEJ).

In addition to the average inter-distance between tubuli, Fig. 3.46 shows the highest damping
of the signal: p ~ 0 at p ~ 0.45um~! and 0.64 um~—! for d = 84 mm, whereas the minima
appear shifted at d = 113 mm. For the longer distance hardly any signal is observed at p ~
0.38um ™! and 0.55 um~!. These values coincide with the minima of the contrast transfer
function (CTF, section B.3.1) sin(7ADp?) for pure phase objects. Due to the oscillatory shape
of the CTF, spatial frequencies which correspond to p,, = \/W (withn =0,1,2,...)
are not visible in the Fresnel-propagated images. Note that this phenomenon is the reason for
using mulitiple distances to retrieve phase maps from Fresnel-propagated projection images
[Zab05]. At \ = 0.56 A (E = 22%keV) and d = 84 mm the CTF is zero at p; = 0.46 pm_l
and ps = 0.65um 1. At d = 113 mm the zeros are at p; = 0.40um~" and py = 0.56 um !,
respectively. Note that these values are slightly smaller than those observed in Fig. 3.46 and
a perfect match is found at £ = 21.3keV indicating a slight misalignment of the multilayer
monochromator.

Consequently, at least two propagation distances must be used for this analysis method. Note
that the maximum sampled frequency in two curves of Fig. 3.46 is given by the Shannon the-
orem ppaz = 1/(2Ax) ~ 0.7 um 1. Deconvolution with the CTF and the detector blurring is
a complicated procedure which is why this method was only used to investigate qualitatively
the changes in tubule density along an axis perpendicular to the DEJ surface. Fig. 3.47 shows
five diffraction curves p(p) calculated for (128 pixel)® sub-cubes that were cut at different
depths below the DEJ ranging from 0.11 mm to 1.10 mm. As observed from SEM pictures,
very close to the DEJ p,,,q. is shifted to lower spatial frequencies (0.13 um~!) compared to
the deep dentin (0.16 um~—'). For this particular sample of dentin this shows that the average
intertubular distance is ~ 7.7 ym underneath the DEJ and ~ 6.3 ym below. Furthermore the
overall signal becomes stronger at increasing depth below the DEJ. This is observed for the low
and the higher spatial frequencies. Inspection of the corresponding axial slices (shown in Fig.
3.47) confirms that the increase in reciprocal signal strength occurs along with stronger pro-
nunciation of the tubules’ interference fringes. SEM images and the propagation simulations
reported in the previous subsection indicate that the peritubular dentin (PTD) right underneath
the DEJ is of lower density than the deep dentin PTD. For the latter the changes indicated by
Fig. 3.47 are possibly due to an increase of PTD thickness but more data is required to prove
this assumption.

Phase-retrieval was tested on the structure of dentin, whereby approximate maps ¢(x,y, )

were calculated for each projection angle using a combined iterative algorithm (appendix
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Figure 3.47: Fourier analysis of changing tubule density with increasing depth below the
DEJ surface. (a) A frontal view onto the sample of dentin reconstructed from Fresnel-
propagated radiographs taken at d = 84 mm sample-detector distance reveals the tubular
microstructure. (b-f) Small axial slices of the same data represent the tubular structure in
real space at (b) 1.10 mm, (c) 0.92 mm, (d) 0.56 mm, (e) 0.29 mm and (f) 0.11 mm below
the DEJ surface. (g) The five corresponding diffraction plots show the radial intensity in
reciprocal space.

B.3.3) to process four tomographic datasets recorded at increasing sample-detector distances
d = 15mm. 48mm, 81 mm and 113 mm. A reconstructed axial slice of this holotomogra-
phy is shown in Fig. 3.48. The result of the phase retrieval appears rather poor which is why
Fresnel-propagated images must be preferred. Apparently the algorithm does not manage to
find a unique solution for the Fresnel interference rings of dentinal tubuli. This is seen when
some tubules appear as white and some as black spots, whereas a black void surrounded by a
white sheath would be the correct solution. Most likely, phase-retrieval does not work properly
when the feature size is too close to the resolution limit of the imaging system. Consequently,
Fresnel-propagated 3D images recorded at d = 50 to 150 mm are best suited for the study of

dentin tubular microstructure.

Short summary

Unlike conventional absorption uCT, where the micrometer-sized dentinal tubules cannot be
distinguished from the image noise (cf. appendix B.2, Fig. B.11), Fresnel-propagated X-ray
imaging is capable of sufficiently enhancing the tubules signal. 3D images recorded of water-
immersed tooth dentin could be highly improved by time-median averaging three sequential
pCT scans. With this new visualization method for wet biomaterials, image noise is strongly
reduced and the destructive effects of bubbles in the water surrounding the sample are al-
most completely removed. Simulations of X-ray propagation through a single tubule revealed
that the interference signal stored in the Fresnel-propagated datasets contains additional infor-

mation about density and thickness of the peritubular dentin (PTD) surrounding the hollow
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Figure 3.48: Holotomography of tooth dentin using four sample-detector distances (d =
15mm. 48 mm, 81 mm and 113 mm). (a) Axial slice with enlarged inset (b).

tubules. Dark interference minima indicate a thick PTD sheath, while bright maxima orginate
from voids that are surrounded by only little or no PTD. Particularly underneath the DEJ (over
a depth of ~ 100 um) hardly any sign of PTD is found which is in accordance with SEM mea-
surements. Towards the lumen the PTD density/ thickness increases continuously. The twisted
“s-shape” of the tubules - sililar to a spring - in the DEJ near region followed by a more or
less straight orientation towards the lumen indicates graded mechanical properties (soft elastic
zone underneath the DEJ, hard stiff zone towards the lumen) which were indeed measured by
other methods [Zas06]. A 3D Fourier analysis method was successfully developed to quan-
tify the microstructural changes in the PTD density/ thickness as well as in the interdistance
between the tubules. Further work will be carried out to separate those contributions which
are intrinsic to Fresnel-propagation, i.e. to the contrast transfer function, from those due to the
dentin structure. With an integral measurement set of multiple enamel/ DEJ/ dentin samples
extracted from different teeth and from different sides of each tooth a new attempt to create a

realistic 3D mechanical model of tooth functioning will be made.

3.3 Natural rock

Introduction: The aim of this part of the work was to obtain new insight into the formation

and propagation of cracks in natural rocks. Due to their strongly heterogeneous microstruc-
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ture, experimental and analytical characterizations of the elastic properties and compressive
strength of rocks often do not yield reproducible results. In other words, the ductility and
the bulk behavior under stress are strongly affected by the local distribution of flaws, fossils,
inclusions, cavities, grain boundaries and microcracks inside the rock. Griffith showed that
the resulting fracture processes in such an inhomogeneous material are mainly controlled by
micro-flaws [Gri24]. Consequently, crack initiation, propagation and growth are preferably
studied on the micrometer-scale in order to better understand macroscopic fracturing. On the
other hand, rock fracture mechanics considers cracks ranging from micrometers to a few kilo-
meters [Atk87]. There exist three basic modes of crack tip displacement: mode I - opening or
tensile mode, where the crack surfaces move directly apart, mode II - sliding or in-plane shear
mode, where the crack surfaces slide over one another in a direction perpendicular to the lead-
ing edge of the crack and mode III - tearing or anti-plane shear mode, where the crack surfaces
move relative to one another in parallel to the leading edge of the crack. These three modes
result in kinematic sequence: 1. Tensile mode I cracks are generated at randomly distributed
micro-flaws. These tensile cracks are almost parallel to the direction of maximum stress. 2.
Shear (wing) cracks start from the tips of tensile cracks and grow along a curvilinear path. 3.
Fracture occurs by coalescence of tensile and wing cracks.

It is well known that cracks can be described as curved surfaces in three dimensional space,
yet most microscopic investigations on fracturing in rocks were limited to the analysis of thin
sections [Jan01, Moo095]. For a long time the appropriate 3D imaging technology has not
been available. First volumetric crack images were obtained from materials that are transpar-
ent to visible light. Numerous investigations on the fracture of glass [Bie67, Hoe65, Ger94],
resin (e.g. poly-methyl-meta-acrylate) [Dys95, Dys03, Hor85, Can90] and ice [Sch99] were
reported. These transparent materials allow for the study of fracture processes while control-
ling the concentration of ab initio defects in the samples. Cross-sectional images of fractured
gypsum samples were studied extensively by Bobet and Einstein 1998 [Bob98] and Lajtai
[Laj74] to model a representative variety of brittle rocks. With X-ray tubes are becoming a
standard tool in geophysical laboratories, the amount of research on the three-dimensional dis-
tribution of grains and cavities in natural rock increased significantly over the past ten years
[Ket05, Hir03, OhtO1, Ver03]. In addition to natural rocks, X-ray computed tomography (CT)
was applied to study many “rock-like” materials such as mortar and concrete [Lan03, Ota03].
The number of reports increased along with the highest available resolution of the method
[Des06]. X-ray CT was shown to be particularly useful for the analysis of the hierarchal size
distribution of pores and minerals in rocks because this technique has the potential to visualize
details ranging over many orders of magnitude on the length scale (from 0.5 um to 0.5 m).
Ultrasonic techniques are sometimes used to obtain additional information on the fracture
processes [Zan00]. The number of reports on 3D imaging of natural rock, whereby mineral
phases as well as cracks were analyzed, increased with neutron radiography and tomography
becoming available at cold and/or thermal neutron sources [Bas04, Lun03, Win02]. Typical

mineral rock constituents (e.g. different silicates such as quartz, feldspars, micas, pyroxene,
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amphibole) are highly transparent to neutrons, thus allowing to record projection images of
relatively large samples (1 to 10 cm). Still, the maximum spatial resolution of neutron tomog-
raphy (50 um) is not capable of imaging the very small porosity known inherent to natural
rocks [Fre95]. Similarly, the resolving power of common X-ray tomographs is limited to
some tenths of a millimeter. Therefore, 3D imaging of the mineral and crack distribution in
rock with micrometer details was restricted to the users of hard X-ray beamlines, available on
a few synchrotron facilities throughout the world. Reports on such experiments are still rare
[Mat03, Len03, Nak04, Bes06, Lan06], and these report on finest details of 10 to 20 um size.

3.3.1 Cracking - Absorption CT

The first experiment on rocks at BESSY/BAMline involved absorption CT (Az = 3.6 um
pixel size) with a rather moderate spatial resolution (2 ~ 10pum) to visualize and analyze
pores and cracks in two types of sedimentary rock, before and after mechanical compression:
A Carboniferous greywacke was selected due to its heterogeneous distribution of various min-
erals and grain sizes, and a Triassic limestone which is characterized by a very homogeneous

fine-grained microstructure was chosen for comparison.

Figure 3.49: (a) Microscopic image showing a cross-sections of limestone (the arrow

indicates a sparitic shell included in the fine clay-matrix). The inset (b) shows a magnified
scanning (backscattered) electron microscopy image of the same limestone revealing um-
sized inter-granular porosity and pyrites (bright contrast) of ~ 10 um size. (c) Microscopic
image of greywacke showing various mineral grains of different sizes (quartz, feldspar and
mica) ranging from 10 ym to 0.5 mm. An old “healed” crack that is filled with (opaque)
ore minerals is indicated by the red ellipse.

The greywacke came from a core drilling near Waldeck and the limestone from the vicinity
of Berlin, both in Germany. Fig. 3.49 shows two microscopic images of thin sections of
the two investigated rocks. The cutting plane was chosen in such a way that the direction of
maximum stress (applied to cylindrical samples of the same material) would lie in the plane.
According to Folk the limestone can be classified as a micrite and after Dunham as a mudstone

[Fol59, Dun62]. It is characterized by a homogeneous distribution of grains smaller than 5 um
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and contains few small sparitic shells. The inset (Fig. 3.49b) shows an electron microscopic
image of the fine limestone grains revealing micrometer-sized inter-granular porosity. Energy
dispersive X-ray analysis further revealed that small pyrites are randomly distributed over the
fine limestone matrix (e.g. the bright grain in the middle of Fig. 3.49b).

The greywacke consists of angular and round grains embedded in a compact, fine clay ma-
trix. Grain sizes of the mineral constituents range from 10um to 0.5 mm. Consequently,
greywacke has a completely different fracture behavior compared to limestone. The minerals
in greywacke are mostly mono- or polycrystalline grains of quartz and fragments of igneous
and/or sedimentary rocks. Few feldspars and mica (mostly biotite) are found and this rock can
thus be classified as a lithic greywacke (after [Fol74]). A “healed” crack filled with opaque ore
minerals is marked by an ellipse in Fig. 3.49c. Such healed cracks indicate that the greywacke
had fractured earlier and the resulting cavities were filled with iron oxides after. From fracture
tests it was observed that when compressive stress is applied more or less parallel to the orien-
tation of the healed cracks, new cracks develop alongside this “preferred” orientation.
Preparation of samples for deformation and micro-tomography was relatively simple. For each
material small cylinders of ~ 6.6 mm in diameter and 10 mm height were cut out of the bulk
material using a diamond core drill. This cylinder size was chosen to allow the samples to
fit into the field of view of the detector array at the same time allowing the visualization of
details of at least 10 um size. Larger samples would require X-rays of higher energies (£ >
100 keV) in order to guarantee a sufficient translucency of the material. Since these energies

are not available at BESSY/BAMline the sample diameter was limited to 7 mm at most.

Experimental: Three cylinders of each material were selected and complete tomograms
were acquired of their initial microstructure. Then the samples were axially loaded to different
percentages of the average maximum strain (€,,q,) (as determined from a number of different
test samples): 60% (samples G1, and L1), 80% (samples G2 and L2) and 90% (sample G3
and L3). Strain-controlled uniaxial compression was applied at constant speed (0.1 mm /min)
to the dry samples that were placed between the two loading plates of an universal testing
machine (UP25) without any additional confining pressure. After compression the samples
were unloaded and repositioned on the tomography stage where a second record of every sam-
ple was taken. Note that because the tomograms were recorded from the unloaded samples,
effects due to elastic deformation cannot be observed in the images. In order to character-
ize the overall course of plastic deformation, i.e. the average maximum strain (€,,,,) and
the average uniaxial compressive strength (042, six additional test cylinders of each rock
were compressed until fracture occurred. The measured stress-strain curves for limestone
and greywacke are depicted in Fig. 3.50a and b along with photos of a fractured sample of
each material. While all limestone samples split into many columns, for greywacke a single
oblique fracture was observed during these tests whereby the sample split into two pieces.
The average uniaxial compressive strength (0y,,4;) and the average maximum strain (€,,q)

were calculated from these tests. (€mq,) is indicated in the graphs by vertical dotted lines,
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Figure 3.50: Stress-strain curves obtained from fracture tests on small cylinders of (a)
limestone and (b) greywacke. The dashed lines indicate the average maximum strain and
the gray bars mark the scattering of the individual values. The insets show photos of frac-
tured greywacke and limestone samples. Note the multi-columnar fracture of the limestone
in contrast to the single oblique fracture of the greywacke.

whereas the scatter of (€,,4) is marked by gray bars (Fig. 3.50). The deformed samples had a
length-to-diameter ratio ranging from 1.4 to 1.7. The measured average maximum strain and
strength were corrected for the different ratios by using the shape correction given in [Pel93].
For greywacke (0,42) = 744 10 MPa was found (mean value + standard deviation) and for
limestone (0y,q,) = 87+ 26 MPa. These values correspond reasonably well to those given in
[Pel93] (greywacke: mean value 81 MPa, limestone: mean value 105 MPa). As can be seen
from the stress-strain curves the scatter of the o,,,4, values was very pronounced especially
for the limestone samples. This appears to contradict the fine homogeneous microstructure.
Inclusions (sparitic shells as seen in Fig. 3.49a) are probably responsible for the strong vari-
ation in material strength. Some deformation curves show non-linear “kinks” prior to peak
stress, indicating partial relaxation due to the formation of cracks or collapse of pores inside
the samples. Furthermore, these kinks might be related to tiny irregularities in the sample
shape. From Fig. 3.50 it is also seen that the values of maximum strain €,,4, scatter less than
the compressive strength. The tests on limestone yielded (€,,,4,) = 4.6+ 0.7%, whereas the
greywacke samples attained (€,,4,) = 4.2+ 0.2%. Strain-controlled deformation was applied
to the samples that were used for tomography, according to the values of (€,4z)-

Data processing: Because of the limited vertical size of the X-ray beam (£ = 33 keV), three
tomograms (900 projection angles each) were recorded at different heights to cover the entire
sample volume. In a first step these three recorded sections are assembled into one dataset. Fig.

3.51a and b depict how the different parts of sample G3 are aligned while Fig. 3.51c illustrates
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the different microstructural constituents in this material by coloring cracks and ore-minerals

and setting low density minerals transparent. The total analyzed volume per sample was ca.

Figure 3.51: 3D images of sample G3: (a) Virtual assembly of three tomograms of G3 that

were recorded to map the entire height of the sample. (b) 2 x 2 x 2 binning is applied to the
complete dataset which is further converted into 8-bit data in order to reduce the computer
memory required for image analysis. (c) Reconstruction of linear absorption coefficients
allows to distinguish grains and phases in the greywacke. In red: porosity and a macro-
crack forming after strong deformation; In yellow: dense mineral particles reveal a healed

crack with an orientation similar to the new crack.

0.5 cm?, representing a virtual three-dimensional space of 2037 x 2037 x 2500 pixels. For
some parts of the image analysis, data reduction was convenient to relax the requirements for
computer memory. Therefore, 2 x 2 x 2 binning was applied to the 3D images, thus reducing
the number of voxels by a factor of 8 without compromising information that is required for

3D image analysis.

Results: Tomographic records were taken of three limestone (L.1-3) and greywacke (G1-3)
samples before and after deformation which aimed at reaching 60%, 80% and 90% of the av-
erage maximum strain (€,,4,) (cf. Fig. 3.50). 3D image analysis was applied to characterize
porosity n = (3_, V;)/Vs (the sum over all pore volumes V; normalized by the total sample
volume V) and pore density N (number of pores per mm?) for each record. The results are
listed in table 3.7 along with sample dimensions, strain (¢) and stress (o) values. The strongest
deformation was applied to the samples G3 and L3. For G3 a strong increase in total porosity
is observed, which is related to the formation of a “macroscopic” crack (shown in Fig. 3.51c).
For the deformed limestone samples an increase both in porosity and pore density is found,
compared to the undeformed samples. This effect is particularly pronounced for sample L3.
The increase of porosity in L3 is not as strong as in G3 but visual inspection of the 3D im-
ages of L2 and L3 (after deformation corresponding to 80% and 90% of (€42 )) reveals that
“small” cracks were initiated in both samples (Fig. 3.52). No change in porosity is observed
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sample dimensions € o g ny N; Ny
[mm?] [%] | [MPa] | [0.1%] | [0.1%] | [mm~3] | [mm™3]

Gl |73x73x90/|278| 34 0.25 0.18 - 3.3
G2 | 73x73x89]|334| 8l 0.62 0.64 7.0 9.8
G3 | 73x73x88(387| 79 0.32 3.61 17.0 9.5
L1 73x73%x6.0|254| 27 0.027 | 0.041* | 3.01 4.53
L2 |[73x73x%x92]|358]| 53 0.024 | 0.042* | 2.57 3.81
L3 7T3x73x92|406 | 87 0.048 | 0.24* 7.62 46.39

Table 3.7: Porosity n calculated by means of 3D image analysis of the deformed (subscript

‘f”) and the undeformed (subscript ‘i) samples of greywacke (G1-3) and limestone (L1-

3). The pore density N in sample G1 could not be determined due to strong image noise.

* After compression small pieces of the samples L1-3 had splintered off the edges and the

corresponding (artificially enlarged) void spaces were excluded by applying a size filter.

© Stress m—p’

Figure 3.52: Virtual projection of pores in a small section at the bottom of the sample L2

(a) before and (b) after deformation causing the formation of a small crack. Top edge of

sample L3 (c) before and (d) after deformation and cracking.
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after deformation of sample G2 and a slight decrease of porosity is found after deformation of
G1. Note that the image data of the undeformed sample G1 was corrupted by strong image
noise and the pore density n is therefore not shown in table 3.52. Nevertheless the porosity
in G1 could be estimated after filtering the smallest particles that were presumably artificial
results of this noise. The uncertainty for the porosity values in the other datasets is smaller

than 20%. In order to further characterize porosity and pore density the distributions of shape
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Figure 3.53: (a + b) Histograms showing the distribution of pore volume in undeformed
(a) greywacke and (b) limestone. (c + d) Distributions of pore shape (sphericity) calculated
for (c) greywacke and (d) limestone (a value of 1 corresponds to a spherical pore).

and size of the individual pores were calculated for each of the greywacke and the limestone
samples. Fig. 3.53a-d shows histograms of pore volume and shape. The latter is characterized
by the shape factor F'. Obviously the pores in limestone are smaller (Fig. 3.53b and d) and
appear “rounder” than those present in greywacke (Fig. 3.53a and c). Fig. 3.53d shows the
number of pores to increase steadily towards /' = 1 (value for a sphere). Comparison with
high-resolution SEM pictures (Fig. 3.49¢c) shows that this trend towards a round shape is at
least partially an artifact of the 3D analysis procedure, whereby very small objects always pro-
duce an F' close to unity. In the samples G1-3 larger pores of irregular, non-spherical shape
are found (Fig. 3.53c shows a peak at F' ~ 0.75) and a significant amount of very small pores

characterized by a second peak at F' = 1. Note that the factor F' is not a unique description of
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the pores’ shape. Therefore, these quantitative results were compared to 2D projection images
of the entire porosity (e.g. Fig. 3.52). A binary image of the porosity (pores are represented
by voxel values of 1 while the rest of the virtual volume is set to zero) is projected along one
coordinate axis (z, y or z). Such a projection image of the porosity in sample G2 is shown in

Fig. 3.54 along with an enlarged view (b) revealing a large variety of pore sizes and shapes.

Figure 3.54: (a) Virtual projection of the pore space in the second greywacke sample. (b)

The magnification reveals elongated pores that seem to follow a general orientation of the
mineral. Randomly oriented oblate and angular pores are observed as well.

For the greywacke sample G3, formation of a “macroscopic” crack was observed after applica-
tion of a strong deformation corresponding to 90% of the average maximum strain. Fig. 3.55a
and b show a sagital slice through the G3 datasets in the initial and deformed state. Similar to
the analysis of thin sections under the microscope one can index intragranular cracks (divid-
ing mineral grains), grain-boundary cracks (following the outline of a particular mineral) and
inter-granular cracks (traversing the inter-granular matrix). This concept of two-dimensional
crack-classification is shown in Fig. 3.55c. Obviously the macro-crack in G3 is composed of
many microcracks of well defined orientation. A sagital slice along the entire sample length, a
binary image of the crack and a rose-diagram calculated from the orientation of these microc-
racks are shown in Fig. 3.56. To calculate Fig. 3.56¢, the binary image of the crack (b) is man-
ually segmented into small straight sections. For the latter the orientation angle o with respect
to the direction of applied stress (vertical image axis) is calculated. The rose-diagram is a cir-
cular histographical plot of «, whereby the radius of the black bars corresponds to frequency.
Although the complete crack is tilted by ~ 10° with respect to the direction of maximum com-
pression, the orientation of individual tensile cracks with this direction is quasi-parallel. On
the other hand, orientation of the shear cracks (labeled “wing cracks” in Fig. 3.55¢) which are
inter-connecting the tensile cracks ranges from 20° to 40°.

In addition to this 2D “section-analysis” the three-dimensional nature of the data allows for a
volumetric analysis of the crack. In order to quantify its shape, total size and orientation, the
macro-crack is binarized and separated from the smaller isolated pores in the sample volume.

This procedure requires a special type of binarization based on a region growth algorithm and
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Figure 3.55: Sagital slice through the 3D data (a) before and (B) after deformation /for-
mation of a macro-crack in sample G3. (c¢) The macro-crack is decomposed into tensile
cracks, parallel to the deformation, oblique wing-cracks and coalescence cracks. (d) These
microcracks either run through (intra-granular), alongside (grain-boundary) or between
(inter-granular) individual mineral grains.

(c)

Figure 3.56: 2D orientation analysis of the macro-crack in sample G3. (a) Sagital slice
(perpendicularly to the crack plane and parallel to the crack propagation) showing the
complete crack. (b) Binary image of the crack. (c) Rose diagram of crack orientation.

the application of a size filter that grants survival only to the largest objects in the sub-volume
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containing the crack. Counting the remaining voxels yields a crack volume of 0.15 mm?. Fig.
3.57a shows a plane that is fitted to the crack. The normal vector of this crack-plane coincides
with the minor axis of inertia of the crack (for details see section 2.2). The crack-“topography”
(normal crack-to-plane distance) is shown in Fig. 3.57b.

(a)

+120 pm

-120 pm

Figure 3.57: (a) The quasi-planar macro-crack is projected onto the plane perpendicular to
its major orientation axis. (b) A “topography” view is calculated from the distance of each
voxel (belonging to the crack) normal to the plane (red: above, green: below the plane).
For points where more than one crack voxel is found normal to the crack plane, (b) shows
the average distance.

The standard deviation of the crack-to-plane distance equals + 52 um and can be compared
to the length (~ 8.6 mm) along the direction of crack-propagation) and width (~ 5.0 mm) of
the crack, stating that it is quasi-planar on a macroscopic scale. In order to visualize the local
thickness of the crack, the crack voxels lying on given a line perpendicular to the crack plane
are counted, and this is repeated for the entire crack area. The resulting thickness-projection
onto the crack-plane is depicted in Fig. 3.58a. The macro-crack shows a wedge-shaped thick-
ness profile along the direction of maximum compression with a opening of ~ 100 pm at the
top and ~ 7 um at the bottom. Small microcracks probably extend further into the sample but
are not detected due to the limited resolution of the imaging system. Figure 3.58a contains few
image artifacts (“bright clouds”, marked by arrows) caused by low density mineral grains that
were partially connected to the crack and can thus not be fully separated from the latter by the
binarization algorithm.

In order to analyze the mineral constituents in the area of crack propagation, the records of
the sample G3 before and after were combined. The two datasets were spatially aligned in
the Euclidean coordinate system, and a box is cropped around the matching regions where
the crack formed during deformation. Masking this region in the undeformed sample with the
binary image of the crack in the deformed sample yields a three-dimensional volume showing

the mineral structure previous to fracturing. Projecting this data along lines perpendicular to
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Figure 3.58: (a) The thickness of the crack is projected onto the crack-plane. Some ar-
tifacts appear (white arrows) due to mineral particles of low density (dark appearance in
(b)) that are artificially counted as pores. (b) The projected map of the G3 microstructure
in its undeformed state masked by the binary crack image of the matching structure after
deformation and normalized by the crack thickness (A: region of intra-granular cracks, B:

inter-granular cracks and C: grains that appear to be spared by the fracture).

the crack plane and normalizing the resulting image by division with the crack thickness (Fig.
3.58a), a map of the mineral constituents that were traversed by the crack is obtained (Fig.
3.58b). Dense feldspars (bright) and less dense quartz (dark) indicate where intra-granular-
and/or grain-boundary cracks have developed. In the center of Fig. 3.58b large quartz grains
of low density (marked “A” in Fig. 3.58b) were apparently split by microcracks while in other
regions (B) the density of inter-granular cracks is higher (appearing more or less homogeneous
in gray). The crack tip (lower part of Fig. 3.58b) features mostly inter-granular microcracks
whereas larger grains have been spared by the fracture (C).

The analysis is completed by calculating projections of the total porosity, similar to Fig. 3.54
before and after formation of the macro-crack in the sample G3 (Fig. 3.59a and b). In the lime-
stone samples L2 and L3 somewhat smaller cracks formed after compression on the top and
bottom sample edges respectively (cf. Fig. 3.52a and b). The crack in L2 is approx. 2.0 mm X
1.0 mm in size and shows a very ragged shape except where it runs along the cylinder surface.
The topography is quasi-planar and tilted by approx. 8° with respect to the direction of maxi-

mum compression. The crack in sample L3 is even smaller (approx. 1.2 mm x 0.6 mm) with
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stress

Figure 3.59: Virtual projection of the pores in the third greywacke sample before (a) and
after (b) uniaxial compression causing formation of a macroscopic crack. It can be seen
from (b) that crack formation and propagation occurred independently of the pre-existing

porosity distribution in the sample.

a similar orientation. These cracks were too small to allow their decomposition into tensile
and wing cracks. Larger fragments had splintered off the cylinder edges after deformation of

all three limestone samples.

Discussion: The fine homogeneous microstructure of limestone and the strongly inhomo-
geneous arrangement of various mineral grains in greywacke leads to a different behavior of
these two materials under stress. The 3D characterization of a macro-crack in sample G3
and observations of smaller cracks forming in the limestone samples L2 and L3 are in good
agreement with the common theories of crack nucleation and propagation where it is assumed
that cracks nucleate at micro-flaws which are randomly distributed in the material. Such flaws
could be pores, weak mineral phases, microcracks and/or grain boundaries.

The striking correspondence of the macroscopic crack in the deformed sample G3 and numer-
ous dense iron-oxide-filled spaces (associated with old “healed” cracks) proves that the bulk
material has a preferred orientation for cracking. Both the old healed and the new crack appear
almost parallel although on opposite sides of the sample cylinder. The total angle of crack ori-
entation (~ 10°) results from quasi-parallel tensile that are inter-connected via oblique wing
cracks. At the tip of the macro-crack individual tensile microcracks are observed (Fig. 3.55
and 3.59b). From the 2D slice in Fig. 3.55 a kinematic sequence can be interpolated whereby
crack propagation and growth occurs via mode I tensile and mode II shear cracks.

In fracture mechanic penny-shaped microcracks are most commonly used to model flaws in
brittle materials [Ger94, Dys03, Ada78, Can90]. Observation from the undeformed greywacke
samples revealed pores of various shapes and sizes that do not correlate with crack propagation
in G3. The kinks in the stress-strain curves from the fracture tests on greywacke and limestone

(cf. Fig. 3.51) indicate furthermore that spontaneous cracking is more probable for samples
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of such small dimensions than the quasi-continuous built-up of a macro-crack. In fracture
mechanics a process zone of circular spread (when extrapolated from 2D sections [Atk87])
is associated with the non-linear propgation of crack tips. As can be seen in Fig. 3.57, 3.58
and 3.59b coalesced or isolated microcracks are directly located in the plane and at the tip of
the propagating crack. Fig. 3.59 shows the crack in G3 to form in an area of particularly low
porosity. However this statement must be restricted to pores of 10 uym size or larger, whereas
smaller pores could indeed contribute to the cracking (e.g. numerous micron-sized pores were
observed in SEM images of the grain boundaries in greywacke and limestone). Propagation
of the crack supposedly occurs along grain boundaries, mineral cleavage planes and the fine
intergranular matrix in greywacke. An image of the undeformed microstructure that was tra-
versed by the crack does not appear much different from an arbitrary cross-section through the
material. Attention must be paid to the parts of the crack that coincide with the boundary be-
tween two grains of different mineral constituents: In these places Fig. 3.58b probably shows
ambiguous information. “Opening” of the crack is observed at the front tip of propagation that
is presumably formed by tensile cracks which are inter-connected via wing cracks that are too
thin to be detected by the imaging system.

Statistical analysis of the porosity in the sample G2 and L2 showed pores of various sizes and
shapes in greywacke and small round pores in limestone. Electron microscopy revealed the
latter to be part of a larger network of intergranular porosity which is not imaged due to the
limited spatial resolution of the X-ray detector system. It is important to note that values for
the total porosity in these materials, which are found in literature and are measured by other
methods (e.g. mercury intrusion or scanning electron microscopy) indicate a larger porosity
than what is calculated from the tomographic data. A reasonable explanation for this discrep-
ancy is that an important part of the pores is smaller than the resolving power of the system,
i.e. < 10pm in size. In addition very large pores (mm- or even cm-sized) were excluded by
cutting the sample cylinders out of homogeneous and compact regions in the rock.

Compared to greywacke the formation of cracks in limestone supposedly takes place on a
smaller scale (see Fig. 3.52) in accordance with the very fine-grained microstructure that
characterize this material. A systematic increase in the limestone porosity is observed after
compression and from these observations one could hypothesize that the deformation energy
applied to limestone yields the formation of new micropores preceding the formation of larger
cracks, while stress applied to greywacke is likely to build up without the appearance of new
micropores and fracture occurs in the form of a large macro-crack. The tomography data shows
that the typical multi-columnar fracture of the limestone samples starts at the cylinder edges
with mm-sized cracks preceding the breaking of small splinters. According to Germanovich
et al. [Ger94] a low concentration of micro-flaws causes splitting (columnar fracture). High
concentration of simultaneously growing microcracks results in initiation of new, growing
cracks localized in a narrow band inclined to the direction of maximum compression, causing
oblique (shear) rock fracture. The macro-crack observed in G3 coincides very well with this
description. The 3D-model of Healy et al. [Hea06] indicates that shear fractures in brittle rock
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form through the interaction and coalescence of many sub-parallel tensile microcracks. The
authors considered the elastic stress field around finite oblate spheroids which will promote en
echelon tensile 3D interactions with neighboring cracks under an maximum angle of 26°. The
rose diagram in Fig. 3.56c reveals that shear cracks in G3 inter-connect tensile cracks and are
orientated ~ 20° to 40° with respect to the latter. Although these findings agree remarkably
well with the literature, these values exceed the limits predicted by Healy et al. In their model
they used a different material assuming interacting tensile cracks of fixed location and shape.
Crack nucleation and propagation are neglected which provides a possible explanation for the

difference between the experimental data and their model.

3.3.2 Cracking - Fresnel-propagated CT

For the study reported in the previous subsection, dealing with cracking in natural greywacke
and limestone, absorption pCT was applied yielding a relatively poor resolution of R ~ 12 pum.
A spatial correlation between (initial) porosity in the unloaded state and cracks developing
during mechanical compression was missing. Nevertheless evidence was found that there ex-
ists a preferred orientation for crack-propagation in the greywacke as could be seen from the
new and the old healed cracks. Yet, significant microstructural details (as seen in SEM im-
ages) could not be resolved by the method: e.g. intergranular porosity and grain boundaries.
Fresnel-propagated X-ray imaging was therefore applied to improve the signal-to-noise ra-
tio (SNR) and to visualize pores and grains that were not visible in 3D images of u(z,y, 2).
Fig. 3.60 shows twice the same reconstructed axial slice of greywacke: An absorption tomo-
gram recorded at d ~ 10 mm sample-detector distance and the same slice reconstructed from

Fresnel-propagted images (d ~ 1.12m).

Figure 3.60: Details in 4CT images recorded at different propagation distances: (a) ab-
sorption regime d = 10 mm, (b) d = 1.12m (E = 33 keV, Az = 3.6 microm).
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Both datasets were recorded with the X-ray macroscope (Ax ~ 3.6 pm effective pixel size and
R ~ 6— 8pm resolution, using a 22 microm thin CWO scintillator) at E = 33 keV energy.
The SNR of the absorption data is rather poor. Although the angular grains of Feldspar can
be distinguished from the fine clay-like matrix no intergranular porosity is detected in Fig.
3.60a. When Fresnel-propagation is applied the visibility of micron-sized details in the inter-
granular region is improved significantly. Particularly in the intergranular region numerous
features (appearing either dark or bright in Fig. 3.60b) are revealed due to edge-enhancement
at the material interfaces. Comparison with SEM pictures indicate that the bright features are
small inclusions of ore minerals, whereas the dark features in Fig. 3.60b coincide with micro-
pores. Simulations (see section 3.2.1) have shown that Fresnel-propagated images of microp-
ores appear enhanced and magnified with increasing propagation distance due to formation and
spreading of the appropriate interference fringes. For mechanical reasons the sample cylinders
had to be of 6— 7mm in diameter at least. The full length of the z detector-translation was
therefore used to produce a significant phase contrast effect in the recorded radiographs. Addi-
tionally the SNR and hence the material contrast is highly improved when Fresnel-propagated
hard X-ray images are recorded for this type of material (i.e. § >> ().

During beamtime at BESSY/BAMline , tomograms of different types of rock were recorded
in phase contrast mode, before and after the samples experienced increasing successive me-
chanical load. Similar to the work described in the previous subsection, unconfined uniaxial
compression experiments were carried out after each tomography scan on an universal testing
machine. Cylindrical samples were prepared from three important types of rock: a) Gran-
ite as a typical intrusive, felsic, igneous rock; b) Basalt as an extrusive volcanic rock and c)

Greywacke which is a texturally-immature sedimentary rock.

Preliminary studies: Repeated fracture tests as well as a detailed petrographic analysis of
the rocks preceded the synchrotron experiment. Fig. 3.61 shows a polished thin section of
granite in transmitted light (a) and between crossed Nichols (b, the polarizer is perpendicu-
lar to the analyzer). Granite is mainly composed of quartz (SiO2, “Q” in Fig. 3.61a, den-
sity p = 2.65g/cm?) with grains of feldspar (p ~ 2.5— 2.8 ¢g/cm?®) and mica (p ~ 2.7—
3.3g/cm?) embedded into the matrix. Feldspars are prone to weather and can be easily
distinguished from the quartz due to their high degree of corrosion. There are three main
types of feldspar (“F” in Fig. 3.61a) which are expressed in terms of their endmembers:
NaAlSi3Og (albite), KAISi3Og (K-feldspar, e.g. a microline (M) is seen in Fig. 3.61b)
or CaAlySizOg (anorthite). Solid solutions between K-feldspar and albite are called alkali
feldspar whereas solutions between albite and anorthite are called plagioclase (only limited
solid solution occurrs between K-feldspar and anorthite). The micas found in this particular
granite were mostly biotites (marked “B” in Fig. 3.61a) with the approximate chemical for-
mula K[Mg,Fe]3AlSizO19[F,OH]>. Dense opaque inclusions were observed in some biotites:
These are probably zircons (ZrSiOy, p ~ 3.9— 4.2 g/cm?) which are commonly found in ig-
neous rocks as primary crystallization products.
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Figure 3.61: Light microscopy of a thin section of granite: (a) transmitted light (F:
feldspar, Q: quartz, B: biotide (common mica)), (b) crossed Nichols (M: microline).

Table 3.8 lists the sample dimensions, compressive stress o, (values were normalized to com-
pensate for different height-to-diameter ratios) and strain € measured from repeated loading

and single fracture tests on granite (labeled “T”’). From the cyclic compression tests (whereby

sample | diameter [mm)] ‘ height [mm)] ‘ o. [MPa] ‘ € [%] ‘ event

T1* 6.86 10.17 4322 2.47 -
T1* 6.86 10.17 50.82 2.89 -
T1* 6.86 10.17 56.05 2.82 -
T1* 6.86 10.17 67.58 3.46 -
T1* 6.86 10.17 81.72 3.96 | fracture
T3 6.96 10.16 67.32 4.34 | fracture
T4 7.05 9.48 58.17 3.26 | fracture
T5 7.14 9.40 49.61 3.04 -
T5 7.14 9.40 55.02 3.12 -
T5 7.14 9.40 58.78 3.23 -
TS 7.14 9.40 90.52 4.47 | fracture
T6 6.96 9.86 63.90 4.51 | fracture
T7 7.31 9.50 39.95 3.64 | fracture
T8 7.05 9.75 41.60 3.54 | fracture

Table 3.8: Compression tests on cylindric samples of granite. To the samples T1 and TS
increasing load was applied repeatedly whereas T3, T4, T6, T7 and T8 were single com-
pression tests. *) Tomographic datasets were acquired during compression experiments on
T1 during beamtime at BESSY/BAMline in January 2006.

increasing load was applied repeatedly until fracture occurred) revealed an average strength
of (0cyctic) = 86.12+ 4.4 MPa and an average strain at fracture of (€cyciic) = 4.224+ 0.25%.
Slighly lower values were found for the single fracture tests: (0gingie) = 54.24 11.4MPa
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and (€gingle) = 3.86+ 0.48%. The sample T1 was used for the BESSY experiment in January

2006 (results shown later on).

Figure 3.62: Light microscopy of thin sections of basalt: (a) shining-through light (O:

olivine, P: plagioclase, F: ore minerals containing iron), (b) crossed Nichols.

Light microscopy images of a thin section of basalt are shown in Fig. 3.62. The largest
grains in this particular basalt are olivines (“O” in Fig. 3.62a) with the chemical formula
[Mg,Fel»Si04 and density p ~ 3.27— 3.37 g/cm?. Olivines with a Mg-endmember are called
forsterite while those with a Fe-endmember are called fayalite. Obviously these minerals are
prone to anisotropic corrosion processes which gives rise their ripped shape which is seen
in Fig. 3.62. Small band-shaped grains of plagioclase (albite and anorthite) are marked “P”
in Fig. 3.62a. Small opaque grains of dense ore minerals, probably magnetite (Fe3O4, p ~
5.18¢g/ cm?®) and/or ilmenite (FeTiOs, p~ 45— 50g/ cm?®), were observed under the mi-
croscope as well as in the X-ray images. A detailed EDX (energy dispersive X-ray analysis)
further revealed the presence of pyroxenes (silicate minerals) of high calcium content in the
basalt. Fig. 3.63 shows a backscattered electron SEM image of the basalt (a) as well as a EDX
map of the same region (b). The ore minerals (bright signal in the backscattered electron im-
age) were thus identified as ilmenite due to their high content in titanium and iron. K-feldspar
was found in the matrix surrounding the angular plagioclase grains. All these findings are in
full agreement with the mineral constituents commonly observed in igneous rocks like basalt.
Table 3.9 lists the sample dimensions, compressive stress o and strain €, measured from re-
peated loading and single fracture tests on basalt (labeled “B”). The cyclic compression tests
revealed an average strength of (0cyciic) = 299+ 117 MPa and an average strain at fracture
of (€cyctic) = 8.2+ 2.4 %. The strong scattering of the average values is due to sample B4
which was used for the BESSY experiment in August 2006 and which broke much earlier
than the samples B3 and B5 when increasing repeated load was applied. Similar to granite,
lower average values were found for the single fracture tests: (0singre) = 200+ 35 MPa and
(€single) = 6.55+ 0.26%.

A microscopy image of greywacke in shining-through light was already shown in Fig. 3.49¢c

and Fig. 3.64a indicates the mineral constituent in the same image but taken between crossed
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pyroxene

Figure 3.63: Scanning electron microscopy on basalt: (a) backscattered electron image (O:
olivine, P: plagioclase, F: ore minerals containing iron), (b) EDX map with the majority
elements in colors (red: Ti and Fe (ilmenite), green: Ca, Si (pyroxene), dark blue: Al, Si,
K (K-feldspar), bright blue: Al, Si, Ca (anorthite), yellow: Mg, Fe, Si (olivine)).

sample | diameter [mm] | height [mm] | o, [MPa] | € [%] | event

B1 6.68 9.90 164.64 6.29 | fracture
B3 6.86 9.45 267.88 8.43 -
B3 6.86 9.45 303.65 8.78 -
B3 6.86 9.45 341.70 9.60 -

B3 6.86 9.45 357.93 9.94 | fracture
B4* 6.00 9.85 78.94 3.39 -
B4* 6.00 9.85 75.15 3.13 crack
B4* 6.00 9.85 135.81 4.88 | fracture
B5 5.97 8.88 163.98 5.27 -
B5 5.97 8.88 194.35 5.90 -
B5 5.97 8.88 213.58 6.25 -
B5 5.97 8.88 402.19 9.86 | fracture
B6 6.18 8.89 234.50 6.81 | fracture

Table 3.9: Compression tests on cylindric samples of basalt. To the samples B3, B4 and B5
increasing load was applied repeatedly whereas B1 and B6 were single compression tests.
*) Tomographic datasets were acquired during compression experiments on B4 during
beamtime at BESSY/BAMIine in August 2006. The second loading cycle was interrupted
after hearing the sample crack.

Nichols. The different mineral constituents were identified by EDX analysis as shown in Fig.
3.64b along with the corresponding backscattered electron image (c). The fine compact matrix
of this sedimentary rock contains a great variety of minerals. Among these the most promi-
nent are mono- (Q) and polycrystalline (P) grains of quartz, biotites (B) as well as fragments

of magmatic (M) and sedimentary (S) rock. Samples were cut from the same bulk material
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Figure 3.64: (a) Light microscopy image between crossed Nichols (Q: monocrystalline

quartz, P: polycrystalline quartz, B: biotite, M: fragments of magmatic rock, S: sedimen-
tary rock). (b) EDX analysis reveals Q: quartz (green Si), B: biotite (blue Fe) and plagio-
clase A: albite (green Si, magenta Al) and F: anorthite. Some Ca-precipitates are depicted
in red. The inset (c) shows the corresponding backscattered electron image.

as those reported in the previous section. Healed cracks filled with ore minerals (probably
magnetite) were commonly observed in thin sections perpendicular to the loading direction.
The EDX map shows iron content in biotite as well as in intergranular spaces between grains
of quartz and plagioclase (A and F in Fig. 3.64b). This particular lithic greywacke of the
Carboniferous period (=~ 360 million years ago) was extracted near Waldeck (Germany).
Table 3.10 lists the sample dimensions, compressive stress o and strain €, measured from re-
peated loading and single fracture tests on greywacke (labeled “G”). The cyclic compression
tests revealed an average strength of <acydic> = 624 22 MPa and an average strain at fracture
of <€cyclic> = 2.67£ 0.34%. As expected, lower average values were found for the single
fracture tests: (0gingle) = 484+ 9 MPa and (€gingie) = 2.75% 0.34%. Note there is a discrep-
ancy between the latter and the fracture tests on greywacke that were reported in the previous
section ((0gingte) = 59+E 15 MPa and (€gingie) = 4.234 0.24%) where the average strain at
fracture was much higher. This effect is probably related to the top and bottom surface of the
test cylinders which was roughly cut for the old tests but properly polished for the new tests.

Results from Fresnel-propagated tomography on greywacke: Two cylindrical samples
of greywacke, “G2” and “G3” (see table 3.10), were deformed repeatedly reaching 86% and
97% of the average maximum strain at fracture (e,;i.) respectively. Tomographic scans of the
samples were acquired before and after each loading cycle. Fig. 3.65 shows the stress-strain
curves for the two experiments (the numbers 1,2, ... indicate the loading cycle). Sample G2
was used for experiments in January 2006 (E = 33keV and Az = 3.6 microm). Increasing
load was applied twice until the rock fractured during the third deformation. One oblique crack
developed during the first and grew during the second compression. Fig. 3.66 shows a thick-
ness projection of the pore space belonging to this crack after the first two load cycles. The

connected porosity of the crack was found by region-growth threshold binarization [Kir04]
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sample | diameter [mm] | height [mm] | o. [MPa] ‘ € [%] ‘ event

G2* 5.75 9.70 40.96 2.13 -
G2* 5.75 9.70 4741 2.30 -
G2* 5.75 9.70 49.30 2.30 | fracture
G3** 5.50 9.65 39.74 2.92 -
G3** 5.50 9.65 44.70 2.59 | fracture
G4 5.64 9.72 63.07 2.66 | fracture
G5 5.86 9.77 42.87 2.67 | fracture
Go6 5.86 9.31 42.07 2.37 | fracture
G7 541 9.65 33.87 221 -
G7 5.41 9.65 39.87 2.08 -
G7 5.41 9.65 45.02 2.23 -
G7 5.41 9.65 55.73 2.57 | fracture
G8 5.53 941 39.68 1.82 -
G8 5.53 9.41 44,13 1.81 -
G8 5.53 9.41 51.93 1.99 -
G8 5.53 941 98.39 3.24 | fracture
G9 5.53 9.12 43.20 3.29 | fracture

Table 3.10: Compression tests on cylindric samples of greywacke. To the samples G2,

G3, G7 and G8 increasing load was applied repeatedly whereas G4, G5, G6 and G9 were

single compression tests. *) sample G2 was used for experiments in January 2006, **)
sample G3 in August 2006.
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Figure 3.65: Stress-strain diagrams recorded for cyclic deformation during experiments at
BESSY/BAMline : (a) sample G2 broke during the third, (b) sample G3 during the second
loading cycle (stress release due to fracture is indicated by a dashed line).

followed by size-filtering of the smaller pores that do not belong to the main crack. Orienta-
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Figure 3.66: Thickness projection of the porosity belonging to the crack which formed

during compression of G2. (a) Crack after the first and (b) after the second load cycle.

tion of the crack with respect to the direction of load (vertical axis), i.e. the crack-plane, was
found by calculating the eigenvalues and vectors of the corresponding inertia ellipsoid (for a
detailed explanation of this method see section 2.2). Fig. 3.66 was obtained by projecting the
binary crack volume onto the plane normal to the major inertia axis. Unlike the absorption to-
mography study, the Fresnel-propagated 3D images clearly show the large crack to build up by
coalescence of small microcracks (ca. 10 x 20 um? in size) which form a network at the crack
tip and appear elongated in the direction perpendicular to crack propagation. The porosity in
the unloaded sample (without application of a size filter) when projected onto the crack-plane
as well as the topography (average distance of each crack voxel normal to the crack-plane) of
the crack in its final stage are shown in Fig. 3.67

In order to analyze the porosity in the initial microstructure the volume representing the latter
was masked with the binary crack volume obtained from the rock after application of the sec-
ond load. Although the datasets were approximately matched by x-, - and z translations, a
finite tilt/deformation of the loaded rock with respect to the unloaded rock required expansion
of the binary mask by £ 75 um in order to map the entire space where the crack formed. The
same mask was applied to an arbitrary region inside the unloaded sample, revealing that the
crack formed in a region of particularly low porosity. This fact, although in agreement with
findings from absorption pCT, is somewhat surprising because one would expect the crack to
propagate along the pre-existing pores in the material. Even with the highly improved visibil-
ity of micron-sized pores in the phase-contrast data, the contrary appears to be the case.

The sample G3 was investigated during beamtime in August 2006. Unfortunately only one
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0.5 mm

Figure 3.67: (a) Initial porosity in greywacke prior to the application of mechanical load
(Color range from 0 to 40 microm projected pore thickness). (b) Topography of the crack
in its final state (after second loading, color range from —216 pm to +252 um).

loaded state was recorded because the sample already broke during the second compression.
Projected crack thickness and crack topography are depicted in Fig. 3.68. There are discon-
tinuities the crack topography seen in the upper part of Fig. 3.68c. Bifurcation of the crack
occurred on the top surface of the cylinder and parts of the sample splintered off during the
loading. Consequently crack thickness is artificially increased in these regions (cf. Fig. 3.68a)
and the exact distance to the crack-plane cannot be determined unambiguously. Focusing onto
the lower part of the crack a vertically wedge-shaped course of the crack is found, eventually
interrupted by micron-sized scar-shaped discontinuities in the crack thickness (shown in the in-
set Fig. 3.68b). A view onto the initial greywacke microstructure masked by the crack-volume
and projected onto the crack-plane is shown in Fig. 3.69a along with a sagital slice through
the loaded sample perpendicular to the crack (Fig. 3.69b-d). Both pictures clearly reveal a
correlation between new crack propagation and old healed cracks which appear as bright lines
in the tomographic data due to their dense iron-oxide filling. A significant part on the right
hand side of Fig. 3.69a shows the bright iron oxide filling of a healed crack. This indicates
that the region of crack propagation coincided with an old healed crack. The sagital view onto
the crack confirms this correlation while the enlarged insets (Fig. 3.69b an c) reveal that the
new crack did not always propagate along the iron-oxide filling of the old cracks. Particularly
at the lower tip crack propagation seems to be deflected and the crack turns into the opposite
direction away from the old healed cracks. Similar to the sample “G2”, the masked region

of crack-propagation in the unloaded sample shows particularly few pores compared to other
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Figure 3.68: Crack in sample “G3”: (a) Thickness projection (color range from O to

80 um), (b) The enlarged inset reveals scar-shaped discontinuities in the pore volume, (c)
Topography of the crack (color range from —216 pm to 4252 pm).

regions of the same size in the sample.

In order to learn more about the local strain that led to cracking of this greywacke, 2D de-
formation maps were calculated from Fig. 3.69d and the corresponding slice of the unloaded
sample. The algorithm which was used to calculate local deformation vectors is very similar to
the one used for the analysis of thixotropic flow in semi-solid metals (see section 6.2.3). Fol-
lowing manual (z, y, z)-alignment of the deformed and undeformed sample, a sagital (y, z)-
slice quasi-perpendicular to the crack is cut from both datasets (during filtered back-projection
the datasets were pre-aligned so that the crack was approximately parallel to the x-axis). A
virtual grid of 32 pixels spacing in y- and z-direction is superimposed onto the two slices and
small squared templates of 64 pixel side length are cut around each point on the grid. Each
pair of corresponding templates from the deformed and the undeformed sample is matched by
Fourier image cross-correlation and three deformation maps are generated from the resulting
displacement-vectors: y, z and the modulus \/y2+722 . In order to reduce the uncertainty of
the image cross-correlation, a 3 x 3 median filter was applied to the deformation maps which
are shown in Fig. 3.70.

Most of the deformation appears to occur along the y-axis, perpendicular to the direction of
load. The y-deformation is reversed (transition from black to white) along a horizontal line

in the upper part of Fig. 3.70a indicating that the top and lower parts were gliding into oppo-
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Figure 3.69: Initial microstructure in greywacke before loading: (a) The unloaded sample
is masked with the binary crack volume from the loaded sample and average gray values
representing the region of crack propagation are projected onto the crack-plane. (b-d)
Sagital slice through the cracked sample: The insets (b) and (c) show an enlarged region
(white square in (d)) before (b) and after (c) cracking.

( a) 1 mm

Figure 3.70: Deformation maps calculated on a (y, z) raster of 32 pixels spacing (template
size 64 x 64 pixels, i.e. 230x 230 um?) for corresponding sagital slices through the loaded
(Fig. 3.69d) and the unloaded sample: (a) y-displacement, (b) z-displacement (gray scale
from —115 um (black) to +115 pm (white)). (c) Modulus of the displacement vector (color
scale from O (black) to 160 um (white)).
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site directions. This horizontal fracture is interrupted at the exact position where the vertical
crack developed, and continues beyond the crack but further down the z-axis. This discon-
tinuity (z-step) of the y-deformation follows precisely the course of the vertical crack which
is depicted in Fig. 3.69d. The z-deformation map shows a horizontal gradient which is not
surprising since the two samples were slightly tilted with respect to each other. The modulus
of the deformation vector (Fig. 3.70c) is maximal over the horizontal gliding plane and shows
a radial increase around a (black) point in the lower right part of the map. Such a minimum
in the modulus of the displacement vector is however not related to real deformation but most
probably the result of a small sample tilt which occurred around this particular point.
Calculating deformation maps works well if the two samples are perfectly aligned and no de-
formation occurs along the x-axis. More sophisticated algorithms have been tested recently
with success to obtain 3D deformation maps from tomographic data [Bes06]. Unlike in-situ
experiments, the different datasets presented in this work were slightly misaligned and tilted
with respect to each other, inducing uncertainties in the image cross-correlation. Also the
maximum displacement that could be found is limited to half the size of the templates (i.e.
115 pm), which is why outer parts of the maps in Fig. 3.70 show random values.

Figure 3.71: High-resolution SEM pictures of the fractured surface of sample G3.

The remanents of the broken sample G3 were recovered and high-resolution SEM images of
the fractured surface could be recorded. Fig. 3.71 shows two representative backscattered
electron pictures recorded at different magnifications: An overview of the fracture surface
(Fig. 3.71a) reveals that crack propagation was quasi-planar over approx. 1 mm length where
roughness of the crack appears much smaller than elsewhere. This rather smooth part of the
surface might coincide with an old healed crack as seen in Fig. 3.69a. The enlarged SEM
picture (Fig. 3.71b) shows leaflet-shaped structures on the flat crack surface indicating that
cracking occurred along a preferred crystallographic cleavage plane of the corresponding min-
eral.

Fresnel-propagated tomography of basalt: Basalt is the strongest rock that was investi-
gated during this work (see table 3.9). Its strength was estimated from cyclic compression
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Figure 3.72: Crack in the basalt sample: (a) thickness (color scale from 0 to 40 um) and

(b) topography of the crack (color scale from —288 um to 324 pm).

tests to yield 350— 400 MPa at an average strain at fracture of almost 10%. During beam-
time in August 2006 the basalt sample B4 already started to crack while load was applied for
the second time and before reaching 5% of strain. Tomography revealed that the sample was
almost completely cut apart by a very thin slightly twisted crack. The basalt broke during
the third compression. The projected maps of crack thickness and crack topography after the
second load cycle are shown in Fig. 3.72. While Fig. 3.72a reveals a quasi homogeneous
thickness of 10 to 15 um of the crack, the topography view (Fig. 3.72b) clearly illustrates the
twisted course of the propagating crack. After the second compression the material was only
held together by some few mineral grains that are seen as black areas in Fig. 3.72a. Crack
bifurcation occurred in some regions seen in the upper right part of Fig. 3.72a where the crack
thickness is artificially increased. Consequently discontinuities are observed for the same re-
gions in the crack topography view.

Masking the uncracked dataset recorded before the second loading with the corresponding
pore volume of the crack yields a 2D representation of the basalt microstructure that was tra-
versed by the crack. Probably due to the small size of the intergranular pores (see Fig. 3.63a)

almost no porosity could be detected in the uncracked basalt sample. Fig. 3.73 shows the pro-
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jection of the masked (uncracked) microstructure of B4 after the first compression (a) as well

as a sagital slice (perpendicular to the crack) of the cracked sample (b). The enlarged insets

Figure 3.73: Microstructure in sample B4 before second load cycle: (a) Masking the 3D

image with the binary crack yields reveals the microstructure where crack propagation took
place. (b) Sagital slice through the cracked sample. Insets (c) and (d) show an enlarged
region before and after cracking.

highlight a small region in this sagital slice (marked as white square in Fig. 3.73b) before and
after cracking (Fig. 3.73c and d). The crack appears to traverse indiscriminately matrix and
olivines as seen from the corresponding microstructure in the uncracked sample. Fig. 3.73a
does not reveal a particular concentration of ore minerals or olivines that might have favored
crack propagation in these parts of the rock.

2D deformation maps were calculated by comparing sagital slices of sample B4 before and
after cracking. Due to a high spatial correlation between the two datasets, uncertainties in the
determination of the local displacement vectors (appearing as random values in the deforma-
tion maps) were almost completely avoided and unlike for sample G3 no median filter was
applied. Results are shown in Fig. 3.74. Similar to the greywacke sample G3 a horizontal
fracture is found in the basalt, invisible in the tomoraphic images but clearly seen as an oppo-
site displacement in the x-direction (Fig. 3.74a). Although the event of cracking was induced

and measured in a single step the deformation maps reveal two sequential events: (a) horizon-

96 APPLICATIONS AND RESULTS



3.3 Natural rock

. I-I‘ -

i R B o A L=

Figure 3.74: Deformation maps calculated on a (y, z) raster of 32 pixels spacing (template
size 64 x 64 pixels, i.e. 230x 230 um?) for corresponding sagital slices through the cracked
d) and uncracked sample B4: (a) y-displacement, (b) z-displacement (gray scale from
—115 um (black) to +115 um (white)) and (c) Modulus of the displacement vector (color
scale from 0 (black) to 160 um (white)).

tal deformation along a gliding-plane perpendicular to the loading direction and (b) vertical
fracture and cracking seen as a discontinuity (step) in the horizontal deformation as well as in
the map of \/W . The circular minimum (black) in Fig. 3.74c results from a slight
tilt of the two datasets and is not related to real deformation. The same tilt leads to a horizontal
gradient in Fig. 3.74b.

High-reolution SEM images of recovered fracture surface after breaking sample B4 are shown
in Fig. 3.75. Similar to greywacke the fracture surface was rather smooth on a macroscopic
scale but unlike sample G3, the fracture surface of B4 is characterized by side-cracks perpen-
dicular to the main crack as well as a rich variety of fractured grains of different minerals.
Fig 3.75a-c shows a zoom onto fragments of plagiclase that appear scattered all over the frac-
ture surface. The highest magnification (Fig. 3.75c) reveals sub-micron sized details of the
fracture endings. Bifurcation of two crack planes as well as the formation of perpendicular
side-cracks is seen in Fig. 3.75d. A zoom onto the clamshell-like fracture through an olivine

reveals sub-micron cracks forming at corroded interfaces inside the mineral.

Fresnel-propagated tomography of granite: During BESSY/BAM!Iine experiments in Jan-
uary 2006 increasing load was applied repeatedly to the sample “T1” (see table 3.8) reaching
almost 4% compression until the sample broke during the fifth test. Tomography datasets were
acquired before and following each compression. Fig. 3.76 shows the stress strain diagrams
for the basalt (B4 see previous paragraph) and the granite T1. Cracks in T1 were already visi-
ble after the third compression. During the fourth test, tiny bits splintered off the edges but the
sample remained stable until complete fracure occurred during the last compression. Thick-
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Figure 3.75: High resolution SEM views onto the fracture surface of the sample B4.

ness and Topography of the pore space corresponding to the crack were projected onto the
crack plane as shown in Fig. 3.77 Obviously multiple cracks developed and splinters broke off
during the fourth compression in the upper half of the sample along with one thin crack, newly
forming in the lower part. The corresponding porosity in the same region before the fourth
test shows that the cracks in granite developed from inside the sample and not from the edges
as it was observed for greywacke and basalt. The very inhomogeneous distribution of dense
minerals (quartz, biotites, etc.) and possibly the sponge-like highly corroded feldspars (seen as
bright-clouds in Fig. 3.77a and c) gave rise to strong deformations inside the sample leading
to grain-boundary cracking. A sagital slice perpendicular to the crack is shown for T1 after the
third (Fig. 3.78a) and after the forth compression test. Enlarged insets show the regions were

new cracks developed before and after application of load. Crack propagation clearly occurred
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Figure 3.76: Stress-strain diagrams of basalt B4 (a) and granite T1 (b).

Figure 3.77: Development of cracks in the granite T1 during the third (a,b) and forth

(c,d) compression test. (a+c) Thickness of the corresponding pore space projected onto the
crack plane (color scale from 0 to 120 pm), (b,d) topography view (average distance of the

crack-voxels normal to the crack-plane (color scale from —612 pym to +576 pm).

along the grain boundaries of the quartz grains and other minerals in the granite. Two datasets,
one reacorded before and the other after a compresseion test could be well matched on one
side of the developing crack while they appears misaligned on the other side (see insets in Fig.
3.78). A strong deformation inside the sample as seen from the deformation maps of B4 and
G3 is probably the reason for this mismatch. Calculating the local deformation vectors for
the 2D slices shown in Fig. 3.78 was not feasible due to the fact that anisotropic deformation
occurred over wide regions in the 3D image. As seen in Fig. 3.77d the crack in T1 was much
rougher than cracks in B4 and G3.

SEM images of the broken sample T1 are shown in Fig. 3.79. The backscattered electron view
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Figure 3.78: Sagital view into the sample T1 after the (a) third and (d) forth compression

test. Magnified insets in (a and d) show regions where cracks developed before (b and e)
and after (c and f) the third and the forth compression respectively.

onto the fracture surface of the granite also shows a much rougher topography than what was
observed from similar views onto the fracture surfaces of B4 and G3. Magnified images (Fig.
3.79b-d) show intra-granular as well as intra-granular micro-cracks of random orientation in
the broken material. Large stacks of sub-micron thick mineral platelets stand out of the frac-
ture surface. When they are aligned perpendicular to the loading direction These stacks have
an extremely high strength and do not break during compression.

3.3.3 Basalt - Holotomography

To investigate microporosity in the basalt rock on a smaller scale than that was shown in
the previous subsection, three complete tomographic datasets were recorded at increasing
sample-detector distances (d = 15 mm, 162 mm and 464 mm) with the X-ray macroscope
at BESSY/BAMline . 900 projection images of Az = 1.6 um pixel sizeand R ~ 3 — 4 um
resolution were acquired at each propagation distance using a 22 um thin CWO scintillator
screen (E = 28keV). Figure 3.80 shows axial slices reconstructed from (a) the absorption,
(b) the Fresnel-propagated and (c) the holotomography data along with a 3D rendering of the
latter (d). The holotomoaphy was reconstructed using the CTF method presented in appendix
B.3.1. The absorption data was used for normalization of the two Fresnel-propagated datasets

prior to application of the phase-retrieval algorithm. The small dense ilmenites are well ob-
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Figure 3.79: Backscattered electron SEM images of the fracture surface of sample T1.

served (dark particles) in the absorption image (Fig. 3.80a), pyroxenes are imaged as well due
to their high calcium content. The outline of the latter appears enhanced in the Fresnel prop-
agated tomogram but it requires holotomography to see the faint density difference between a
large olivine in the center of Fig. 3.80c and the surrounding feldspars. Insets show intensity
profiles calculated along the white line in Fig. 3.80a for the three imaging modes. A 3D ren-
dering of the holotomography is depicted in Fig. 3.80d. Despite the improved visibility of the
detailed microstructure only few micropores are observed in these images (bright spots in Fig.
3.80c). To observe the latter higher image resolution is required.

Short summary

X-ray puCT was applied to study the microstructure of various natural rocks before and after
mechanical compression. Cracks were initiated in the small cylindrical samples by uncon-
fined uniaxial compression. For some samples two or more steps of crack growth/ propagation
could be measured in three dimensions before fracture occurred. The non destructive virtue of
the uCT allows for comparison between the initial microstructure and the different deforma-
tion steps. 3D image analysis algorithms were developed to calculate orientation and to map
thickness and shape of each crack. A dedicated 2D software was developed to quantify defor-
mation and orientation of the individual tensile- and shear-cracks perpendicular to the crack

plane. In addition to the absorption tomography, Fresnel-propagation is capable of enhancing
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Figure 3.80: (a-c) Tomographic axial slice of basalt in (a) absorption (d = 15 mm), (b)

Fresnel-propagated (d = 464 mm) and (c) holotomography (d = 15mm, 162 mm and
464 mm) imaging mode. Insets show a linear intensity profile calculated along the white
line drawn in (a). (d) 3D rendering of the holotomography data.

the signals of micropores and inclusions (ore minerals), thus allowing for the comparison be-
tween initial inter-granular microporosity (which is hardly visible in absorption tomography)
and cracks which form later during deformation. Particularly for greywacke a preferred direc-
tion for crack propagation/ formation is found to coincide with old healed cracks, whereas the
initial microporosity is shown not to initiate cracking. The crack shapes in basalt, granite and
greywacke showed significant differences in the fracture behavior of these rocks in agreement
with SEM pictures of the fractured samples. While a single twisted crack was observed to
split almost instantaneously the basalt, granite and greywacke developed one or more oblique
cracks which started small and grew during further deformation. Cracks in greywacke started
from the top and/or bottom of the test cylinders whereas granite developed cracks from the
inside of the material. Holotomography was tested on a sample of basalt, yielding excellent

information about the microstructural distribution of the main constituents: olivines, ilmenites
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and pyroxenes. This method beholds great potential for 3D granular analysis of rock and other
rock-like materials. Further experiments are planned, using Fresnel-propagation and holoto-

mography to study deformation and cracking of rocks in situ.
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3.4 Further studies

3.4.1 Time-resolved radiography of Al-Ge32 alloy

For the production of high quality light weight metallic components semi-solid casting is the
preferred process [Fle91] due to very good die-filling and a fine equiaxed microstructure which
characterizes the cast components. During thixo- or rheocasting, pre-alloyed material is com-
monly heated to a temperature above the solidus and below the liquidus line resulting in the
coexistence of solid and liquid volume fractions in the feedstock material. For binary alloys the
solid phase is enriched with the majority element and characterized by particle-agglomerates
which are continuously subject to a morphological transformation: coarsening. For higher
solid volume fractions (gg > 0.3) these agglomerates start to build continuous connections.
When the semi-solid mixture is injected with high pressure into the die, a spontaneous drop
in the flow resistance of the alloy is observed due to shear forces which break apart the solid
agglomerates (thixotropy). Joly and Mehrabian [Jol76] were the first ones to observe the ap-
parent viscosity of a semi-solid Sn-Pb15 alloy decreasing by many orders of magnitude. Com-
monly variations from 107 to 10~! Pa-s are observed for shearing rates ranging from 10~* to
103s~! [Mod99, Lax80]. Hydrodynamics provide a linear relationship between the applied
shear stress 7 and the resulting shear rate  in a liquid

T=n-7 (3.6)

For Newtonian liquids the coefficient n, i.e. the apparent viscosity, does not depend on +.
For a suspension of solids one has to replace 7 by a dimensionless effective viscosity which
depends on the volume fraction of the solid particles [Que77]. Furthermore semisolid slurries
exhibit pseudo-plasticity, in other words shear thinning (thixotropic) behavior and the apparent
viscosity is - for a wide range of shear rates (1073 - 103s~!) - well described by a power law:

n=K- 41 (3.7)

Where + is the shear rate, n the power-law index (note that n = 1 for newtonian fluids and
n < 1 for shear thinning) and K the consistency [Fle91]. Based on equation 3.7 many empir-
ical and theoretical models have been developed (for a review see [Fan02]), some of which
consider the particle shape and agglomeration as fundamental parameters determining the
shear thinning properties of the mixture. Because n and K depend strongly on the initial
microstructure of the feedstock material it is difficult to include this thixotropic behavior into
flow simulations of the industrial casting process. For optimal casting results a fine equiaxed
microstructure is required while non-equiaxed structures (characterized by anisotropic den-
drites) are known to deteriorate the rheological properties of the semi-solid slurry. In order to
parameterize flow simulations, a relationship between the industrial thixomolding and the re-
sults from viscosity measurements in the rheometer is constructed by comparing microscopic

images of plane sections that are cut from quenched samples representing these two processes.

104 APPLICATIONS AND RESULTS



3.4 Further studies

Flow simulations are used to optimize the die geometry for homogeneous filling.

Since the experimental conditions do not allow direct observation of the solid particle flow in
the die, only little is known about the behavior of the semi-solid skeleton when it is injected
into a thin cavity at high pressure. Current state of the art X-ray radioscopy allows to di-
rectly visualize the semi-solid microstructure and its flow in situ. Here in situ observations of
slow and fast injection processes of semi-solid Al-Ge32 alloy are reported. In the framework
of the diploma thesis of Antonio Rueda - which was supervised by the author - an experi-
mental setup for in situ flow observation of semi-solid alloys was constructed and assembled
at BESSY/BAMline [Rue06]. Experimental beamtime was used twice, during multi-bunch
and single-bunch mode, for the study of slowly moving slurry. During joint ANKA/HMI ex-
periments at the ESRF/ID19 beamline in late 2006, additional high-speed experiments were
carried out, employing the same setup while replacing the slow CCD with a high-speed CMOS
detector (mentioned in section A.2). Photos of the experimental setup are shown in Fig. 3.81.

A linear (Huber) motor is mounted vertically onto a frame of aluminum bars. This motor

Figure 3.81: Photos of the experimental setup for in situ X-ray radioscopy of semi-solid

flow. (a) A motor slowly moves down a stamp, pushing semi-solid slurry into a thin cavity
between two boron nitride plates. (b) Magnified view onto the BN plates and the heating

lamps. The inset (c) shows the flow profile that was machined into the two BN plates.

moves down a thin ceramic piston to push semi-solid Al-Ge32 alloy through a thin channel
which is machined into two boron nitride (BN) plates (Fig. 3.81c). For continuous heating, the
1 mm thick BN plates are placed in the focus of two heating lamps (Osram Xenophot 64635
HLX, 150 W) as shown in Fig. 3.81b.

Most experiments reported in the following were carried out at a temperature of 1" ~ 460 °C
to yield a solid volume fraction of the Al-rich particles of gg ~ 0.47. Grain refinement
was used to create a heterogeneous dispersion of nucleation sites: 4 wt.% of commercial Al-
Ti5-B grain refiner (KBM Affilips, Netherlands) were therefore added to the pure elements
(>99.99%) prior to levitation melting and casting of an ingot in the cold furnace. Thin foils
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(0.4mm) of 3mm x 3 mm size were cut from the ingot to fit into the cavity between the two
BN plates. Different channel geometries were machined into three sets of BN plates. Unfor-
tunately, a hand-made cavity had to be used during the first experiment (multi-bunch mode)
at BESSY/BAMline because no spares were available after the first BN sample holder broke
during experimental preparations. For the second experiment (single-bunch mode) BN plates
with a 3 mm wide and 0.4 mm thin sample cavity leading into a 1 mm wide and 0.1 mm thin
channel terminated by a larger recipient and a ventiduct for pressure balance. Temperature was
monitored my a thermocouple placed close to the flow channel. For the ESRF/ID19 experi-
ment similar geometries were used (shown in Fig. 3.81c) with a slightly shorter and thicker

(0.2mm) channel. Fig. 3.82 shows a schematic drawing of this experiment. An overview
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Figure 3.82: Schematic drawing of the in situ radioscopy using a CMOS camera.

over the samples and experiments carried out during the three beamtimes, showing sample
thickness a, piston speed v, temperature 7', measurement time ¢ and frame rate r is given in
table 3.11. The first tests at Bessy (MB1-5) were only partially successful which is why they
are only briefly described here. The X-ray macroscope (cf. section A.2) was used to acquire
radiographs with an effective pixel size Ax = 1.6 um and spatial resolution R ~ 6— 7 um
(YAG:Ce scintillator). The X-ray energy was set to ' = 25keV for all experiments.

For the analysis of the radiographic data an algorithm was developed using local image cross-
correlation whereby a virtual rectangular grid of 64 pixel spacing was superimposed onto each
image in a radioscopic sequence. For each square element (64 x 64 pixels in size) on this
raster the vertical (Ay) and horizontal (Ax) displacements were calculated with respect to the
same element in the previous image. Eventually a time-median was applied to the resulting

sequence of displacement-maps. The first experiment MB1la was meant to represent a very
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sample | a [mm] | v [um/s] | T [°C] | ¢ [min] | r [fps]

MBla* 0.4 0.6 460 26.6 0.19
MBI1b* 0.4 1.2 460 13.3 0.19
MB2 0.4 1.0 460 18.3 0.19
MB3 0.4 10 420 6.4 0.19
MB4 0.4 10 460 8.0 0.19
MB5 0.4 10 500 9.5 0.19
SB1 0.4 8 466 13.3 0.19
SB2 0.4 8-80 460 19.6 0.25
SB3 0.4 5 460 19.0 0.28
SB4 0.4 5 460 26.7 0.29
SB5 0.4 5 490 26.7 0.29
SB6 0.4 10 500 26.7 0.29
ES1 0.4 2 cm/s 470 0.075 66.7

Table 3.11: Samples measured in multi-bunch (MB1-5) and single-bunch (SB1-6) beam-
time at BESSY/BAMline and at the ESRF/ID19 (ES1): Sample thickness a, piston speed
v, temperature 7', measurement time ¢ and framerate . *The same sample was used for
experiment MB 1a and MB 1b only changing the speed of the piston which was driven step-
by-step for this first test (for the following experiments continuous motion was applied).

slow piston speed of ~ 0.6 um/s. Fig. 3.83a and b show radiographs taken at the beginning
(t1 = 0) and at the end of MB1a (o = 27 min) respectively. A two-dimensional map of the
maximum displacement amplitude A = \/m (MDA) is calculated over the whole
sequence (after application of a time median over three sequential images) as depicted in Fig.

3.83c. This map was compared to the maximum flow in the z- and y-direction and motion was

Figure 3.83: First (a) and last (b) radiographic image of sequence MBla. (c) Maximum
displacement amplitude A = /Az2 + Ay? (MDA) map calculated from image cross-
correlation. Colors represent values of A = 0 (black) to Apeqr, = 0.9 um/s (white).

found to occur mainly vertically. Peak values of Apcq; = 0.9 um/s are observed at the lower

edge of the sample whereas hardly any motion is detected in the upper part (4 < 0.1 pm/s).
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This motion was too slow to observe the semi-solid slurry entering the thin channel below the
sample cavity, therefore the piston speed was doubled for experiment MB1b while the same
sample was kept in the BN sample holder. A radiography an the beginning and the end of
this second sequence are shown in Fig. 3.84a and b respectively while the corresponding map

of maximum displacement A is seen in Fig. 3.84c. Despite the faster piston speed the peak

(a) I: 1 mm

Figure 3.84: First (a) and last (b) radiographic image in sequence MB1b. (c) MDA map.
Colors represent values of A = 0 (black) to Apeqr = 0.9 um/s (white).

motion remained Apeqr = 0.9 um/s (at the lower edge of the semi-solid slurry) and the total
measurement time was too short to observe filling of the flow channel. A new AlGe32 foil
was inserted for experiment MB2 to represent very fast piston speed. The experiment is repre-
sented by two radiographs taken at the start and at the end of MB2 shown along with the MDA

map in Fig. 3.85a-c. This time, motion of the entire sample is observed featuring a horizontal

@ b

Figure 3.85: First (a) and last (b) radiographic image in sequence MB2. (c) MDA map.
Colors represent values of A = 0 (black) to Apeqr &~ 11 pm/s (white).

velocity gradient with a peak displacement of Ap.q; ~ 11 pm/s on the left hand side of Fig.
3.85c. Unfortunately the sample was too small to fill cavity which was larger than 3 mm x
3 mm due to the fact that it had been prepared manually.

The series MB3-5 represent a constant piston speed (v = 10 um/s) and varying temperature,
i.e. decreasing solid volume fraction of the slurry from MB3 to MBS5. Bigger sample foils
were prepared to allow for good filling of the flow channel. Fig. 3.86a and b show the first
and last radiograph of the sequence MB3 which corresponds to the lowest temperature 7' =
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420 °C. The MDA map is depicted in Fig. 3.86¢c. Although more semi-solid slurry was pushed

- . |

(a) 1;mm

Figure 3.86: First (a) and last (b) radiographic image in sequence MB3. (c) MDA map.
Colors represent values of A = 0 (black) to Apeqr =~ 11 pm/s (white).

into the channel, penetration of the latter is only observed in terms of thickness, in other words
the darker parts of the sample silhouette in Fig. 3.86b show the outline of the channel (indi-
cated by a dashed line in Fig. 3.86a) whereas the regions where material unexpectedly went
into the gap between the BN plates appear bright. A maximum displacement amplitude of
Apear = 11 pm/s was found in the upper parts of the Fig. 3.86c whereas the motion appears
to slow down when the material reached the channel (lower part).

Fig. 3.87a and b show the first and last radiograph of sequence MB4. The MDA map is de-
picted in Fig. 3.87c (time-median over 3 images) featuring peak values of A,cq, ~ 11 pm/s.

Similar to MB3 semi-solid material went into the gap between the BN plates. This motion

L #

(a}é —imm__

Figure 3.87: First (a) and last (b) radiographic image in sequence MB4. (c) MDA map.
Colors represent values of A = 0 (black) to Apeqr =~ 11 pm/s (white).

was surprisingly found to be faster that the motion of the slurry at the entry of the flow channel
(indicated by dashed line in Fig. 3.87a) where it appears to slow down. The rise in temperature
does not show to have a significant effect.

Fig. 3.87a and b show the first and last radiograph of sequence MBS (1" = 500 °C), whereas
the MDA map is depicted in Fig. 3.87c. As can be seen from Fig. 3.88b, strongly increased
temperature led to a partial success with a maximum displacement map showing flow speeds

of Apeqr, = 11 pm/s indicating a parabolic speed profile around the main channel (appearing
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Figure 3.88: First (a) and last (b) radiographic image in sequence MB5. (¢) MDA map.
Colors represent values of A = 0 (black) to Apeqr ~ 11 pm/s (white).

as dark silhouette in Fig. 3.88b).

For the single-bunch beamtime at BESSY/BAMIline (characterized by a reduced ring current
of 25 mA instead of 250 mA) precisely machined BN plates were used instead of manually
prepared ones yielding striking improvements in flow control. Radiographs of the sequence
SB1 at ¢ = 11 min and ¢ = 13 min are shown in Fig. 3.89a and b along with the MDA map
(c). The liquid is observed to separate from the solid particles agglomerates, forming a liquid

(a) —1mm__

Figure 3.89: Radiographic images of sequence SB1 taken at f = 11min (a) and ¢t =

13 min (b). (c) MDA map. Colors represent values of A = 0 (black) to Acqr =~ 10 um/s
(white).

front and penetrating the flow channel much faster than the Al-particles which remain at the
entrance where the channel thickness decreases from 0.4 mm to 0.1 mm. Solid and liquid fol-
low the predefined geometry of the setup and do not penetrate the space between the two BN
plates. Note that the displacement of the liquid front is so fast (estimated 22 pm/s from the
radiographs) that it is not captured by the image cross-correlation and consequently, does not
appear in Fig. 3.89c. The detection limit of the correlation is half the size of one element on
the measurement grid, i.e. 32 pixel/frame ~ 10 um/s in z- and y-direction. Hence, the highest
detected displacement amplitude is about 14 to 21 pm/s depending on the frame rate. Faster
motion results in arbitrary values that are at least partially removed by the time-median filter-

ing. Consequently, only the “slow” particle motion is seen in Fig. 3.89c revealing a funnel
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shaped flow profile which shows increasing displacement amplitude towards the center of the
cavity (Apeqr, = 10 um/s).

During experiment SB2 the piston was repeatedly moved up and down four times pushing
the semi-solid slurry into the channel whereby the speed was increased step-wise from v =
8um/s to v = 20 um/s, 30 um/s, 50 um/s and 80 um/s at constant working temperature at
T = 460 °C. Radiographs taken at ¢ = 6.6 min and ¢ = 13 min are shown in Fig. 3.89a and
b along with the MDA map (c). The liquid front moving ahead of the solid particles was ob-

(a) oy

(b)

Figure 3.90: Radiographic images of sequence SB2 taken at { = 6.6min (a) and ¢t =
13 min (b). (¢) MDA map (Apear = 17um/s).

served to withdraw from the channel when the piston is moved up again (suction). Therefore
repeated pushing at increasing speed yielded a homogeneous filling of the flow channel with
solid-liquid mixture (Fig. 3.90b). In contrast to the flow of the liquid melt and what would be
expected from Bernoulli’s principle (continuity equation) the particle movement slows down
in the thin channel whereas faster motion is observed in the bigger sample cavity. Note that
due to the high piston speed the peak values Apeqr = 17 um/s reach the limits of the method
and higher velocities are probably not detected.

Fig. 3.89a-b shows three radiographs taken at a moderate piston speed of v = 5pm/s during
experiment SB3 at t{ = 4.4 min, { = 6.4 min and ¢ = 19 min. The corresponding MDA map is
depicted in Fig. 3.91d. The flow channel was fully filled during this experiment (the tip of the
piston can be seen in the upper part of Fig.3.91c) revealing a very inhomogeneous motion of
the agglomerated particles (Fig. 3.91a-d). Note that a time-median of radius 5 was therefore
applied in order to reduce the strong scattering of the displacement vectors. The velocity of the
liquid front preceding the solid particles was estimated from the radiographs to be ~ 9 um/s
in the channel. The calculated MDA of the particles shows peak values of Ajcqr = 5.4 pm/s.
This experiment was repeated under identical conditions with a new sample (SB4). Three ra-
diographs taken at ¢ = 9min, { = 16 min and ¢ = 23 min are shown in Fig. 3.92a-c, whereas
the MDA map is depicted in Fig. 3.92d (again using a time median of radius 5). The flow of
the liquid is seen to run ahead of the solid particles (estimated speed 15.9 um/s). After the
experiment the piston was withdrawn from the cavity and the liquid metal filling the lower
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Figure 3.91: Radiographic images of sequence SB3 taken at ¢t = 4.4 min (a), t = 6.4 min
(b) and (c) t = 19 min. (d) MDA map (Apeqr ~ 5.4 um/s).

Figure 3.92: Radiographic images of sequence SB4 taken at t = 4.4 min (a), { = 6.4 min
(b) and (c) t = 19 min. (d) MDA map (Apeqr =~ 5.4 um/s).

part of the flow channel was observed to withdraw leaving a dendrite branch of solid Al be-
hind (Fig. 3.92c. This observation indicates that not only particle and liquid motion but also
remelting and crystallization occur as a consequence of a strong concentration gradient of the
constituent elements in the semi-solid slurry. Slight compaction of the Al-particle network is
seen in the upper part of Fig. 3.92c. The MDA map shows velocities similar to SB3. (Apcqr =~
5.4 um/s). This time the particle motion in the channel is slightly faster that outside (see Fig.
3.92d).

For the sequence SB5 the piston speed remained v = 5um/s and temperature was raised to
T = 490 °C. Three radiographs corresponding to ¢ = 5min, { = 12min and { = 23 min are
shown in Fig. 3.93a-c along with the calculated MDA map (Fig. 3.93d). Although particle
motion is found to occur at similar speed the result is surprisingly different from the previous
experiment. No liquid front is observed running ahead of the solid particles. The latter reach
the middle of the flow channel then stop and pushing further only results in compaction of the
solid phase. After 23 minutes the channel is almost entirely filled with aluminum (Fig. 3.93c).

A rather homogeneous speed profile is observed for the particle motion which comes to a halt
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Figure 3.93: Radiographic images of sequence SBS taken at £ = 5min (a), ¢ = 12 min
(b) and (c) t = 23 min. (d) MDA map (Apeqr ~ 5.4 um/s).

at the lowest position (time median of radius 5).

An intermediate result (SB6) could be produced by further raising the temperature to 7' =
500 °C and increasing the piston speed to v = 10 um/s. Fig. 3.94a-c show radiographs taken
att = 5.5min, t = 6.8 min and ¢ = 23 min along with the calculated MDA map (Fig. 3.94d).

A moderate quasi-constant amount liquid precedes the particles which move at a peak velocity

(@) — LI [(55) I (cl

Figure 3.94: Radiographic images of sequence SB5 taken at £ = 5.5 min (a), ¢t = 6.8 min
(b) and (c) t = 23 min. (d) MDA map (Apeqr ~ 11 um/s).

-..| -.I

of Apear &~ 11um/s. The the liquid is slightly faster progressing at an estimated speed of
18 um/s. Compaction of the solid phase mainly occurs in the upper funnel probably due to
obstruction at the channel entrance (see Fig. 3.94c).

After each experiment the sample were cooled and if possible metallographic sections were
prepared of the remanent AlGe32 alloy. Microscope images of the samples MBS, SB1, SB3,
SB4, SB5 and SB6 are shown in Fig. 3.95. The large variety of microstructures, solid content
and channel filling shows how strongly experimental conditions can influence the microstruc-
ture of cast components. MBS, SB1 and SB2 feature round globular Al-particles whereas
a dense compressed matrix is observed in the samples SB5 and SB6. The structure of SB4

shows both globular particles in the lower part (corresponding to the thin channel) and com-
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Figure 3.95: AlGe32 microstructure after the radioscopy experiments: (a) MBS, (b) SB1,
(c) SB3, (d) SB4, (e) SB5 and (f) SB6.

pacted aluminum in the upper ‘funnel’ part.

During these ‘slow’ experiments at Bessy/BAMline de- and re-agglomeration of Al-particle
clusters, commonly associated to the thixotropic effect, was not observed. Therefore an ad-
ditional high-speed experiment was carried out with a PCO 1200hs CMOS camera at the
ESRF/ID19 beamline. Due to the high X-ray flux a frame rate of = 67 fps was achieved em-
ploying a single double multilayer monochromator to select a photon energy of £ = 17keV
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and using a GADOX converter screen (Ax = 8.3 um effective pixel size at R ~ 15— 20 um
resolution). The piston speed was v = 2 cm/s (Newport linear stepping motor) and Fig. 3.96
shows four radiographs taken at ¢ = 1.155s, ¢t = 1.320s, t = 1.455s and ¢t = 1.815s. The

1 mmis
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3Immls
4 mm/s ©
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8 mm/s
9 mm/s

(o

Figure 3.96: High-speed radiography images taken at (a) t = 1.1555s, (b) t = 1.320s, (c)
t =1.455s(d)and t = 1.815s.

virtual grid (32 pixel spacing) and the (Ax, Ay) calculated displacement vectors are superim-
posed onto these images showing a maximum velocity of 9 mm /s (detection limit of the image

cross-correlation). While a quasi-laminar vertical particle flow is observed in the sample cav-
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ity (cf. upper part in Fig. 3.96b) reaching a maximum speed of ~ 4 mm /s towards the middle
and slowing down towards the borders, the particle motion almost comes to a halt at the entry
of the 0.2 mm thin channel. First a liquid front is injected with high speed into this channel
(a peak velocity of ~ 13 mm/s is estimated from the radiographic images). Once a certain
amount of liquid is filling the recipient (round droplet in Fig. 3.96b) small clusters of 10 — 20
aluminum particles disconnect from the solid skeleton and shoot right through the channel into
the recipient. The trajectory of these clusters is blurred due to their high speed (estimated from
the radiographic images to ~ 10 mm/s). When the piston moves further down (Fig. 3.96c¢),
agglomerates of Al-particles pile up in the thin channel hindering further clusters from travers-
ing the channel. Meanwhile further liquid is injected causing a turbulent movement of the few
Al-clusters in the recipient. In the final stage a net depletion of Al-Ge melt and compaction of
Al-particles is seen in the sample cavity (Fig. 3.96d). Since no more liquid is injected in to
the channel the turbulent motion of the Al-clusters in the recipient has stopped. These cluster
however do not remain still but slowly float up along the recipient walls then re-agglomerate
with the particles that were piled-up in the thin channel. The result of the process is a complete
filling but a very inhomogeneous microstructure as can be seen from a metallographic section

of the retrieved material (Fig. 3.97). Note that fine Al-particle crystallized in the recipient

Figure 3.97: Metallographic section of the AlGe32 material retrieved from the high-speed
injection experiment at ESRF/ID19.

during cooling of the sample (experiment took place at 470 °C while the solidus temperature
is Ty ~ 420 °C).

Discussion: Variation of processing temperature and piston speed was tested for the slow

injection regime using time-resolved radioscopy at BESSY/BAMline . During most tests a lig-
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uid front preceded the progressing particle network leading to strong liquid/solid concentration
gradients in the channel and recipient. Separation of liquid and solid could be partially avoided
by raising the temperature but compaction of the Al-network was the immediate consequence.
Finally the velocities of liquid and solid were observed to converge for a very particular pis-
ton velocity (10 um/s) and temperature (7" = 500 °C) but further studies are needed to prove
whether such a ratio can also be found for lower temperatures in order to avoid compaction of

the solid phase.
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Figure 3.98: Schematic explanation of the semi-solid high-speed injection observed dur-
ing beamtime at ESRF/ID19.

Unlike the slow injection experiments, the high-speed radioscopy data recorded at ESRF/ID19
clearly showed the de-agglomeration and re-agglomeration of solid Al-clusters. This obser-
vation strongly emphasizes that high-injection velocities are needed to produce this behavior
which is associated with the thixotropic effect in semi-solid alloys. The results of the high-

speed experiment are schematized in Fig. 3.98.

3.4.2 Porosity in single-crystal nickel-base superalloys

Modern generations of nickel-base superalloys contain a higher concentration of refractory
elements in order to increase the working temperatures of turbine blades. A side effect is
a stronger dendritic segregation during solidification, making an extensive homogenisation
necessary. The porosity, concentrated on the interdendritic region increases during such a
heat treatment. Afterwards not only irregular shaped solidification pores (S pores) but also
spherical homogenisation pores (H pores) are observed [Epi02]. Modern superalloys are used
at very high temperatures up to 1100 °C for long times. In the framework of a cooperation with
the materials department at the technical university of Berlin, the formation of a third class of
pores was investigated: Deformation pores (D pores) [Lin06]. D pore formation increases with
temperature and creep time and is correlated to creep strain. This kind of material degradation

has to be taken into account for high temperature/long term applications.
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Materials and method: The investigated materials were 4 different single crystal superal-
loys, CMSX-6, SRR99, CMSX-4 and CMSX-10, grown by dendritic solidification in [001]
direction. With increasing content of refractory elements (Mo, Ta, W, Re) higher temperatures
for homogenisation are applied mostly combined with longer holding times (Tab. 3.12). Cast-

ing and heat treatment was performed by Doncasters Precision Casting, Bochum, Germany.

superalloy | Mo+Ta+Re+W [wt %] | Max. Temp [°C] | Total time [h]

CMSX-6 4.9 1280 10
SRR99 13.1 1303 5

CMSX-4 16.5 1303

CMSX-10 20.5 1366 20

Table 3.12: Single crystal superalloys with increasing concentration of refractory ele-
ments. Homogenisation of the dendritic segregation needs higher temperatures and longer

times.

Creep tests were carried out on CMSX-4 at 7' = 1100 °C constant temperature applying a
continuous load in the [001] direction of the crystals ranging from 105 to 135 MPa. Some of
the tests were interrupted, others run until fracture in order to study the evolution of porosity

during the creep process. Table 3.13 resumes samples and main results.

superalloy T load | time | porosity | pores | diameter
[°C] | [MPa] | [h] | [%] |[mm ]| [pm]
CMSX-6 - - - 0.05 1246 9.5
SRR99 - - - 0.16 5459 8
CMSX-4 - - - 0.17 3776 9.5
CMSX-10 - - - 0.30 2102 15
CMSX-4 | 1100 | 120 25 0.15 3032 9.5
CMSX-4 | 1100 | 120 150 0.17 6055 10.5
CMSX-4 | 1100 | 120 292 0.30 7845 11,7
CMSX-4 | 1100 | 117 | 392* 0.33 11894 | 11.5,7.5
CMSX-4 | 1100 | 135 | 149* 0.39 10840 12, 8
CMSX-4 | 1100 | 105 | 692* 0.20 3613 11

Table 3.13: Investigated superalloys, testing parameters, maximum of the sphericity dis-

tribution and porosity. *) Tests were run until fracture.

For tomography investigations bars of 0.5x 0.5mm? cross section (in plane with the sec-
ondary dendrite arm directions [100] and [010]) and 14 mm length were cut along direction of
the primary dendrite arms [001] (PDA). The sharp corners of the 100 surfaces were removed
by electro polishing. X-ray tomograms with a resolution of R ~ 1 pum were recorded at the

European synchrotron radiation facility (ESRF/ID19), Grenoble, France prior to the present
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work. For each specimen a volume of approx. 0.5 x 0.5x 1.0mm?® was recorded at £ =
50 keV photon energy. After processing the tomograms (e.g. ring artifact filtering, see section
B.2), each pore was addressed by its position and characterized by geometrical parameters.
Analysis of this data allowed to correlate material, heat treatment and test parameters with
those of the porosity.

Results: In a first step the porosity in four different undeformed and fully heat treated super-
alloys was measured. Fig. 3.99a shows the correlation between refractory element concentra-
tion and porosity along with the pores’ volume partition as a function of the equivalent pore
diameter a (Fig. 3.99b). The volume partition is the product of the pore volume V and the
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Figure 3.99: (a) Correlation between porosity and content of refractory elements. (b)
Volume partition in standard heat treated (SHT) undeformed superalloys as a function of
the equivalent pore diameter a.

number of pores with the equivalent pore diameter a = ‘\‘/m Obviously the total porosity
as well as the average pore size increase along with the concentration of refractory elements
(Fig. 3.99a). The peaks in the volume partition between ¢ = 7 um and @ = 15 um (SR99 and
CMSX-4) are identified as H-pores, those pores with larger diameters a are S-pores. It can
be seen that the long term homogenisation results in an increase of H-porosity. These pores
forms the most important porosity in superalloys with a high content of refractory elements
(e.g. CMSX-10).

The influence of high temperature creep on porosity was investigated in CMSX-4, which was
selected, because it is most commonly used in turbine blades. Fig. 3.100 shows the correlation
between porosity and creep time (a), as well as between sphericity F' = 6V\/7W and creep
time (b), for continuous creep deformation at 7' = 1100 °C and 120 MPa constant load. The
total porosity increases steadily reaching approx. twice the initial value until rupture occurs
after ~ 400 h creep time (Note that 117 MPa were applied for the longest deformation).

Fig. 3.100 shows the maximum values of the F' distributions of the CMSX-4 samples, unde-
formed and creep deformed at 120 MPa and 117 MPa. With increasing creep time the pores
become more aspherical (note that F' = 1 for a sphere and F' < 1 for other shapes) approach-
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Figure 3.100: Increase of porosity during creep at 1100 °C. The points between 25 h and
300 h belong to interrupted creep tests at 120 MPa, the last one to a test run until rupture
at 117 MPa. All specimens from one batch.

ing a sphericity value of ' =~ (0.86.
More details about the pores’ size and shape are observed in the volume partition and the

sphericity distribution, depicted in Fig. 3.101a and b, respectively.
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Figure 3.101: Change of the porosity in CMSX-4 during creep at 7' = 1100 °C. The 392 h
specimen was loaded with 117 MPa, the other sample with 120 MPa. (a) Volume partition
as a function of equivalent pore diameter a. (b) Sphericity F' distribution.

The characteristic peaks in the pore volume partition both increase and shift towards larger
pores. Consequently the increase of total porosity (Fig. 3.100a) comprises pore growth and
pore generation. Note that a new class of small pores develops for long creep times. After
150 h a small peak can be recognised corresponding to pores of a &~ 4 um. After 292 h this
peak is more pronounced and shifted to a ~ 7um, whereas after 392 h a sharp peak is ob-
served at a =~ 8 um pore diameter. Meanwhile the volume partition of larger pores (seen as a
broad peak at a = 10— 12 um) is continuously increasing and slightly shifting towards larger
diameters, thus contributing significantly to the increase of total porosity.

Undeformed CMSX-4 is mostly characterized by spherical pores (F' = 0.9—1.0, H-pores) and
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only few irregularly shaped pores (F' < 0.9, S-pores) are observed in the sphericity distribu-
tion (Fig. 3.101b). During creep deformation the shape of the pores becomes more aspherical
with increasing creep time. After 150 h the maximum of the sphericity distribution has clearly
shifted towards smaller values F' < 0.9. Presumably the round pores which characterize the
undeformed sample are microscopically transformed approaching a more polyhedral shape.
Comparing visually the tomography data of undeformed CMSX-4 with that of a specimen de-
formed at 1100 °C and 117 MPa for 392 h confirms this assumption: The pores are changing
their shape during creep deformation (cf. Fig. 3.102).

Figure 3.102: The shape of the pores changes from spherical pores after heat treatment
to polyhedral pores after creep deformation. (a) CMSX-4 undeformed. (a) CMSX-4,
1100°C, 117 MPa, 392 h. Dimension of the volumes: 295 x 180x 210 pm3.

Next the spatial arrangement of the pores was analyzed. A frontal view onto the pores with the
vertical axis coinciding with the primary dendrite arm (PDA direction) (Fig. 3.103a) indicates
that the pores are arranged along the dendrites. Unfortunately the latter cannot be observed
in absorption tomograms because the density contrast of this imaging technique is too weak.
However, in scanning electron microscopy (SEM) neighboring dendrites can be distinguished
due to a orientation mismatch of ~ 1° causing a sufficient intensity contrast [Bru97]. Com-
paring Fig. 3.103a with b and c reveals that the pores are highly localized at the low angle
boundaries between dendritic subgrains. Calculating virtual projection images of the porosity
along the PDA direction highlights this result (Fig. 3.104). The spatial distribution of the
pores reflects surprisingly well the dendrite boundaries in undeformed samples of CMSX-10
(Fig. 3.104a) and CMSX-4 (Fig. 3.104b). During creep deformation the round pores in these
regions are observed to transform into polyhedral pores (Fig. 3.104c and d). Before deforma-
tion the primary and secondary dendrite arms contain almost no porosity. After 150 h creep
deformation at 1100 °C and 120 MPa, small pores start forming in these areas close to the
dendrite boundaries. These pores will be referred to as D pores. Density and size of the D

pores increases after 392 h deformation. Still their density drops towards the dendrite centers.
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Figure 3.103: Porosity in CMSX-4: (a) Projection of the pores in CMSX-4, 1100 °C,
117 MPa, 392 h into the (100)-plane parallel to the PDA direction. (b+c) Dendritic struc-
ture in undeformed CMSX-4. SEM back scatter electron images of (100)-sections (b) and
(001)-sections (c). The pores are placed mostly in the subgrain boundaries between the

dendrites. Sharp contrasts: orientation contrast, smooth contrasts: material contrast.

Fig. 3.105 shows the volume partition of pores in strongly deformed fractured CMSX-4. The
appearance of D pores seems to depend mostly on the applied creep stress. No sign of D
pore formation is observed after 692 h when the material is deformed under relatively low
stress (105 MPa), whereas a very pronounced volume partition of D pores is observed after
145 h deformation at higher creep stress (135 MPa). The same test (150 h creep time) but with
slightly lower stress produces no D pores. For the 120 MPa sample, a very small peak in the

volume partition around a ~ 4 pm might indicate the beginning of D pore formation.

Discussion Solidification pores are known to exist in the interdendritic region of superalloys.
However, little is known about the influence of high temperature creep on this porosity. While
Sherry and Ai state, that no new pores are generated during creep [She90, Ai92], more detailed
investigations from Komenda and Epishin lead to opposite conclusions [Kom97, Epi02]. In
CMSX-4 an increase of small pores ¢ < 6 um during creep at 950 °C was found [Kom97].
Generation of new pores during creep was confirmed for CMSX-4 and CMSX-10 by Epishin
et al., who observed D pores of polyhedral shape [Epi02]. For CMSX-4 these pores have
110, for CMSX-10 100 facets. Polyhedral pores with 110 facets have been reported earlier
by [She90] for SRR99 after 100 h of creep deformation at 7' = 1050 °C and 160 MPa creep
stress.

Reasons for the generation of D-pores were discussed in [EpiO4]. The raft formation during

high temperature creep allows dislocation movement along the ~/+'-interfaces perpendicu-
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Figure 3.104: Axial projection of porosity onto (001)-plane perpendicular to the PDA di-
rection in (a) CMSX-10 and (b) CMSX-4 superalloy. Formation of creep pores in CMSX-4
at 1100 °C: (c) 150 h, 120 MPa, (d) 392h, 117 MPa.

lar to the stress direction but prevents dislocation climb parallel to the stress direction. This
anisotropy of dislocation climb has the consequence that the vacancies generated in the inter-
faces are not absorbed by dislocations climbing in perpendicular directions. Plastic deforma-
tion and vacancy generation take part everywhere in the dendritic structure. However, D pore
formation is mostly observed in the interdendritic area (cf. Fig. 3.104). This observation can
be explained with the mosaic structure of the dendrites. Obviously crystalline defects sup-
ply a vacancy draining system towards the interdendritic area, where the increasing vacancy
concentration leads to a condensation, observed as D pores. These crystalline defects act as
nucleation centers and the fact that D pore formation is most pronounced at the centers of
highest creep stress is in full agreement with this interpretation. For low creep rates the vacan-
cies have enough time to diffuse to the subgrain boundaries and join the pre-existing S and H
pores. With higher creep rate the vacancy generation rate increases along with the probability
to meet other vacancies before reaching the interdendritic area.

This work revealed that pores in the undeformed samples are highly spherical. The transfor-
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Figure 3.105: Pore size distribution in CMSX-4 specimens, creep ruptured at 7' = 1100 °C
under different creep stresses (135 MPa, 120 MPa and 105 MPa).

mation of their shape (Figs. 3.102-3.101) takes part in course of the vacancy condensation
during creep. Scanning electron microscopy images of high spatial resolution (SEM, Fig.
3.106) reveal further detail of this pore shape transformation. Very small pores are faced by

Figure 3.106: SEM images of polyhedral pores forming during creep deformation at 7' =
1100°C. (a) CMSX-4 deformed for 292 h under 120 MPa creep stress; (b) CMSX-4,
deformed for 150 h under 120 MPa creep stress; (c) CMSX-10 deformed for 200 h under
120 MPa creep stress.

100 surfaces (fig. 3.106a), bigger ones by 110 surfaces (fig. 3.106b). Fig. 3.106c shows, that
both types of surfaces can be combined in one pore.

Pore analysis on the tomography data showed that the sphericity evolves towards F' = 0.86
and the F distribution of the pores remains monodispersed (cf. Fig. 3.101). The statistical
results from tomography can be interpreted by calculating the sphericity F' for the particular
geometries of individual pores that were observed in the SEM. Cubic pores (6 facets) were
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associated to 100 surfaces , dodecaedrons (12 facets) to 110 surfaces and cubo-dodecaedron
pores (18 facets) to mixed 100 and 110 surfaces. Although not observed in the SEM octahedral
pores (8 facets, formed by 111 surfaces) were considered for the sake of completeness. Fig.
3.107 shows the correlation between the sphericity F' and the reciprocal number of facets n !
Consequently the D pores that were observed in CMSX-4 to approach a sphericity /' = 0.86

Sphericity

0.78

072

0 187 127 g’ 6
Inversed number of sides 7'

Figure 3.107: Decrease of sphericity F' with the formation of polyhedral pores. Each
polyhedron has ideal shape, i.e. its shape was optimized to give the maximal sphericity.
For the sphere a face number n = oo is assumed.

would converge towards dodecahedral shape. Furthermore, Fig. 3.106a indicates that small
round S pores first take a cubic shape before transform into dodecahedral D pores. According
to Fig. 3.107 spheres would have to reduce their number of facets, whereas cubes have to
increase n to reach n = 12. This interpretation is supported by the F’ distribution of the 392 h

specimen in Fig. 3.101b, where pores of F' = (.7 to 1.0 are observed possibly including cubes
and spheres.
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Chapter 4

Conclusions and Outlook

The unique capabilities of X-ray imaging with partially coherent synchrotron light were suc-
cessfully applied to study dynamical and static properties of various material systems. The
coarsening kinetics in semi-solid aluminum-germanium alloy were analyzed and found to be
in good agreement with classical theory. Based on sequentially acquired tomograms, new 3D
characteristics of self-similar coarsening were defined. Additional experiments revealed sig-
nificant differences between the coarsening of alloys with equiaxed and dendritic microstruc-
tures. Furthermore, a novel 2D radiography experiment was developed and applied to study
ripening and flow in semi-solid metallic mixtures in situ. Fresnel-propagated imaging was
applied to an engineering AZ91 alloy in order to enhance the particle-particle interfaces and
to quantify the microstructural transformations taking place when high shearing rates are ap-
plied to semi-solid slurry. Three-dimensional particle parameters revealed that the transition
from small dendrites to large globules takes place via discrete particle classes. In the limit of
long shearing times, only one class - large globular particles - remains, and sphericity is found
to increase for higher shearing rates. Phase imaging was developed at BAMline and applied
to AZ91 alloys. Additional holotomograms were recorded of various Al-Si alloys as well as
AZ91 during beamtime at ESRF/ID19. Holotomography showed to be the only technique,
capable of accurately imaging the 3D microstructure in these alloys.

Time-median Fresnel-propagated imaging was developed to record the microstructure of hu-
man tooth dentin. Stray intensities, originating from bubbles that form when water is exposed
to a high flux of hard X-rays, are mostly suppressed whereby the overall signal-to-noise ratio
is improved. Detailed simulations and a priori knowledge about the tubules and their sheaths
of peritubular dentin were combined to provide direct interpretation to the Fresnel-propagated
images. Based on these simulations, the individual interference fringes, centered around each
tubule, can be interpreted in terms of PTD thickness and density. Information from images
recorded at various propagation distances can be combined to avoid vanishing contrast for
a critical thickness of peritubular dentin. A 3D algorithm was developed, based on the fast
Fourier-transformation, to analyze the orientation, density and characteristics of the tubules.
With increasing distance from the dentin-enamel junction (DEJ) the size of the tubules as well
as the thickness of their peritubular sheaths increase, whereas right underneath the DEJ a less
denser packing of tubules is observed.

Application of absorption and Fresnel-propagated imaging to study crack formation in rocks
revealed significantly different fracture-properties in limestone, basalt, granite and greywacke -

the four types of rock that were tested in this work. Oblique fracture is observed in greywacke,
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and quasi dynamic absorption tomography could relate cracking to the microstructure of this
rock. Particularly old healed cracks which are filled with iron oxides were shown to align
with the newly forming cracks. Consequently a preferred microstructural orientation was
shown to favor crack propagation in this material. Classical theory of cracking was shown
to apply on the micrometer scale where coalescence between tiny tensile cracks preceding
fracture is observed in the Fresnel-propagated images. Limestone shows columnar fracture
and developing cracks were found to (down)scale with the average grain size in sedimentary
rocks. Further particularities of cracks in basalt and granite were revealed by X-ray Fresnel-
propagated tomography and scanning electron microscopy. A single twisted crack developed
in basalt whereas multiple cracks formed inside the granite. 2D deformation maps were calcu-
lated from the tomograms revealing macroscopic tensile and shear fractures in greywacke and
basalt.

In the framework of user-operation and cooperation, some further projects were carried out
during this thesis. Imaging the evolution of porosity in single-crystalline Ni-based superal-
loys, when the latter is exposed to high temperature creep deformation, revealed the existence
of creep pores as well as the morphological transformation of round S-pores into cubic and/or
octahedral pores. The capabilities of synchrotron radiation for the differential imaging of the
iron content in insect organs was tested on a larva. Further measurements are scheduled to
quantify the exact chemical sensitivity of this method.

By the end of this work, the imaging system and the processing software at BESSY/BAMline
are fully operational and the above mentioned results reveal a large potential of these tech-
niques, to provide further insight into metallic, rock-type and biomineralized materials. Future
experiments on particle coarsening and deformation of semi-solid alloys are scheduled and will
apply tomographic X-ray imaging to observe the 3D microstructure in situ. Large amounts of
3D data on tooth dentin, representing a large variety of teeth and local dentin structure in the
latter, were acquired towards the end of this thesis and are likely to reveal many secrets about
the functioning of teeth. Fresnel-propagated in vivo plant tomography and paleobiology are
two more promising applications on the BAMline p/CT that have recently been successfully
tested.
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Appendix A
Instrumentation

A.1 BESSY and the 7T-WLS hard X-ray source

BESSY was initially designed as a highly brilliant infrared /soft X-ray source generating a
200 mA electron multibunch current in the storage ring (240 m in circumference). The con-
struction of BESSY’s first hard X-ray (£ > 10keV) beamline was first announced in 2001
[GorO1], three years after the synchrotron started operation. The BAMIine was planned and
set up by the federal institute for materials research and testing (BAM) and the federal office
for engineering physics (PTB) as a multi-purpose beamline operating at a superconducting
7 Tesla wavelength shifter (WLS). The WLS was built at Novosibirsk and designed to pro-
duce a characteristic X-ray energy of 13.5keV, given the electron energy of the ring to be
1.7GeV. According to the layout two main optical elements were installed, namely a dou-
ble multilayer monochromator (DMM) and a double crystal monochromator (DCM). While
the PTB restricted its plans for the BAMline to primary calibration of detectors and optical
components, the BAM was settling for a wider range of experimental end-stations: topogra-
phy, micro-computed tomography (4CT), X-ray fluorescence analysis (XRF), total reflection
X-ray fluorescence analysis (TXRF), diffraction (XRD), reflectometry and extended X-ray ab-
sorption fine structure (EXAFS). Since 2003 the uCT setup is operated and developed jointly
by the BAM and the division for materials (SF3, Hahn-Meitner-Institute Berlin) [RacO7b].

A.1.1 The beamline and optical elements

The tomography setup is mounted and unmounted before and following each CT experiment
(35 m downstream of the source) whereas a 6-axis diffractometer is permanently installed
in the experimental hutch (at 37m). Fig. A.1 shows a sketch of the BAMline with the two
optical elements installed in the beam-path. The X-rays can be optionally deflected by a double
multilayer mirror (DMM, at 19.3m) and/or by a double crystal monochromator (DCM, at
27 m). According to Bragg’s condition for X-ray diffraction by crystals [Bral3], the reflection
angle 6 of the first mirror sorts out a particular wavelength Ap (respectively an energy), thus

the polychromatic beam is monochromatized:
nA = 2dsin 0 (A.1)

With d the periodic lattice spacing normal to the mirror surface and n an integer. Ap is ob-

tained for n = 1 but eq. A.l also permits the reflection of higher harmonic wavelengths
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Figure A.1: The BAMIine and its optical elements (DMM and DCM) [G6r01].

(n = 2,3,...) which are unwanted and conventionally suppressed by slightly detuning the
second DCM mirror. The energy resolution of the monochromators is defined by their an-
gular acceptance (rocking curve) and AE/E is found approx. 1% — 2% for the DMM and
0.01% — 0.02% for the DCM.

For microtomography experiments it is impractical to use the DCM because of its low output
flux. The energy resolution AFE/ E of the DMM is sufficient for quasi-monochromatic absorp-
tion and phase contrast imaging. Furthermore a flux density of the order 10'Y Ph/mm? /s is
required for such imaging experiments. The calculated and the measured photon flux density
downstream of the DMM at the BAMline as a function of the X-ray energy (assuming an elec-

tron ring current of 200 mA) is depicted in Fig. A.2. Note three characteristic drops in the flux
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Figure A.2: Photon flux density of the BAMline DMM [Rac07b].

density at energies from 10 keV to 13 keV. These drops are caused by X-ray absorption inside
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the multilayer structure (L-absorption edges of thungsten). Each mirror comprises a stack of
300 double-layers (¢ = 1.2nm thungsten (high Z) and b = 1.68 nm silicon (low Z)) with a
corresponding thickness ratio v = a/(a + b) = 0.417. This ratio is optimized to supress the
second harmonic reflection (higher harmonics, n > 3, only make negligible contributions).
The layers are deposited on a substrate (Si single-crystal, 100 plane) and the reflection of the
super-lattice obeys eq. A.1 with 2d = 2(a+b) = 5.76 nm. The DCM is not discussed in detail
since it is only used for applications which require very high energy resolution (e.g. measure-
ments of the X-ray absorption fine structure XAFS): Two pairs of silicon single crystals are
available with different cutting planes (111 or 311). Both DMM and DCM can be operated
in a fixed-exit mode. Horizontal beam focusing mechanics are included in the DCM, verti-
cal focusing in the DMM: The second multilayer mirror is mounted on a meridional bending
mechanism which can bend the mirror down to a radius of 1.5km yielding a height of the
focal line shorter than 0.5 mm for typical energies from 10keV to 20 keV. It has been shown
[Rac07b] that the beam can thus be focused in order to increase the flux by a factor of approx.
10 without sacrificing spatial resolution. This statement is however only valid for absorption
imaging, while phase contrast imaging requires a quasi-parallel beam of minimal divergence.

The horizontal and vertical size of the available X-ray beam are limited by the dimensions of
the multilayer top surface which is illuminated under very small angles (6 ~ 0.1°to 1°). The
horizontal beam size is thus limilted to approx. 40 mm for all mirror angles whereas the verti-
cal beam size shrinks when higher X-ray energies are selected: typically a 11 mm heigh beam
can be used at £ = 10keV while at £ = 55keV only 2 mm are available. In contrast to the
DCM, the typical reflection angles of the DMM are close to the angle of total external reflec-
tion of the W-Si multilayer 07 = V26 (where ¢ is the real decrement of the refractive index)
which is proportional to the X-ray wavelength. As a result absorption filters have to be used
in order to suppress the transmission of X-rays with A > 5Ap by the DMM. When monochro-
maticity is not needed and very high flux is desired, the BAMline can also be operated in a

windowless white-beam mode.

A.1.2 Conditions for coherent imaging

In addition to the requirements that are mandatory for recording high resolution X-ray atten-
uation maps, coherent imaging techniques such as phase contrast and holotomography bring
about further demands to the beamline. Among these monochromaticity is the most funda-
mental, fortunately also the less stringent. Although the energy spread of the DMM is of the
order of 1% — 2% , imaging relatively thick (1 mm-10 mm) samples under quasi-coherent
conditions is not a problem. This fact is surprising because the longitudinal coherence length
I, = A2/AM is of the order 0.01 um. An intuitive explanation for the discrepancy between
sample thickness and coherence length is that only the local phase modulations inside the
sample, not the integral phase shift are causing the interference fringes which appear in phase

contrast images [Clo97b].
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Concerning spatial resolution there are upper and a lower limits for partially coherent imaging.
The upper resolution limit is determined by the X-ray wavelength and the thickness ¢ of the
sample which causes an image blurring due to small angle scattering inside the sample given
by VAt ~ 0.3um (fort = Immand A = 1 A). An estimate for the minimum resolution can
be obtained from the visibility of the fringes and was found approx. 10 pm during feasability
studies in the framework of this thesis. The optical parameters of the BAM/ine microscope
have been selected to cover the entire range between these two limits (cf. section A.2.6). The
transverse coherence length I is determined by the angular divergence of the X-ray source
which causes blurring when the wave is projected from the object to the detector plane. For
two monochromatic plane waves of wavelength A who propagate into divergent directions
spreading an angle «, l7 is defined by the in-plane interference condition:
A
" 2a

The present case deals with a very small incoherent source which is situated very far from

Iy (A.2)

the object and the detector. Consequently the wave is only partially coherent and the angular
divergence can be replaced by the lateral extension of the source s = a.L, with L the distance
from the source to the object. The blurring of the image due to the finite source size is the
projection of the source d/ L, with d the distance from the object to the image plane. Due to the
beam divergence, images are slightly magnified and one has to replace d by D = dL/(d + L),
which is called the propagation distance. On the BAMline L ~ 35m and the distance of the
detector with respect to the sample z2 ~ 5 mm to 1.125 m, hence the maximum propagation
distance is D = 1.09 m.
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Figure A.3: SEM image of four phase gratings: p = 3 um, 4 um, 6 um, 8 um.

For measuring the transverse coherence length and thus the angular source size, fractional
Talbot imaging of two dimensional phase gratings was used [Gui04]. The Talbot effect occurs
during Fresnel-propagation of a coherent wavefront which incorporates regular phase and/or

amplitude modulations perpendicular to the direction of propagation. X-ray transmission by
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rectangular gratings was used to imprint this periodicity onto the propagating wave. Gratings
with profiles 2.9 um high and etched into a flat silicon substrate [Clo97a] were provided by
the Paul-Scherrer-Institute (PSI, Christian David) Switzerland (see Fig. A.3). Neglecting the
phase and amplitude modulations of the incoming wave, the periodic transmission function of

a grating can thus be decomposed into a Fourier series:

+00
T(z) = Z T exp [QMZx] (A.3)
n=-—00
with 7 the Fourier coefficient of the order n. Propagation of T'(x) introduces an addi-
tional periodicity: In the ideal case of a perfectly coherent point source, a diffraction order
n of a pattern of periodicity p is identically reproduced at multiples of the Talbot distance
D7 = 2p?/(n)). One can calculate that an image taken at half the Talbot distance is shifted
by half the period with respect to the initial image and therefore produces the same magni-
tude of the different diffraction orders. Hence for the sake of simplicity the repetition distance
Dr = Dr/2 is introduced. Similar to 7'(z), intensity can be decomposed into a Fourier
series with coefficients 1(™). The gratings can be considered to be pure phase-gratings since
¢ > B at energies I > 17keV. Consequently no contrast is expected at D = 0 and mul-
tiples of D whereas a maximum phase-contrast is observed at D = Dpg/2, D = 3Dp/2,
D = 5Dpg/2, etc.. For measuring the coherence, gratings with 4 ym, 6 um and 8 ym pitch
were used. First, second and third harmonics of the recorded Fresnel-diffraction patterns were
measured by Fourier-transforming radiographs of the gratings taken at different propagation
distances which correspond to fractions of Dp. Fig A.4 shows four radiographs taken at dif-
ferent propagation distances D =49 mm, 331 mm, 441 mm and 882 mm which correspond to
D = Dpr/18,3DRr/8, Dr/2 and Dg, respectively (p = 8 um, X-ray energy £ = 17.1keV).
Unlike a coherent point source an extended incoherent source of small angular divergence
emits only partially coherent light. Consequently damping of the repeated Talbot signal is
observed: The intensity Fourier coefficients 1™ are multiplied with the complex degree of
coherence v“(ADn/p). If the angular divergence Q. (6) of the source has a Gaussian shape
the damping of the phase-contrast can be directly related to the width o, of the source intensity
distribution via the Fourier transform of @), (van Cittert-Zernike theorem):

f) = ! o A4
00 = o () "
= °(ADn/p) = Qa(Dn/p) x exp (—2 (ﬂaaDn/p)2> (A5)

with the divergence « related to the angular source size via @ = 2.350,. Fig. A.5 shows
a three-dimensional simulation of a Gaussian X-ray source intensity distribution. Hence the
degree of coherence is proportional to the intensity ratio for a diffraction order n measured for
two pictures Iy and [; taken at distances Dy and D1, separated by Dp.

Toosnn| |7 [00; +1) (A.6)
IA(DZ) ~e [)\DO% ]
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Figure A.4: Radiographs of the 8um grating taken at (a) D = Dpr/18 = 49mm, (b)
D = 3Dgr/8 = 331mm, (c) D = Dgr/2 = 441 mm and (d) D = Dg. Horizontal
intensity profiles are depicted in the insets for each picture: Note the vanishing contrast at
D = Dg.
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Figure A.5: Gaussian intensity profile of the BAMIine X-ray source.

The angular divergence « is then obtained by inserting eq. A.5 into eq. A.6
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n| Dg p Dgr a(ver) | o(hor) | S(ver) | g(hor)

/Dr | [pm] | [mm] | [prad] | [prad] | [pm] | [pm]

2| 38 8.0 441 0.96 4.73 33.5 | 165.7
3| 1/18 8.0 294 1.18 4.95 413 | 173.2
3 1/6 8.0 294 1.44 4.69 50.3 | 164.0
3| 5/18 8.0 294 1.08 4.61 37.8 | 161.3
3| 718 8.0 294 0.89 4.57 31.1 | 1599
3 1/2 8.0 294 1.02 - 35.6 -

3] 11/18 | 8.0 294 1.07 - 37.3 -

1 1/2 6.0 497 1.21 4.75 425 | 166.2
2| 38 6.0 248 0.87 4.70 30.5 | 1644
3 1/6 6.0 166 0.87 4.54 30.3 | 158.7
3| 5/18 6.0 166 1.47 4.48 513 | 156.7
3| 718 6.0 166 1.31 4.55 45.8 | 159.1
3 172 6.0 166 1.42 - 49.9 -

3] 11/18 | 6.0 166 1.19 - 41.7 -

1

172 4.0 221 1.43 4.99 499 | 174.6

Table A.1: Results of the Talbot measurements of harmonics n = 1, 2, 3 for the horizontal
and the vertical direction using Fresnel-propagated radiographs of 8 ym, 6 um and 4 ym
gratings. Many points D could be used to evaluate the vertical damping of the third
harmonics whereas the horizontal contrast for n = 3 vanished for larger Dy (cf. Fig. A.6).

(A7)

Table A.1 shows a list of the horizontal and vertical angular divergences as well as the source
sizes calculated for the different orders of diffraction and for the different gratings.

By averaging, an angular divergence of 1.16+ 0.21 urad is found in the vertical plane and
4.694 0.17 urad in the horizontal plane. The corresponding vertical source size is 40.6+
7.2um and the horizontal size 164.0+ 5.8 um. These results are conform with calculations
from the machine group, the horizontal spread of the source being a consequence of the bent
electron trajectory in the insertion device. The good matching of these observations with the
known source characteristics indicates that a possible influence of the X-ray optics (DMM) on
the beam coherence is only of small magnitude (unless beam fucusing is used). The horizontal
and vertical transverse coherence length I is calculated according to eq. A.2: 8 um are found
in the horizontal, 31 um in the vertical direction. These values can be compared to the fringe
spacing in the propagated images given by v/AD. For the given wavelength A = 0.725 A and
the maximum propagation distance D = 1.09 m a fringe spacing of ~ 9 um is found. Conse-

quently further extending the range of the sample-detector distances would not allow to image
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Figure A.6: Measurements of the first three harmonics in the horizontal (graphs a-c, g-i)
and in the vertical (graphs d-f, j-1) direction as a function of propagation distance D for the
8 um (graphs a-f) and the 6 pm grating (graphs g-1). The blue lines show the numerical fit
based on a gaussian source distribution. Arrows indicate a completely damped signal.

the interference fringes more efficiently, at least not in the horizontal direction. In conclusion:
For the given experimental setup the beam is sufficiently coherent as it is.

Figure A.6 shows the measured amplitudes of first, second and third harmonics in the vertical
and in the horizontal direction. These values were calculated from Fresnel-propagated images
of the 6 um and the 8 um gratings both which were placed to match the horizontal and vertical
axes of the detector. From the results a reverse numerical fit was calculated assuming a Gaus-
sian source intensity distribution (eq. A.4) of 40.6 umx 164.0 um full-width half maximum
in the vertical and horizontal direction respectively. Note that a broader source distribution
results in a stronger damping of all Talbot coefficients (n = 1, 2, 3). The good numerical fit is

additional proof for the Gaussian source distribution (depicted in Fig. A.5).
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A.1.3 Beam stability

It is commonly observed in synchrotron X-ray shadow images that an inhomogeneous (wavy)
intensity modulation is imprinted onto the wave after reflection by the DMM. Probably due to
stress relaxation by mechanical buckling (stress builds up because of the lattice mismatch be-
tween W- and Si-layers) local shifts of the rocking curve are responsible for an inhomogeneous
illumination (brightfield) of the radiographs. An advanced method of brightfield normalization
was developed in the framework of this thesis and is presented in section B.1. Additionally the
incoming X-ray beam is shifting with time, consequently horizontal and vertical displacements
of the image background are observed. This beam instability is very inconvenient for imaging.
Presumably caused by either the ring electrons, the X-ray source or the mirrors (DMM) it has
to be cured. During discussions with scientists from other light sources (APS, ESRF) it was
suggested that this phenomenon was probably caused by one or both of the DMM mirrors.
Therefore it seemed advantageous to analyze the shifts of an imaged object placed half-way
between the DMM and the detector, as well as the shifts of the mirror structure. Choosing
an energy of 9.6 keV and recording high-resolution (0.7 um) brightfield images over a long
time (20 hours) allowed to visualize both the shifting mirror structure (15 m upstream of the
detector) as well as dust particles on the exit window (1.5 m upstream) which appear in the im-
ages as strong interferences (phase contrast). Fourier image cross-correlation was then used to
retrieve the X- and Y-shifts of these two structures in the images separately (the particular sep-
aration algorithm is described in section B.1). Results are shown in Fig. A.7. The red arrows
mark times when electrons were injected into the storage ring. Movements of the window and
the DMM structure are clearly correlated both revealing some periodic motion of 6-7 hours
frequency. The shape of the curves is a possible indication that a cooling system (either of the
multilayer or of the wiggler) is responsible for these perturbations. The amplitude of the back-
ground shifts was measured for most of the many experiments presented in this work: The
effect was found particularly pronounced during low energy (£ < 10keV), high-resolution
(R < 1.5 um) measurements while it was hardly detectable when high energies (£ > 30keV)
and medium resolution optics (R > 5 um) were used.

A.2 The joint BAM-HMI tomography experiment

Starting in 2003 the micro-computed tomography (uCT) experiment is operated and devel-
oped jointly by the BAM (division VIII.3 Radiology) and the HMI (division SF-3 Materials).
At the beginning of this thesis the experiment consisted of two main elements: a detector
(macroscope) and a sample stage (cf. Fig. A.8a) both assembled on a heavy-duty optical table
(Newport Inc.). No phase contrast imaging was feasible with this arrangement because of a
lack of high-resolution X-ray converter screens and detector z-translation. The alignment of
the sample position and rotation axis, as well as the focusing of the optics had to be done man-

ually and were therefore very time-consuming procedures taken into account that the beamline
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Figure A.7: (a) Horizontal (X) and (b) vertical (Y) shifts of the mirror structure as cal-
culated by image cross correlation of brightfield images. (c) Horizontal and (d) vertical
shifts of the image interferences due to dust on the exit window. Arrows mark X-ray beam

interruptions due to routinely electron injection (usually every 8 hours).

had to be sealed off each time before taking an X-ray image. From the beginning of an exper-
iment to the launch of the first CT scan, the setting up could easily take 10 hours of time, and
the resulting spatial resolution was still limited to the rather poor value of R ~ 15um. The
development of a new uCT experiment had therefore three aims: 1. high-resolution CT, 2.
phase contrast imaging and 2. remotely controlled, semi-automatic setup and alignment. All
three aims were attained in the framework of this thesis to the full satisfaction of the operators
[Rac06].

A.2.1 Concepts and planning of micro-CT

In order to record high-resolution X-ray images one has to optimize the ensemble of converter
screen (scintillator), optics and CCD camera. The quest for high-resolution scintillators has
been extensively treated in the thesis of A. Rack [Rac06] and is therefore only briefly described
in this work. In addition to the poorly resolving GADOX (Gd202S) powder screens (doped
with F, Ce, Tb or Pr) that were initially used on the BAMline , three cerium-doped transparent
single-crystal YAG (Y3Al5012) screens (doped with Ce) were puchased by the end of 2004
from Saint Gobain S. A., France. Unfortunately the YAG:Ce screens were a disappointment in
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Figure A.8: (a) Photo of the first BAMline CT experiment [Rac06]: (from left to right)
detector, sample stage, exit window with slits and ionization chamber (arrows indicate

convential coordinate axes). (b) Schematic drawing of tomography data acquisition.

terms of resolution (6 um) in the best case): Probably due to unclean fabrication conditions the
substrate emitted light of the same spectral range as the Ce-doped layer (ca. 550 nm) instead
of the expected UV-spectrum. Later CWO (CdWO,) and Eu-doped LAG (Lu3Al5012) screens
fulfilled the demands for high resolution detectors [Koc98]. Today A. Rack is leading an in-
ternational research program funded by the EU and aiming to produce thin Tb-doped LSO
(Lu2SiOs) screens by means of liquid film epithaxy and hopefully giving a final answer to the
growing demand for high-resolution scintillators [Rac0O7a]. For medium resolution imaging at
lower energies from 10keV to 20 keV rather thick (0.3 mm) BGO (Bi4GesO12) crystals can
be used. Table A.2 shows an overview of the screens which are currently used at BAMline ,
their thickness, best resolving power, emission wavelength and other important characteristics.

Until early 2006 the so called macroscope was used which employs optics that are combin-

Scintillating | Substrate Thickness of Max. emission | Best resolution
material material active layer wavelength (at £ < 18keV)
GADOX quartz glass 10 pm 580 nm 10 pm - 15 pm
BGO quartz glass 300 um 480 nm 5 um
CWO YAG 25 pum, 55 pm 495 pm 3 um
LAG:Eu YAG 4 um 580 nm, 700 nm 0.7 ym
YAG:Ce YAG(Ce?) | 7um, 12 pm, 22 um 550 nm 6 um - 7 um

Table A.2: Overview of the different high-resolution scintillators used at BAMline .

ing different Rodenstock lenses with a Nikkor telephoto (180 mm) objective. By the end of
2005 a new microscope was planned in cooperation with and ordered from Optique Peter S.A.
(France). This microscope is fully motorized and designed to work with Olympus Ultra-Plan
Super-Apochromat lenses (UPLSAPO) for highest resolution. A Princeton VersArray 2048B
back-illuminated CCD camera was used to acquire all the BESSY measurements which are
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reported in this thesis. In addition a Princeton VA 1300B camera is operational at BAMlIine
although rarely used. By 2005, a PCO 1200hs CMOS camera was purchased for high-speed
radiography but it was used only at the ESRF until now. The main advantages of the Princeton
cameras are their high quantum efficiency and large spectral acceptance (80% to 100% for
450 nm to 750 nm), but a slow readout time (4.5 s in fast-mode and 45 s in slow-mode) is the
price to pay for such a good efficiency. Early 2007, first tomograms were recorded using a
loaned PCO4000 CCD camera which has a lower quantum efficiency (50% peak) compared
to the Princeton VersArrays but a readout time of only 0.2 s for full 4072 x 2720 pixel frames.
During beamtimes at the ESRF/ID19 beamline in April and November 2006, high-quality
measurements were performed with the FRELON-2K camera which has a very fast readout
time, better dynamics than both the Princeton and the PCO4000 camera and can therefore be
honestly called the state-of-the-art dCCD etector in synchrotron tomography. Clearly in the
near future the BAMlIine will have to develop in such a way that many different camera models
can be used for radiography and tomography. Table A.3 gives an overview over the available

cameras and their main characteristics.

Camera Chip size Pixel [;#m?] | Framerate | Dynamics

Princeton VA 2048B | 2048 x 2048 | 13.5 x 13.5 | 0.23 fps 16 bits
Princeton VA 1300B | 1340 x 1300 20 x 20 0.56 fps 16 bits
PCO (CMOS) 1200hs | 1280 x 1024 12 x 12 636 fps 10 bits

Table A.3: Overview of the different CCD and CMOS cameras used at BAMline .

Phase contrast effects are commonly observed when high-resolution X-ray images are recorded
at a synchrotron beamline. Fresnel-propagation taking place over a finite sample-to-detector
distance causes interferences which appear as additional fringes in the radiographs. The aim
of this work was to use propagation in order to add edge-enhancement and numerical phase-
retrieval (holotomography) to the imaging methods that are available at the BAMline . There-
fore a continuous displacement of the detector with respect to the sample along the beam path
had to be installed. Requirements on the precision of this z-translation are very tough, reducing
the number of manufacturers who can produce such a motor-stage extending the sample-to-
detector distance to at least 1m length. Quotations from Micos (Germany), Newport (former
Micro-Controle, France), Aerotech (US), Schneeberger (Switzerland) and Johann Fischer As-
chaffenburg (JFA GmbH, Germany) were assessed. The latter clearly offered the best quality
for the lowest price. By the end of 2004 a 1.125m long air bearing translation table was pur-

chased from JFA GmbH with the specifications given in table A.4.

Max. travel ‘ Max. load ‘ Max. deviation ‘ Max. roll ‘ Max. pitch ‘ Max. speed
1.125m | 80kg | 2 um | 2067 | 125" | 115mm/s

Table A.4: Specifications of the z-translation (JFA GmbH).
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The limited space in the experimental hutch of the multi-purpose BAM!ine required the CT
setup to move in and out of the hutch before and after each experiment. Therefore all the com-
ponents had to be mounted onto a station which allowed a fast and precise setup and alignment
of both the JFA z-translation and the multi-axis sample stage. Fig. A.9a is a schematic draw-

Figure A.9: (a) Schematic drawing of the new CT experiment with two exchangable optics

(above: microscope, below: macroscope). (b) Photo of the operational setup (2006).

ing showing the final design of the new CT experiment. Either the BAM macroscope or the
Optique Peter microscope can be mounted onto the z-translation slide (both indicated in the
drawing). The rack was partly built by GEAT GmbH (Berlin, Germany) and the final assem-
bly took place at the BAM workshop in Adlershof, Berlin. It comprises three motorized stages
which allow to tilt the the JFA z-translation (pitch and yaw) by + 2° (independently of the
sample positioning) with an additional y-motor moving the rack along with the sample stage
up and down by + 50 mm. The sample stage comprises another 7 motorized axes (from the
bottom to the top): pitch and roll (Huber), y (Huber), x (Micos UPM-160), sample rotation w
(Micos UPR-160) and two piezo positioners (Micos PP-30) for centering the sample.

A.2.2 Thermal and mechanical stability

When the 1.125m long z-translation is aligned with sub-micrometer precision to the X-ray
beam, thermal and/or mechanical stability are a serious issue. Driving the detector (aluminum
construction with brass shielding, ca. 50— 60 kg weight) along the z-axis causes the second
stage of aluminum profiles to bend down by 50 um to 100 um. This bending is parabolic and
is countered by moving the whole experiment up or down depending on the position of the
detector (an efficient method for measuring the bending is presented in the following para-
graph). Additionally thermal drifts can destroy the whole alignment and cause the detector to
tilt with respect to the sample stage. Already a temperature change of 1 K would cause the
2m long aluminum profiles which frame the whole experiment to expand or contract by ~
50 um (thermal expansion coefficient o = 24 - 1076 K~! for aluminum). Two computers and
electronic motor controllers are installed in the hutch, thus producing a dangerous amount of

heat. Using a thermocouple and USB acquisition, temperature was measured inside the hutch
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as well as directly on an aluminum profile of the CT stage during 6 days of experiment in July

2005. Fig. A.10 shows the temperature signal at these two positions. Although the measured
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Figure A.10: Temperature measurement in the hutch and directly on an Al-profile

temperature modulations are rather slow (day and night rhythm) and of the order & 0.2 K (the
fast modulations do not exceed £ 0.05 K) there is a significant increase in temperature after 5
days yielding a peak-to-peak difference of almost 1 K compared to the beginning of the mea-
surement. Therefore the installation of a special air conditioning system was recommended
to BESSY: a large thermal mass should be continuously cooled by a flux of 20 deg C water.
Unfortunately, instead a conventional cooling system with a closed electronic loop for tem-
perature regulation was installed. It was not a surprise that the temperature fluctuations after

activating the system were found 5 times larger than before.

A.2.3 Alignment of the CT experiment

The alignment of the CT station was divided into three steps: 1. Focusing of the imaging sys-
tem, 2. Alignment of the detector z-axis with the X-ray beam and 3. Adjustment of the sample
rotation axis’ tilt. In the framework of a diploma thesis [Sla06] which was supervised by the
author, software and a graphical user interface were developed in order to perform all three
steps semi-automatically. Compared to the 10 hours one had to spend on manually adjusting
the image focus and the rotation axis, the remotely controlled semi-automatic alignment takes
30 minutes at most, thus saving 9 1/2 hours, i.e. more than one beamtime shift, which can now
be used for additional experiments.

Fig. A.11 shows the first step, i.e. the focusing of the optics. As an example radiographs of
a stack of sintered copper balls [Gru08] is shown before and after the focusing. During user-
operation it is more common to image a sheet of thick paper (for high-resolution images) or

a sharp thungsten wedge (in low-res mode), although any object which produces a sharp ab-
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Figure A.11: Radiography (a) before and (b) after focusing the imaging system.

sorption contrast should do the job. Since neither refraction nor diffraction effects contribute
to such X-ray contact images (detector placed right behind the sample), the width of the dis-
tribution of the pixel gray values (each representing the accumulated X-ray absorption inside
the sample along a projection line) maximizes in focus. In other words the standard devia-
tion 4.4y Of gray values is inversely proportional to the blurring of the projection images.
Yet phase contrast effects cannot be avoided when high-resolution images (2 < 1um) are
recorded at moderate energies (EF = 10— 12keV), not even when the object-detector distance
is kept small (D = 10—50mm). Consequently 04,4, might no longer be a good candidate
to evaluate the focus because additional image blurring occurs due to partial beam coherence.
Fortunately the beam is sufficiently coherent and blurring does not exceed R. In fact the accu-
racy of the 04,4,-method increases significantly with the strong additional dark-bright contrast
of the intereference fringes which constitute a phase contrast image (e.g. of a paper sheet).

For the X-ray microscope the focal position is reached by adjusting the distance between the
front lens and the scintillator screen. Unlike in optical microscopy, a linear motor (Newport
MFA-PP) is used to move the objective revolver towards or away from the screen. The fo-
cusing algorithm maximizes 04, iteratively by taking n images at equidistant positions over
the whole interval (travel range of the MFA-PP) then repeating the scan for half the interval
centered around the best value of 04,4, and so on, until the minimum step size is reached (the
first 3 steps for n = 6 are depicted in Fig. A.12). This algorithm, although not very fast
(typically 4 - 5 minutes), has shown to be very robust for X-ray imaging. Unfortunately the
macroscope requires manual adjustment of the lens-to-screen distance which is the reason why
the focusing software cannot be used with this setup. Nevertheless a motor was installed to

fine adjust the zoom of the Nikkor telephoto remotely (see following section).

In a second step the z-translation of the detector is aligned with the quasi-parallel X-ray
beam. A pair of copper slits is closed narrowing the visible beam to a square of approx. 1/20
of the image size. A series of 10 to 20 images is recorded at increasing detector positions
ranging from 0 to 1.125m. Any deviation of the camera path relative to the beam causes in-

verse shifts of the square beam in the images. These = and y-shifts are calculated by image
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Figure A.12: First three steps of the focusing algorithm (n = 6).

cross-correlation and the linear part of these deviations are corrected via two stepping motors:

pitch and yaw. The method is depicted in Fig. A.13. Once the pitch and yaw corrections are

detector pos.

detector
pos.

0m 125 m

Figure A.13: z-axis alignment: (a) Detector is driven downstrem of the beam and the
relative position is found by imaging a small square beam limited by two copper slits.
(b) Image cross-correlation is used to retrieve the (x- and y-deviations of the detector

movement.

applied the scan is repeated until the z-axis is sufficciently well aligned. Note that while the
horizontal tilt is quasi-completely corrected, a vertical parabolic deviation remains which is

due to the bending of the aluminum profiles under the weight of the detector. This data is used
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as a lookup table to drive the whole experiment up and down when phase contrast images are
recorded at many different defocusing positions.

The last step involves the tilt-alignment of the sample rotation axis w with respect to the de-
tector. Until 2005 this axis was aligned manually using a 5 um pinhole: Images at w = 0 ° and
w = 180 ° were compared in order to minimize the vertical shift of the pinhole center. This
method was quite inaccurate and time-consuming which is why the alignment was automated.
Instead of the two-dimensional pinhole the new procedure uses 120 ym to 150 um sized Cu-
balls which are embedded in a thin rod of resin and produce a spherically shaped absorption,
independently of the projection angle. Fig. A.14 shows a typical radiograph of the resin and

..\.
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<

copper balls "

Figure A.14: Sample for alignment of axis tilt. The copper balls appear black in the
radiograph due to their strong absorption. For the alignment of the rotation axis a stripe
shaped region of interest is selected containing only one single copper ball.

the embedded copper balls. The alignment algorithm asks the user to select a stripe shaped
region-of-interest (ROI) containing only one copper ball as well as a binarization threshold.
Radiographs of the ROI are taken under four projection angles: 0°, 90 °, 180 ° and 270 °. The
center of mass coordinates of the copper ball in every image are easily calculated by applying
threshold binarization. If the rotation axis is misaligned the copper ball will in general follow
an ellipsoidal trajectory in the images similar to a Lissajous pattern known from electronics.
The tilt angles roll and pitch of the rotation axis with respect to the detector are calculated
from the Cu-ball positions using Ritz’s construction for the conjugated diameters of an ellip-
soid [SIa06]. Fig. A.15 shows the six possible cases of axis tilt. Note that with a perfectly
aligned axis the ball moves on a horizontal line while being rotated. The roll and pitch motors
are adjusted and the alignment is repeated until the ultimate precision of the method is reached
(~ 0.01°). From the final set of images the position of the copper ball at 0 © and 180 ° are used
to calculate the x-position of the rotation axis in the images (when a real sample is mounted,

two piezo-steppers on top of the rotation table are remotely moved to align the sample with
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Figure A.15: Imaging a sphere at 0 °, 90 °, 180 ° and 270 ° rotation angle in the six possible
cases of axis tilt: (a,c) roll # 0 and pitch = 0, (b) roll = 0 and pitch # 0, (d,f) roll # 0
and pitch # 0, (e) roll = 0 and pitch = 0.

the center of rotation).

A.2.4 Motor precision of the sample stage

During any micro-CT scan two motors are permanently in use: a) The x-motor is moving
the sample out off and back into the beam allowing the camera to repeatedly record bright-
field-images in short time intervals (typically every 5 — 20 minutes) which are later used for
normalization. b) The sample rotation w typically does a half-scan, i.e. 180 ° turn with small
angular steps which are typically of the order 0.1 ° to 0.2 °. Together with the Micos-x a third
(y) motor can be used to synchronously shift the sample over a 10 x 10 pixel raster in the
(z, y)-plane in order to reduce imaging artifacts (wobbling, cf. section B.1). The accuracy of
these motors determines the overall quality of the tomographic image which is the reason why
the requirements on precision increase significantly with high-resolution imaging. A photo as
well as a schematic labelling of the 7-axis sample positioner is shown in Fig. A.16.

In order to estimate possible errors, the precision of the rotation w-axis (Micos) was measured
during tomography while the sample was both turning and being wobbled with the Micos =
and the Huber y-motor as it used to be the custom during normal user operation. To obtain
an accurate measure of the rotation precision, a sample of copper balls embedded in resin was
used (the same as shown in Fig. A.14). 740 images were recorded at angular steps of 0.25°
hence a total interval of 185 °. The regular pixel-wise = and y-shifts in the sequence (wob-
bling) were removed by automated image cropping. To the cropped and normalized images
a threshold binarization was applied and the center of mass (x, y)-coordinates of one copper
ball were calculated for every projection angle. A sinogram (linear horizontal intensity profile
versus rotation angle) showing the trajectory of a copper ball (middle line through the stripe

shaped ROI in Fig. A.14) is shown in Fig. A.17. Images were recorded using the macroscope
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Piezos (x,y)

rotation

Figure A.16: (a) Photo of the motorized sample stage. (b) Schematic labelling of the seven
motor axes of the stage. The X-ray beam is indicated by the yellow arrow.

Figure A.17: Sinogram of a single copper ball which was for calibration of the w-axis.

with an effective pixel size of Ax ~ 3.6 um. The photon energy was set to 17 keV and the
pictures were recorded in phase contrast mode in order to observe the silhouette of the resin.
A sinusoidal fit was applied to the = and y coordinates of the copper ball and the difference
between measurement and fit was calculated. The two graphs in Fig. A.18 show the residual

movement in z and y direction after subtraction of the sine fit. Wobbling the sample and later
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Figure A.18: Residual z and y movement during rotation of a copper ball.

correcting the 10 x 10 pixel motion requires very accurate knowledge about the exact pixel size
which was assumed to be 3.6 um. The results in Fig. A.18 reveal that this assumption was er-
roneous leading to a fast residual motion with a 10-images periodicity seen in the x-coordinate
as well as a slower modulation of 100-images periodicity which is seen in the y-coordinate.
The amplitude of the modulation in z-direction is approx. 0.3 pixel and therefore the error in
the estimated pixel size must be of the order of 3%. This error is confirmed more or less by the
discontinuities seen in the y-coordinates which are of the order of 0.5 pixel corresponding to
an error of 5% per step. Both errors are tolerable for a 3.6 um pixel size but wobbling should
not be used for high-resolution imaging.

In addition to these regular deviations we find irregular movements in both x- and y-coordinates
reaching amplitudes of 2.5 pixel (see the strong y-movement at 25 ° sample rotation). These
irregularities were thought to be a result of instabilities in the Huber y-translation (both Micos
w and zx are certified by the manufacturer to move with 0.1 um precision) which is why the
same measurement was repeated while moving the Huber y-motor with pixel-wise steps in-
stead of rotating the sample. 900 images were recorded using the Optique Peter microscope at
20x magnification and the Princeton VA 1300B camera. The effective pixel size was 1.0 um
and the X-ray energy was set to 18 keV. The relative and cumulated z- and y-shifts of the
sample for each image were calculated using image cross-correlation (cf. section 2.1). Con-
stant and linear z- and y-motion which result from a constant tilt of the y-motor with respect
to the detector were subtracted from these results. The residual movements of the sample are

depicted in Fig. A.19. The non-linearities in the x-motion are of the order of + 4 ym which is
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Figure A.19: Non-linear movements during ascent of the Huber y-stage.

very good: Taking the distance between sample and y-stage of ~ 250 mm into account these
deviations correspond to a tilt of approx + 16 prad. However the y-motion contains a slow
zigzag shaped drift of the order of £ 15 pm which is much more than what is tolerable for
a high-resolution setup. This deviation is probably the result of a bad mechanical guidance

leading to an erratic ascent of the Huber y-stage. Consequently large y-displacements be-
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Figure A.20: Non-linear movements during ascent of the Micos UPL-160 stage.

tween two measurements should be avoided at all costs or realignment of the rotation axis tilt

will become necessary. An ultra precise levitation table (model Micos UPL-160) was tested
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in view of eventually replacing the Huber motor. The resulting x and y non-linearities of the
UPL-160 are plotted in Fig. A.20. While the residual z-motion is roughly two times smaller
than for the Huber stage, the y-motion has improved by a factor of 15(!) with only small
remnant oscillations of the order of £+ 0.5 um. This improvement is the result of a completely

different levitation technique and is well within the tolerance range for uCT.

A.2.5 The X-ray macroscope

The X-ray macroscope is used since 2003 for radiography and tomography at the BAMline
and is fully described in [Rac06], hence only a short overview is given in this work (cf. table
A.5). The macroscope commonly uses exchangable Rodenstock front lenses which are manu-
ally focused onto the scintillator screen. Despite their large numerical aperture (yielding a very
high light throughput) these lenses are not designed for high-resolution imaging. Their chro-
matic corrections are rather poor and consequently they can only be used for a small range of
wavelengths (500— 550 nm), limiting the choice of the scintillator material to GADOX, YAG,
BGO and CWO screens (see table A.2). Unfortunately the very thin (4 um) LAG:Eu screens
with their high resolving power have their characteristic emission (580 nm and 700 nm) above
the tolerance range of the Rodenstock lenses.

Behind the front lens a 45° mirror redirects the light onto a Nikkor 180/2.8 E'D telephoto lens
(f1 = 180 mm) which is used to refocus the magnified image onto the CCD. Since light prop-
agates along quasi-parralel rays between the two lenses, the total magnification is calculated
as the ratio of the two focal distances f1/f2 (see schematic Fig. A.8b). Table A.5 lists the
available Rodenstock (RS) front lenses, their focusing distance f7, numerical aperture (NA),
total magnification M, effective pixel size Az, resolving power R and field of view (FOV).

Front lens | filmm] | NA | M | Az [um] | R [um] | FOV [mm?]
RS TV-Heligon 21 05 | 86x | 1.58 3-4 | 32x32
RS TV-Heliflex 50 |045| 36x | 3.75 6-8 | TIxT.T
RS XR-Heliflex | 100 |033| 1.8x | 75 [15—20 | 154x 154
Zeiss Achroplan 8 0.45 | 22.5x% 0.6 1-2 1.2 x1.2

Table A.5: Overview of the available front lenses and their performance (in combination
with Nikkor 180/2.8 E'D telephoto and Princeton VA 2048B CCD camera).

The limitations of the conventional optics were overcome in early 2005, replacing the Roden-
stock with a Zeiss Achroplan (20 x /0.45) lens and imaging a 4 pm thin LAG:Eu screen (to-
gether with a 495 nm Schott glass filter in order to suppress the YAG-substrate’s UV-emission).
An outstanding resolution of R ~ 2um at Ax = 0.6 um effective pixel size was registered
with this combination [Rac07b]. First phase contrast tomograms could be recorded and a new
microscope was ordered by the end of 2005 (see next paragraph). Remotely controlled focus-

ing of the macro-optics was implemented early 2007 by introducing motorized control over
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the Nikkor telephoto. Still, mounting and positioning of the scintillator screen and positioning
the Rodenstock lenses with respect to the screen remains a time-consuming procedure which
is done manually and becomes particularly delicate when spatial resolutions better than 5 um
are needed.

A.2.6 The X-ray microscope

In October 2005 a customized microscope was ordered from Optique Peter S.A. (France). Pre-
cise requirements for the system were elaborated, premised on experiences with the BAMline
macroscope and similar systems that are operated at the European synchrotron’s (ESRF) imag-
ing beamlines. The focusing as well as the camera positioning are fully motorized in order to
avoid the time-consuming opening and closing of the experimental hutch. Two microstep mo-
tors allow ultra precise positioning of the microscope lenses with respect to the scintillator
screen (Newport MFA-PP) as well as rotation of the camera head (Newport NSA12, range: +
2°). Three microscopic lenses are mounted simultaneously on a motorized revolver allowing
to change the optical magnification quickly during the experiment. The design was optimized
to work with Olympus Ultra-Plan Super-Apochromat lenses (UPLSAPO) for high-resolution
imaging fully compensating both spherical and chromatic aberrations, from the UV to the near
infrared. Drawings as well as a photo of the operational microscope are shown in Fig. A.21.

(@ -

T ()

Figure A.21: (a) Schematic drawings of the Optique Peter microscope (dimensions are
given in mm). (b) Photo of the operational microscope at BAMline (a 4 mm brass shield
is used to protect the Princeton VA 2048B camera from high-energy X-rays).

Right behind the front lenses two filter wheels (each with three 25.4 mm wide round sockets)
plus one additional filter drawer are integrated into the microscope housing: The first wheel
allows to choose among three color glass filters (Thorlabs Inc. 495 nm, 550 nm and 600 nm)

which are used to suppress the characteristic emission of the scintillator substrates; The sec-
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ond wheel bears two different neutral density filters (75% and 50% transmission) that can be
optionally inserted to reduce light (e.g. when the conversion rate of the scintillator is too high).
Similar to the macroscope a 45 ° mirror redirects the light onto a collimator which combines
with an (2x) eye-piece to magnify the image onto the 27.6x 27.6 mm? CCD chip. The avail-
able front lenses, their numerical aperture (NA), working distance (WD), total magnification

M, effective pixel size Az, resolultion R and field of view (FOV) are summarized in table A.6.

Front lens | NA | WD [mm] | M | Az [pm] | R[xm] | FOV [mm?]
PLAPON 1.25x | 0.04 5.1 2.5% | 5.48 ~10 | 11.2x11.2
PLAPON 2x | 0.08 6.2 Ax | 343 6-7 | T.0x7.0
UPLSAPO4x | 0.16 | 13.0 8x | 171 ~3 3.5 x 3.5
UPLSAPO 10x | 0.4 3.1 20% | 0.69 ~08 | 14x14
UPLSAPO 20x | 0.75 0.6 40%x | 034 ~05 | 0.7x0.7

Table A.6: Overview of the available Olympus front lenses for the X-ray microscope (in
combination with 2x eye-piece and Princeton VA 2048B CCD camera).

Figure A.22: Resolution test charts imaged with different front lenses: (a) UPLSAPO 20 x
with a 4 pm LAG:Eu scintillator screen resolves the 0.5 um pattern, (b) UPLSAPO 10x
with LAG:Eu yields a resolution of 0.8 um, (c) Image of the 3.0 um lines taken with UP-
LSAPO 4x and 22 pm CWO screen, (d) PLAPON 2x with LAG:Eu screen, (¢) PLAPON
1.25x with LAG:Eu, (f) same combination as (a) showing the X-radia Siemens star.

The scintillator nose-cap is a particular design which has been elaborated to solve a very com-
mon problem: Finding a sufficiently large region on the scintillator’s surface that is free of

scratches and kinks which are known to degrade the quality of recorded X-ray images. Two
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screens can be mounted simultaneously on the cap (e.g. a 4 um LAG:Eu screen for high- and
a 25 pum CWO screen for medium-resolution imaging). By using screws and manual levers the
two scintillators can be exchanged, tilted and positioned in the (z, y)-plane in order to find the
ideal clean region on the surface.

The highest resolving power of all Olympus front lenses (see table A.6 has been measured
by imaging line patterns of different spacing (X-ray resolution test pattern JIMA RT RC-01,
Nihon Matech Inc., Japan) as well as a Siemens star (test pattern X500-200-30, X-radia Corp.,
USA). Images recorded at the limit of resolving power (at & = 18keV) are shown in Fig.
A.22 for each Olympus front lens. Using the two high-magnification lenses UPLSAPO 20 x
and UPLSAPO 10x, patterns of 0.5 um and 0.8 um could be imaged, which is in good agree-
ment with the R-values given by the manufacturer (0.41 um and 0.76 pm respectively). For
the medium-resolution lenses slightly lower values were found (3.0 um, 6 - 7 um and 10 ym
for the UPLSAPO 4x, PLAPON 2x and PLAPON 1.25x% respectively) compared to those
given by Olympus (1.91 um,3.81 pm and 7.63 pm). This discrepancy is probably the result of
the finite thickness of the scintillator screen.
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Appendix B
Image processing

B.1 Linear correction

When high-resolution radiographs of mm-sized samples are recorded at hard X-ray beamlines
(wavelength A < 1nm), not only the microstructure of the sample but every object encoun-
tered along the beam path is imaged: Monochromator mirrors, apertures, attenuation filters,
sample container, X-ray converter screen and vacuum windows. Depending on its position
along the beam path, an inhomogeneous object may cause phase-enhancement, thus render-
ing the image post-processing difficult. Stray intensity contributions which are not related
to the sample are known to degrade the quality of a tomographic measurement because they
are integrated over large areas in the reconstructed 3D images, often obscuring very important
structural details of interest. Such stray contributions are conventionally removed from the im-
ages by normalization. In the present work, temporal beam instabilities and unwanted sample
motion led to the development of an adapted normalization algorithm and numerical motion
correction that are now commonly used to improve the quality of high-resolution 4CT im-
ages recorded at BAMline. Still, factorization of the stray and the sample contributions is the
underlying assumption of all such flatfield methods. Consequently, random and/or non-linear
perturbations (e.g. due to a strong anisotropic phase-contrast) are not or insufficiently reduced
by normalization and are bound to produce artifacts in the reconstructed 3D images. Ways of

correcting such artifacts that were developed during this thesis are presented in section B.2.

B.1.1 Background normalization

Before reaching the sample, the X-rays pass through a number of optical elements: Mirrors
(DMM, DCM), filters (Be-, Cu- and/or Al-foils of 0.05— 1.0 mm thickness), apertures (three
pairs of slits can be used at different positions), vacuum windows (two 0.05 mm Kapton foils)
and possibly a sample container (e.g. a boron nitride crucible for high temperature experiments
or a capillary filled with water), each adding individual phase and amplitude modulations to
the propagating wave. Some of these elements are used to adjust the beam size, monochro-
maticity and intensity, others are necessary to provide the right environment for the sample.
Following sample transmission, the beam is imaged by the detector which comprises an X-ray
converter screen (scintillator), microscope lenses and a CCD camera. Every component in-
troduces additional blurring and/or stray intensities to the images and has to be reconsidered

as a distinct source of image artifacts. The amplitude of each stray contribution differs with

155



B.1 Linear correction

its origin causing various types of damage to the reconstructed information. To assure a high
imaging quality it is therefore necessary to address each contribution separately and find ways
of removing it from the images.

Intensity variations that are caused by apertures and/or filters upstream of the DMM are blurred
in the recorded images (due to the finite beam divergence) and can be grouped into the ampli-
tude A(z,y) of a quasi-planar incoming wave (dropping for simplicity any time dependence
of the form exp(iwt)) propagating along the z-axis: u(x,y) = A(x,y) exp(i2wz/\). Modu-
lations caused by the DMM and/or objects further downstream eventually appear amplified by
Fresnel-propagation. Considering a number N of such objects intersecting the beam between
the DMM and the sample, each object j positioned at a distance A ; upstream of the next object
j + 1. If scattering is sufficiently weak inside each object, the thin-lens approximation applies
and the wave impinging onto the sample is a series of these /N contributions each represented
by multiplication with a transmission function T (z, y) followed by Fresnel-propagation (con-

volution of the wave with a complex propagator P;(z,y, A;))

uinc(x; y) = (((u . T1 * Pl) T2 * P2) T3 * ...k PN)x,y (B])
Tj(z,y) = explig;(x,y) — Bj(w,y)] (B.2)

where ¢;(z,y) and B;(z,y) represent line-integrals of § and /3 along the direction of prop-
agation, i.e. the phase-shift and attenuation due to propagation through the jth object and
its immediate environment (cf. section 1.3). Similarly the X-ray interaction with the sample
introduces another transmission function and the field impinging on an imaging-plane (z,y)

directly behind the sample (subscript *0’) can be described by:

uo (J}, y) = uinc(xa y) : Tsample (l’, y) (B.3)

Effects which the sample environment might have on the recorded intensities are often ne-
glected, an assumption which is not valid in general (e.g. dust particles on a window some-
times cause stronger stray intensities than the window itself, bubbles may have desastreous
effects on 3D images of water immersed samples, see section B.2, etc.). Fresnel-propagation
can be applied along a finite sample-to-detector distance d in order to enhance the visibility of
the structural features that are mainly comprised in the phase of T'sqmpie (2, y). Propagation is

again described by convolution of ug(x, y) with a complex function Py(x,y):

ud(x,y) :u()(xay) *Pd('xvy) (B4)
Measuring the intensity in the image plane transforms the wave into its squared modulus
Id(fL‘, y) = ”Ltd(d?, y)|2

Li(z,y) = (ug-uq)(z,y) (B.5)
= [(((u-Ty % P\)To % Po) Ts % ... % Px) - Tsampie * Pal* (z,y)  (B.6)

. Using eq. B.1-B.4, the measured intensity becomes:

14 is measured on a scintillator screen which is used to convert the X-rays to an image of

visible light. Scratches and flaws on the surface of this screen result in bright flares which may
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saturate the CCD and are very difficult to correct in terms of image normalization. Fig. B.1a
shows a typical radiographic image of a rubber sample recorded at d = 20 mm propagation
distance and using the DMM to select X-rays of 9.6 keV energy (the effective pixel size was
Az = 0.7um, at R ~ 1 um resolution). The corresponding brightfield image which will be

Figure B.1: Typical X-ray images recorded at BAMline : (a) Radiography of a rubber

sample acquired at £ = 9.6keV and Az = 0.7 um (the arrow indicates a defect on the
scintillator screen); (b) Brightfield image taken after moving the sample out of the beam.

denoted Iyf(x,y,t) (recorded at time ¢ after moving the sample out of the beam) is shown in
Fig. B.1b. A wavy horizontal intensity modulation is seen in the brightfield image, caused
by distortions in the DMM super-lattice (multilayer stripes). Additionally circular and linear
interference patterns are caused by dust and scratches on the X-ray exit window (two 50 pm
thick Kapton foils). A defect due to a flaw on the scintillator screen is seen in the lower part of
B.1la and b (indicated by an arrow). It is well known that the characteristics of the multilayer
stripes (amplitude and pitch) depend mostly on the chemical elements that are forming the
layer-structure (e.g. tungsten and silicon for the BAM/ine DMM) and cannot be avoided unless
using the DCM. Assuming that Fig. B.1 represents the general case it is straight forward to
obtain a first order background correction by dividing Fig. B.1a by Fig. B.1b. Additionally a
pixel-wise subtraction of the CCD array dark current [4.(z,y) is commonly applied to both I
and I,y and hence the normalized (corrected) intensities are found:

corr Id(x7y7t79) - Idc(x7y)
lerm) r,y,t,0) =
d ( Y ) Ibf(xayat) - Idc(xuy)

with 6 the tomographic projection angle (typically 0° - 180 °). In order to fully account for

B.7)

Iy; changing and/or shifting with time, both I; and I,y would have to be recorded at the same
time ¢ and for each projection angle separately. Such a procedure is not applicable due to the
reduced time window that is available for one tomographic scan (typically 1 — 2 hours for
900 — 1500 projection images) which would not allow to move the sample out of and back
into the beam after each angular step. Therefore, amplitude changes as well as lateral shifts
in Iy are assumed to be sufficiently slow compared to the image acquisition time and new

brigthfield images are acquired only every 50 — 100 projections, i.e. every 10 — 20 minutes.
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While this assumption may be valid for moderate image resolutions it proves to be insufficient

o ]

B

f e [ 01 P
# g
i e f"sﬁ
i N
Ariiod
)
Py

",“-;‘5 =]

4= %—mﬁf.".‘:-#

Figure B.2: Standard background normalization applied to four radiographic pictures
recorded at (a) t =0s and # =0°, (b) ¢t =3 min and # =4°, (¢) t =6 min and § =6°
and (d) t =9 min and 0 =12°.

when high-resolution images are recorded. Fig B.2 shows the corrected intensities in a region
of interest of Fig. B.1a when the standard background normalization is applied to four images
recorded at different times (¢ ~ 0 to 9 min) and angular positions (# ~ 0 ° to 12 °) of the sam-
ple as it is turned during a microtomography scan. Here the same brightfield image (recorded
at ¢ = 0s) was used to correct the four radiographs. Note that both the multilayer stripes and
the stray intensities caused by the exit window reappear in Figs. B.2b-d, a result of the lateral

motion in these contributions which is ignored by the standard normalization method.
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Figure B.3: Schematic diagram of the adapted normalization algorithm.
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Without further corrections, 3D reconstruction by filtered back-projection method would in-
troduce a number of imaging artifacts degrading the image quality and obscuring the sample
structure which is of interest. In order to avoid the time-consuming acquisition of individual
brightfield images for each projection radiograph, an adapted background normalization was
developed to correct the shifting stray intensities of the DMM and the exit window separately.
A schematic illustration of the algorithm is given in Fig. B.3.

Considering a single radiographic image (similar to Fig. B.1a), recorded at a time ¢ and pro-
jection angle 6 as part of a common uCT scan. Brightfield images will be recorded in regular
time intervals during the scan, particularly one image I, é})(m, y,t1) at a time t; < t and an-
other one I é;)(x, y,l2) at to > t: the bounds of the interval which includes the image. An
anisotropic non-linear median filter F is then applied to both brightfield images using a 81
pixel wide and 21 pixel high structuring element (cf. section 2.2). Applying F' to Fig. B.1b
yields Fig. B.4a, an image showing only the multilayer stripes (similar to a low-pass filter;
images are labeled DMM-1 and DMM-2 in Fig. B.3). Dividing B.1b by Fig. B.4a reveals the
stray intensity contributions which are related to the X-ray exit window (note that scintillator
defects are also included in Fig. B.4b; Images are labeled WSC-1 and WSC-2 in Fig. B.3).

Figure B.4: Filtering two components from the brightfiled images: (a) The wavy hor-

izontal intensity of the DMM (multilayer stripes) is obtained by applying a anisotropic
non-linear median filter to Fig. B.1b. (b) Division of the latter by (a) yields an image
showing only the stray intensities due to exit window and scintillator defects.

Each of the two components of I, b(? (x,y,t2) is then matched with its counterpart obtained

from I é})

(x,y,t1) by using Fourier image cross-correlation C. The shifts (Ax, Ay) of WSC-
2 with respect to WSC-1 are thus found and inversed by applying Fourier image-translation 7'
to WSC-2. The same procedure is applied to the component DMM-2. Following their align-
ment a weighted summation A is applied to the matching components in order to improve
statistics and to compensate for an overall decreasing beam intensity (following each electron
injection the ring current slowly drops to 1/2 of its initial value of ~ 250 mA until the next
injection takes place, 8 hours later). The weighting factors f (for the components WSC-2 and

DMM-2) and 1 — f (for WSC-1 and DMM-1) are calculated with a simple lever rule yielding
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f=({t2—1)/(ta—t1) =1att =ty and f = 0 att = t;. Improved images are thus obtained
and Fourier image cross-correlation is used to match these components (WSC and DMM) with
the background of the projection image I4(x,y, t,6) recorded at time ¢ and projection angle
0. If possible the cross-correlation is restricted to a ROI of the image that does not show the
sample (e.g. small regions on the right or left hand side of the sample in Fig. B.1a). First lat-
eral shifts (Au, Av) of the WSC component with respect to I;(x,y,t,8) are thus calculated
and reversed by Fourier image-translation 7. Second the WSC intensities are removed from
Iy(x,y,t,0) by division D. Finally the DMM component is matched to the normalized im-
age I(gcowl) (x,y,t,0) then removed by division, yielding an image Ic(lcom) (z,y,t,0) which
is ideally cleaned from both stray contributions. The lateral shifts (Au, Av) of the DMM and
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Figure B.5: Lateral shifts of the background intensities calculated from the tomography
scan of a rubber sample (recorded at £ = 9.6 keV and Az = 0.7 um). The solid line shows
the shifts of (a) the DMM (only vertical motion occurred) and (b) the WSC component with
respect to the background of each projection image while the hollow rectangles indicate
the relative shifts between two sequential brightfield images)

the WSC contributions were thus measured from the tomographic data of the rubber sample
(see Fig. B.1a), and are shown in Fig. B.5. Displacements of the DMM background intensities
are found to be quasi-vertical reaching 100 um after ~ 135 min of scanning time. The image
stray intensities which are related to the exit window (dust and scratches) are found to shift

continuously in a diagonal direction measuring 10 to 12 um by the end of the scan.

B.1.2 Sample motion

For the particular example discussed in the previous paragraph unwanted motion of the sam-
ple caused additional perturbations in the angular trajectories of the sinograms. Although for
solid samples, movements can be avoided by firmly attaching the sample to its holder and us-
ing high-precision motors (cf. section A.1), a finite sample motion is unavoidable when parts
of the sample or its environment are liquid (e.g. bubbles forming in water, see also section

B.2) or elastic (e.g. rubber). The resulting deviations are of the order of 1— 10 um and require
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a path-correction in order to avoid severe degradation of the reconstructed three-dimensional
structural information. Note that the rubber which was shown in Fig. B.1a contains micron-
sized silica particles which are characterized by very strong X-ray attenuation compared to
the bulk material. As can be seen in Fig. B.6a the angular trajectory of the particles (marked
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Figure B.6: Sinogram of a high-resolution scan of rubber sample. (a) The sinogram data
shows well the sinusoidal trajectory of individual silica particles (appearing dark due to
high attenuation, maked by the white arrows) which can be used for motion correction.
Intensity variations due to uncorrected shifts in the brightfield images are indicated by
black arrows. The inset (b) shows an enlarged view revealing a faint jitter motion.

by white arrows) is well pronounced in the sinograms and their center-of-mass coordinates
(2, yc) can thus be found by threshold binarization. Note there are additional stray intensi-
ties in the sinogram caused by uncorrected shifts in the brightfield images (indicated by black
arrows, see previous subsection for correction methods). The inset Fig. B.6b reveals a fine
jitter superimposing onto the x- and y-motion of the sample. This jitter-motion was mea-
sured by calculating z. and y. for one particle and for all projection angles, then fitting a
sinusoidal trajectory to the z-component. The unwanted sample z-motion (which is assumed
to align with the residual motion of the silica particle, i.e. neglecting contraction or dilation
of the whole sample) corresponds to the difference between measurement and fit whereas the
y-motion should ideally be zero.

This idea was already developed in section A.1.3 and is shown in Fig. B.7 (for further ap-
plications see [Lan04, Boi05]). In order to avoid that the wrong silica particle is selected the
software works only on a small squared ROI that is defined for each picture j to be centered

around (., y.) as calculated from the previous picture j — 1 (starting coordinates are given by
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Figure B.7: Schema of the motion correction: Center-of-mass coordinates of a well pro-
nounced feature (e.g. silica particle in rubber) are calculated and a sinusoidal fit is applied
to quantify the residual motion wich is then corrected by Fourier image-translation T.

the user). The binarization threshold is adapted depending on the average attenuation of the
ROI. The success of this method relies on the possibility to find an isolated small particle with
a strongly pronounced absorption contrast. A more robust correction of motion CT artifacts
based on detection and fitting of the sample edges is found in [Zer98] and [Sri94].
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Figure B.8: Residual sample motion found by calculating the center-of-mass of one silica
particle in the rubber and fitting the x-component to a sinusoidal trajectory.

Results of the 900 projection images recorded at 0 ° - 180 © are shown in Fig. B.8. The resid-
ual z and y movements both show fluctuations of the order of + 4 um. While the z-motion
appears random the y-movement of the sample is of a regular saw-tooth shape with a slow lin-
ear ascent, the latter probably resulting from a faint misalignment of the rotation axis. These
movements are inverted by Fourier image-translation method. A reconstruction of the un-
corrected dataset as well as a slice obtained after applying the motion correction (as well as

correcting the (x, y)-shifts in the brightfield intesities), are shown in Fig. B.9.
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Figure B.9: Effect of advanced linear corrections on a reconstructed tomographic slice.

(a) Using radiographic images obtained with standard normalization yields severe arti-
facts in the 3D image obscuring the structure of interest. (b) The reconstruction from the
improved radiographs (applying an advanced brightfield normalization plus motion cor-
rection) shows details of ;m size that were not visible in (a).

Note that the visibility of the features (silica agglomerates and particles) is strongly improved
by the advanced brightfield method and motion correction. The resolution is such that pym-

sized details are seen in the improved tomographic slice.

B.2 Correction of non-linear perturbations

Numerous artifacts (spurious contributions in the images which are not related to the sample
structure) are known to tomographic imaging leading to an even larger number of methods
which can be applied for analytic correction or approximate compensation of these artifacts.
While linear methods were developed in the previous section correcting for sample motion
and/or stray intensities that appear in the projection and brightfield images, this section is
dedicated to 3D imaging artifacts that result from non-linear stray contributions which remain
uncorrected when linear normalization is applied. The most prominent artifact types in this
work (i.e. which were observed in the image data that is presented in chapter 3) are ring
artifacts, pore artifacts, spikes and bubbles. These four types will be explained in the following
along with methods that were developed for their compensation. For a more complete review
on some of these tomographic imaging artifacts see [B0i06, Zer99].

B.2.1 Ring artifacts

X-ray tomographic imaging involves transformation of the radiographic projections (Radon

transform) into a three-dimensional image of the object. This transformation is called fil-
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tered back-projection and can be simplified to process a stack of individual slices instead of
the whole volume, as long as the incoming beam is quasi-parallel (as is the case for images
recorded at synchrotron beamlines). Quite often concentric dark and bright rings are seen in
the reconstructed slices degrading the quality of the images. They are assumed to be an artifi-
cial result of the FBP which appears more pronounced in absorption images while they are less
of a problem when phase-enhancement is used. Centered around the axis of sample rotation
these circular lines (half circles when 180 °-scans are performed) appear to be randomly dis-
tributed throughout the whole image. Several methods that can eventually be combined have

been developed to supress or remove these artifacts.

Regular sample movements (wobbling): Commonly ring artifacts are attributed to non-
linear variation in the response of the pixels on the CCD detector array. Additionally flaws
and scratches on the scintillator surface may cause extreme intensity peaks which are not fully
removed by the linear brightfield normalization (see previous section). Such defects main-
tain a constant position in the recorded images, during rotation and translation of the sample.
Therefore, slightly shifting the sample position after each exposure by moving sample and ro-
tation axis with pixel-wise steps over a 10 x 10 raster in the (x, y) plane changes the position
of the defects with respect to the sample quasi-continuously in the images. The position of the

sample is easily realigned during brightfield normalization.

(@)

Figure B.10: Regular movements are applied to the sample in order to average stray in-
tensities that are caused by defects on the scintillator and/or CCD and that would lead to
ring artifacts in the 3D reconstruction. (a) Sinogram showing the pixel-wise wobbling of
the sample. (b) The movements are inverted by automated image cropping.

As can be seen from the example shown in Fig. B.10 the z-shifts applied to the sample trans-
form the sinusoidal trajectories of the sinograms into zigzag lines. Additionally a pixel-wise
y-step is applied every 10 pictures. During the normalization procedure, both shifts are re-
moved by automated image cropping and a regular sinogram is reobtained (see Fig. B.10b).
Any non-linear stray intensity due to defects on the CCD and/or the scintillator screen would
normally appear as vertical lines in the sinograms. Using sample wobbling these stray in-
tensities are averaged over an area of 10 x 10 pixels and are thus effectively removed. Note
that this method applies well when images are recorded at moderate resolutions while the mo-
tor precision for the wobbling was shown to be insufficient for high-resolution measurements

(R <5 um, see also section A.2).
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Improved signal-to-noise ratio (SNR): Sometimes the conditions for imaging are such that
only few X-rays contribute to the contrast forming the images on the CCD array. Consequently
the (white) noise level becomes dangerously high compared to the signal strength. This is the
case either when very short exposure times are necessary in order to record images at high
frame rates (the signal is thus limited by the photon flux density, typically 1 x 10'° Ph/s/mm?)
or when the detector saturates but the detected light is produced by only few X-rays (e.g. for
energies F/ > 60keV the typical emission rate of YAG or CWO scintillators is > 1000 pho-
tons per X-ray). Furthermore non-linear amplification of the image noise occurs during to-
mographic filtered back-projection. Consequently the SNR in the 3D images is even lower
compared to the 2D radiographs. Particularly towards the center of rotation (where the Radon
transform is strongly over-sampled) an increase of concentric artifacts is commonly observed
which is in contradiction to the SNR expected for this region.
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Figure B.11: Noise level in 2D radiographs compared to the 3D reconstruction: (a) Ra-
diographic image showing a fraction of human tooth dentin with a denser enamel cup on
the top (£ = 23keV and Az = 1.6 um). An intensity profile was calculated along the
dashed arrow (shown in (c)). The inset shows an enlarged view on the dentin-enamel junc-
tion (DEJ) revealing uncorrected stray intensities which are caused by a scratch on the
scintillator surface. (b) An axial slice reconstructed by FBP method shows a much lower
SNR than the radiograph as well as strongly pronounced ring artifacts. Intensity profiles
were calculated along the dashed arrows (shown in (d) and (e)). Intensity drops due to ring
artifacts stick out (dashed circle) while microcracks and DEJ are burried in the noise.

Volume images reconstructed from noisy projections inevitably contain strong ring artifacts

which can be efficiently reduced by improving the statistics. Since the radiographs are nor-
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malized by division with brightfield images (see previous section) strong noise in these cor-
rective images has a particularly destructive effect on the reconstructed data and must hence
be avoided at all costs. Consequently high SNR brightfield images are commonly obtained
by averaging a sequence of 10 — 20 images. Fig. B.11a shows a radiograph (after bright-
field normalization) of a fraction of human tooth dentin (the dark top part representing the
denser enamel) as well as an enlarged inset revealing uncorrected stray intensities caused by
a scratch on the scintillator surface. An axial section of the 3D data is seen in Fig. B.11b,
reconstructed from a set of 900 projection images of relatively low SNR. Note the enamel now
appears brighter than the dentin due to the standard representation of tomography data on a
—log scale. Intensity profiles were calculated along the dashed arrows in Fig. B.11a and b
and are shown below (Fig. B.11c-e).

While the transition from the dense enamel to less dense dentin is clearly visible in the ra-
diographs (profile shown in Fig. B.11c), this information is burried in the strong noise in the
3D image (profiles shown in Fig. B.11d and e). The reconstructed axial slice is further char-
acterized by numerous ring artifacts that superimpose onto the sample structure and show a
well pronounced intensity peak (marked by a dashed circle in profile B.11d) unlike the dentin-
enamel junction (DEJ) and the enamel microcracks which are hardly visible. Clearly such 3D
data cannot be used for quantitative image analysis.

The reconstructed image is further degraded by stray intensities that are caused by a scratch
on the scintillator surface and insufficiently corrected by the linear normalization as shown
in the inset of Fig. B.11a. Although the scratch appears only faintly in the projection image
the stray intensities are integrated over the 900 radiographs causing a strongly pronounced

funnel-shaped artifact and rendering large parts of the 3D data unusable. A frontal slice show-

Figure B.12: Funnel shape imaging artifact caused by uncorrected intensity contributions

due to a scratch on the scintillator screen: (a) Frontal slice of the 3D data. (b) Perspective
view on the artifact (sample is set transparent).
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ing this artifact is depicted in Fig. B.12a while by setting the sample transparent the shape of
the funnel-artifact can be seen from a perspective view (Fig. B.12b). Note that in any axial
view (e.g. Fig. B.11b) this funnel artifact is resembling a ring artifact. Unfortunately even
the use of sufficiently long exposure times reducing the image noise in order to assure a good
3D reconstruction, a significant number of ring artifacts persists degrading the image quality.
Consequently scratches and flaws on the scintillator screen have to be avoided at all costs and

wobbling should be applied as long as high-resolution is not demanded.

Filtering of sinograms: Segmentation and removal of ring artifacts from the 3D datasets is
a very delicate procedure which is why filtering the responsible spurious intensities prior to to-
mographic back-projection is the preferred method. The most common method applies a high-
pass filter to the intensity profiles which are obtained from angular averaging each sinogram
(either a linear Fourier high-pass filter or a non-linear median filter can be used for this pur-
pose). Spurious intensity contributions remaining after application of the high-pass filter are
further subtracted line-wise from the sinogram data. This method is very useful to remove the
sources of ring artifacts because the responsible non-linear intensities remain at constant posi-
tions in the projection images thus forming straight vertical lines in the sinograms, i.e. peaks

in the angular average which are then filtered from the smoothed background. This method
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Figure B.13: Schematic illustration of the sinogram filter.

is illustrated in Fig. B.13 and applies particularly well to samples of cylindrical shape and
quasi-homogeneous microstructure. Particularly for high-resolution imaging when wobbling
the sample is inapplicable because of the limited motor-resolution, filtering the sinograms
yields very good results. A reconstructed slice from a cylindrical sample of mono-disperse
copper balls [Gru08] is shown in Fig. B.14 with and without application of the sinogram filter
prior to reconstruction. Yet caution is demanded when there are small features in the sample
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Figure B.14: Application of sinogram filter to a sample of scintered copper balls showing
particularly strong ring artifacts. (a) Axial slice reconstructed without applying the filter.
(b) Application of the sinogram filter improves the quality of the 3D data significantly.

(e.g. pores in steel, or rough sample edges) causing strong changes in the recorded X-ray at-
tenuation. The sinogram filter may produce circular artifacts instead of removing them.

Figure B.15: Detailed analysis of the scintillator defects causing the ring artifacts in Fig.

B.14a. (a) Radiography showing the stack of sintered copper balls (Az = 1.6 um using
a 22 um thin CWO screen). (b) An enlarged inset reveals that (particularly in the region
of maximum absorption) stray intensities, due to flaws and scratches on the scintillator,
are hardly corrected at all by the standard brightfield normalization. c) Application of
an anisotropic stripe-shaped median (high-pass) filter to the brightfield images reveals the
numerous scintillator defects which are responsible for the ring artifacts seen in Fig. B.14a.
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For the particular example shown in Fig. B.14 the ring artifacts were caused by non-linear in-
tensity variations due to defects on the scintillator screen. Fig. B.15a shows a radiography of
the stack of sintered copper balls along with an inset (Fig. B.15b) showing an enlarged region
and revealing flaws and scratches on the scintillator surface that remain quasi-uncorrected af-
ter brightfield normalization of the image (particularly in the regions of maximum absorption).
A virtual image of the scintillator defects was obtained by applying an non-linear anisotropic
stripe-shaped median filter (similar to a high-pass filter) to a brightfield image. The result-
ing picture (Fig. Fig. B.15c shows a large number of surface defects which may all add
spurious intesities and cause ring artifacts in the 3D reconstruction as seen in Fig. B.14a.
This virtual image of scintillator defects was tried to correct the non-linear errors resisting the
brightfield normalization by applying additional division and/or weighted subtraction to the
region of maximum absorption (Fig. B.15b). Unfortunately these additional corrections did

not improve the 3D results very much compared to the results of the sinogram-filter.

Detection and removal by 3D particle analysis: For some applications filtering the sino-
grams is not applicable (e.g. pores in steel), yet the ring artifacts can be detected and subtracted

from the three-dimensional reconstruction. Figure B.16 shows the application an 3D algorithm

Figure B.16: Perspective views on the porosity in CMSX-10 superalloy in a 0.5 x 0.5 x

0.8 mm? volume [Lin06]. (a) Strong ring-artifacts are binarized along with the true poros-
ity. (b) Filtering objects smaller than 9.3 um?® reduces the artifacts significantly. (c) Addi-
tionally filtering flat aspherical objects (less than 17 um height with a shape factor F' < 0.7)
removes the ring artifacts almost completely while preserving the true porosity.

that was developed to remove ring-artifacts which are misinterpreted as pores in samples of
Ni-based superalloys due to similar gray values in the data [Lin06]. Volumetric particle anal-
ysis was used to label each object in 3D space, calculate its volume V', surface A, shape factor
F = GVW and lateral dimensions. Based on this data and assuming that the frue pores
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were of larger size, objects with a volume V' < 9.3 um?® were erased from the data. The result
of this size-filter is shown in Fig. B.16b. Many artifacts are removed yet those of larger size
remain in the image. Another particle filter was therefore applied, removing flat aspherical
objects with a shape factor S < 0.7 and measuring less than 17 um in height (along the axis of
sample rotation). As can be seen from Fig. B.16¢ these conditions almost entirely remove the
ring-artifacts while preserving the objects which are identified as true pores. The drawback of
this 3D particle filter is that it only applies to some specific cases where pores are sufficiently
large and well separated from each other in the 3D image.

Slice-wise removal by 2D polar-filtering: A more general approach to correct the 3D im-
ages from ring artifacts is called polar-filtering refering to a non-linear median filter which
is applied after transformation of the axial planes into a polar coordinate system. Although
not applied in the framework of this thesis the algorithm merits some mentioning and is illus-
trated in Fig. B.17 for a phantom image. Considering a reconstructed axial image plane with

+R

pofar
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0o 1 =80° Intensity

Figure B.17: Schematic illustration of ring artifact removal by polar-filtering [TafO4].

a number of structural details onto which dark and bright semicircular (for 180 © sample rota-
tion) artifacts are superimposed. By redrawing the image in polar coordinates (radius R and
angle ¢, centered around the sample rotation axis) the upper hemisphere of the image plane
is mapped onto positive values and the lower hemisphere onto negative values of R. The ring
artifacts appear as horizontal lines in the polar plot. Thanks to this convenient representation
angular averaging can be applied by summing the intensities along the ¢-axis (similar to the

sinogram filter). Extreme radial intensity contributions caused by the ring artifacts stick out of
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this average profile and can be separated from the smooth envelope (which represent the sam-
ple structure) by additionally applying a high-pass filter. Positive and negative peak intensities
are then back-transformed into Cartesian coordinates where they are found to match with the
semi-circular lines of the ring artifacts. The latter can thus be removed by simple subtraction.
The algorithm is applied slice-by-slice and eventually combined with additional filters in or-
der to remove spurious intensities which sometimes are found at the tails of the semi-circular
artifacts reaching into the opposite side of the image. This method is the most complicated but
it is also the most robust because it applies independently of the sample structure.

B.2.2 Pore artifacts

When phase-contrast images are recorded in order to highlight material contrast, because the
latter is insufficiently resolved by absorption tomography, and if the sample comprises a sig-
nificant porosity, strong streak artifacts are often generated tangentially around the pore walls
in the 3D image. These stray intensities are an artificial result of back-projecting the extreme
phase-shifts occuring at air-material interfaces. Consequently, similar artifacts appear along
cracks and at the sample borders. Unlike for attenuation images, there is no linear relationship
between phase-contrast and sample thickness. It was suggested [Clo97b] that to a first order
approximation the back-projected phase-contrast would be proportional to the 3D Laplacian

of the real decrement § of the refractive index n(x,y, z). However this assumption is only

Figure B.18: Pore artifacts degrading the image quality. (a) Radiography of an ant em-
bedded in wax. Note there are pores in the wax as well as hollow spaces in head, organs
and ant legs (marked by white arrows). (b) Frontal slice through the 3D reconstruction
showing strong streak intensities around the pores caused by incomplete back-projection
of the phase-enhanced material-pore interfaces.
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valid for short propagation distances. Fig. B.18 shows a radiographic image of a dead ant
which was embedded in wax. A relatively low X-ray energy (£ = 7.2keV) was selected
for this measurement, hence phase-enhancement already occured at a rather short propagation
distance (d = 10 mm, the effective pixel size was Ax = 1.6 um). Round pores in the wax
surrounding the animal are thus highlighted by Fresnel-propagation but also hollow parts of
the head, organs and ant legs (marked by white arrows) show a phase-enhanced silhouette. A
frontal slice through the 3D reconstruction of the sample is shown in Fig. B.18b. Although
the visibility of the animal tissue is only mildly degraded by the highlighted porosity in the
projection image, phase-enhancement at the sample-air interfaces transforms into streak inten-
sities which obscure important details when the 3D image is reconstructed (e.g. the vascular
structure inside the head is hardly visible because of voids that cause bright stray intensities
that degrading the image region around the voids, see Fig. B.18b).

Retrieving maps of ¢ from the projection images (holotomography, see section B.3) may solve
the problem. Unfortunately the strong phase-shifts caused by pores and cracks cause an even
greater problem when phase-retrieval is applied. An example for holotomography of a porous
Mg-Al engineering alloy (AZ91, see also section 3.1.4) is shown in Fig. B.19. Fig. B.19a

Figure B.19: Holotomography of a porous AZ91 alloy. (a) Axial slice showing how the
visibility of the alloy microstructure (round Mg-particles) is degraded by stray intensities
that are caused by the porosity (since J is imaged the pores appear in white). (b) Enlarged
view (indicated by the black square in (a)) shows that the white pores are surrounded by a
dark corona which is an additional artificial result of the phase-retrieval procedure.

shows an axial slice of a 3D holotomographic reconstruction of a cylindrical sample of AZ91
alloy (recorded at the ESRF beamline ID19 with Az = 0.7 um pixel size and £ = 20keV X-
ray energy). Porosity inside the alloy (cast at T = 580 °C with a JSW thixomolding-machine)
was rather high and stray intensities around the white pores degrade severly the visibility of
the globular Mg-particles which characterize the alloy microstructure. In the enlarged view
(Fig. B.19b) the structure around the white pores appears dark (black corona), an artificial

result of the phase-retrieval algorithm which renders the corresponding regions unusable for
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image analysis. A significant fraction of the measurement volume is thus obscured by pore
artifacts which appear to be closely related to metal artifacts. The latter are well known
in the field of clinical tomography where metallic implants degrade the quality of a cranial
scans. Some concepts have been tested to reduce these artifacts but without real success
[DM99, Roh98, Boi05]. The best way is to avoid any porosity during sample preparation
or more generally speaking: if a weak signal difference has to be detected one should avoid
strong signals in the close vincinity (e.g. by complete immersion of the sample with a resin or
a harmless liquid with a similar refractive index).

B.2.3 Spikes

Random peak intensities (spikes) often appear in radiographic images when high energy X-
rays (£ = 50— 100 keV) are used for imaging, particularly with a polychromatic beam (white-
beam). The detector is shielded with 4 mm thick brass and 8 mm aluminum plates. Still, some

Figure B.20: Example for filtering of the spike artifacts. (a) Axial slice showing the to-
mographic image of a Nb3Sn superconducting filament (recorded at the ESRF/ID19, E =
48keV and Ax = 0.7um). (b) Enlarging a ROI (indicated by the white square in (a))
reveals linear artifacts superimposing randomly onto the sample structure. (c) Filtering
bright spots from the radiographs (conditioned median filter) removes the artifacts com-
pletely without degrading the image of the sample. (d) The differential image of (b) and
(c) reveals the stray intensities caused by the spikes.
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X-rays which are scattered by the mirrors and/or by other objects that intersect the beam path,
are transmitted and thus impinge directly onto the CCD chip where they cause a burst of
charge carriers (spike). In contrast to the stray intensities that were discussed in the previous
subsections these spikes appear randomly in the recorded projection images. As a consequence
the peak intensities are integrated over straight lines when filtered back-projection is applied
to reconstruct 3D images. Filtering these artifacts is done straight-forward by applying a
conditioned 3 x 3 median filter to the radiographs (making use of the fact that the spikes
are very bright affect only single pixels).

Fig. B.20a shows an axial slice of a superconducting Nb3Sn filament [SchO7] which was
measured during beamtime (MA-104) at the ESRF-ID19 beamline using 48 keV X-rays and
Az = 0.7 um pixel size (the resolution was R > 3 um due to the 17 um thick LAG:Eu screen).
The enlarged ROI (Fig. B.20b) reveals randomly distributed line-artifacts superimposing onto
the sample structure. A 3 x 3 median filter is applied to the radiographs, conditioned to apply
only to those pixels which show a disproportional intensity peak in the radiographs. The result
(Fig. B.20c) is free of artifacts, the latter are visualized by calculating the difference image
(Fig. B.20d) of the filtered and the unfiltered data. Note that only the line line artifacts caused

by the intensity spikes are removed while the sample structure is unchanged.

B.2.4 Bubbles

When water immersed samples are exposed to a high-flux (10'°— 102 Ph/s/mm?) of hard
X-rays (£ = 20— 50 keV) as is typically the case during a 4CT measurement at synchrotron
beamlines, and if phase-contrast is applied in order to highlight the structural details of the
sample, formation of gas bubbles in the water is commonly observed in the recorded pro-
jection images. Bubbles form, probably as a result of X-ray induced dissociation of HoO
molecules and the formation of free radicals which eventually recombine to Hy and O9 gas
molecules. This phenomenon has been reported for ice [Mao06] and is observed in water and
other liquids (e.g. ethanol). Due to Fresnel-propagation the phase-enhanced silhouettes of the
randomly appearing, growing and moving bubbles add very pronounced stray intensities to the
radiographic projection images. When transformed into a 3D image these stray contributions
are integrated over large volume areas where they obscure the structural features of interest.
While measuring samples of human tooth dentin at the ESRF/ID19 beamline, a robust method
was developed to improve the image statistics and remove the stray intensities of the gas bub-
bles from the recorded data. This method is depicted in Fig. B.21 and a detailed report has
been written and submitted to Optics Letters in June 2007 [Zab07a].

A sequence of three tomographic scans is recorded instead of a simple scan, without unmount-
ing the sample or changing the detector position. By taking into consideration that the bubbles
are changing their position and size with time, time-median radiographs are constructed from
matching image points in identical projections of the sequential scans. In addition, image noise

and ring artifacts are strongly reduced if small vertical shifts (10 to 20 um) are applied to the
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Figure B.21: Schema for calculating time median datasets. Three tomographic scans are
aligned and time-median radiographs are obtained from matching pixels in the radiographs.
The field of view of the detector is chosen such that the strong edge enhancement of the
PMMA vial is eclipsed from the 3D reconstruction.

sample between two successive tomographic scans. During standard brightfield normalization
every three projections that are belonging to the same projection angle are realigned, i.e. the
vertical shifts are numerically reversed by Fourier image cross-correlation and image transla-
tion. Recording three scans, each comprising 900 — 1500 projections, and reconstructing a 3D
volume from time-median images has shown to yield excellent results. Fig. B.22a shows a
typical radiographic image of a water-immersed fragment of human tooth dentin (£ = 22keV
and Az = 0.7 um). Note that the phase-enhanced silhouettes of bubbles are well pronounced
while the edge-contrast of the surrounding plastic vial is eclipsed thanks to the limited field of
view of the detector. By calculating a time-median image (shown in Fig. B.22b) from three
sequential scans, the bubble silhouettes are almost completely removed from the radiograph,
whereas the image resolution is unchanged and the statistics are significantly improved.

A closer look at the measurements revealed that bubbles forming on the sample surface (prob-
ably due to dissociation of the water inside the sample) expand quickly at a rate of 2— 3 um/s
reaching diameters of 60— 70 pm until they detach, unite and surface, vanishing from the field
of view in an intermittent manner. On the other hand bubbles that are attached to the vial
become larger (reaching 120— 150 um in diameter), they hardly move and expand at rather
moderate rates of 0.3— 0.5 um/s. Typical radiographs show 15 to 25 larger bubbles which can
maintain their position for a rather long time (minutes) until they eventually disappear (e.g.

due to the fast lateral movement when the sample is moved out of the beam to record bright-
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(b)

Figure B.22: Time-median method to remove stray intensities caused by gas bubbles from
pictures of water-immersed samples: (a) Typical radiography showing a wet fragment
tooth dentin. Phase enhanced silhouettes of gas bubbles are observed in close vicinity
of the sample. (b) Time-median radiograph of the same sample calculated from three ra-
diographs recorded for the same projection angle during sequential scans.

field images). Silhouettes of bubbles smaller than 20 um in diameter were hardly visible in the
images.

Still, the issue of bubble formation and growth rate, in other words the question “How fast
is the water transformed into gas?” remains open. A closer view onto the tip of the sample
shown in Fig. B.22 reveals that a large amount of small gas bubbles is forming, growing and

detaching at high speed at the open top endings of the dentinal tubules (see Fig. B.23).

Figure B.23: Gas bubbles forming at the top endings of the micron-sized dentinal tubules:
(a) Enlarged view on a fragment tip of tooth dentin (exposure time 0.1s). White arrows
indicate the orientation of the tubules. (b) The same sample immersed in ethanol. Gas
bubbles are continuously forming, growing and detaching to float up to the liquid surface.
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The maximum possible amount of produced gas can be estimated by considering 1 mm? of
water which is exposed to X-rays of 20 keV photon energy and a typical photon flux density
of 102 Ph/mm? /s (output of the undulator used at the EDRF/ID19 beamline). The binding
energy (free enthalpy) of a single water-molecule is 20 kJ /mol = 0.2 eV. Note this is 5 orders
of magnitude smaller that the energy of one photon. Approx. SI7% of the radiation is absorbed
in 1 mm? of water corresponding to 7 x 1019 Ph/s. The 3 x 10'® molecules present in 1 mg
H20 could thus be dissociated at a maximum rate of 7 x 10'5 molecules/s, i.e. 2pg/s. In
terms of gas this corresponds roughly to a rate of 2mm?/s. After 8 minutes ~ 1 mm?® water
would be consumed which is fortunately not in agreement with the experimental observations.
It can therefore be assumed that the majority of free radicals recombine into water molecules

and only a tiny fraction transforms into gas. Heating effects were not observed.

B.3 Phase-retrieval: Theory and implementation

A large number of numerical methods (phase-retrieval algorithms) have been developed over
the last decade in order to obtain the best possible approximation of ¢(x,y) - the linear pro-
jection (along z) of the real decrement § of the sample refractive index n(z,y, z) which is
encoded in the phase of the sample transmission function 7T'(x,y). X-ray phase contrast is
commonly obtained via Fresnel-propagation of partially coherent synchrotron light and the
appropriate interference fringes are observed when high-resolution images are recorded at
moderate sample-detecor distances. Under certain assumptions, the analytic transformation of
the phase-shifts ¢(x, y) into Fresnel-diffraction patterns can be linearized in reciprocal space
[Gui77]. Thus approximate solutions of the phase-retrieval problem can be obtained from one
or more phase contrast images. Different X-ray imaging experiments (e.g. double crystal or
phase-stepping interferometers, inline holography, analyzer based imaging systems, etc.) are
known to generate various types of phase contrast in the recorded radiographs leading to dif-
ferent numerical approaches which have been optimized to provide the best solution to each
particular phase-retrieval problem (for a review see [MomO03, Pag06]).

The quest for ¢(z, y) may be called an inverse problem. In contrast to a direct problem which
constists of quantifying the effect of a given cause, the associated inverse problem attempts to
infer the cause from a measured effect which is for the given case comprised in one or many
images. Additionally phase-retrieval is often called an ill-posed problem implying that (a) no
solution exists, or (b) an infinite multiplicity of non-unique solutions exists which may not be
distinguished from each other. In most cases this ill-posed problem can fortunately be cured

by adding relatively few a priori information and/or using iterative corrections.

B.3.1 Methods based on contrast transfer functions

The most common way to retrieve maps of ¢(x,y) from Fresnel-propagated X-ray images

Ip(z,y) is to assume a linear relationship between Ipand (ﬁ in reciprocal space. The methods
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based on this linear assumption (sometimes refered to as first Born approximation in anal-
ogy to scattering theory) are called contrast transfer function methods (CTF). One or many
radiographs, recorded at different propagation distances D = dL/(d + L) (L the source-
sample distance and d the sample-detector distance, see section 1.3) may be used to calculate
¢(x,y). If absorption is not negligible, a minimal set of two radiographs is required to re-
trieve maps of ¢(z,y) and B(z,y). Considering the transmission of an incoming wave by a
thin object (so that internal scattering can be neglected). The outgoing wave directly behind
the object is the product of the incoming amplitude w;,.(z,y) with a transmission function
T(z,y) = explip(x,y) — B(x,y)] wherein ¢(x,y) and B(z,y) represent line integrals of
0 and 3 along the direction of propagation z. For the sake of simplicity u;,. — 1 and only
T(x,y) is considered. Hence convolution of 7'(x,y) with a function Pp(x,y) occurs when
Fresnel-propagation is applied over a propagation distance D and up(z,y) = (T * Pp)ay.
The measured intensity is thus given by I'p(z,y) = |up(z, y)|? (see eq. 1.25).

Writing u p in reciprocal space allows to express Fresnel-propagation simply in terms of a mul-
tiplication and @p (£, fy) = T(fe, ) Pp(fe, f,) With Pp(fa, f,) = exp[—imAD(f2+ f2)]
and (f., fy) the spatial frequencies, conjugate to (x,y). According to Parcival’s theorem, the

Fourier transform p of the recorded intensity Ip is the autocorrelation of 4 p:

In(forf)) = / / dady exp (27 (foz + fyy)] Ip(z.y) (B.8)
= (ap*45)y, 4, (B.9)

where the superscript ‘cc’ denotes the complex conjugate. In order to find a simple expression
of I p itis convenient to restrict the calculations to one coordinate x (f respectively) and insert
Ip = up - ufinto eq. B.8

T 1 * 27 fx z'7r<z7t>2 ! ree (4! —iﬂ(zft/)Q
Ip(f) = D dx e dt T(t)e'™ D dt’ T(t")e 0 (B.10)

//dtdt’ {/ d e””(f5+5)}T<t)ch(t’)eE><t2f’2> (B.11)

e~ ImADS? / dt T()T(t — AD f)e2™ It (B.12)

introducing s for the integration over the object exit surface. The integral in the curved brackets
(eq. B.11) yields a Kronecker delta dx (' — ¢ + ADf) which was used to reduce eq. B.11
to a single line integral (eq. B.12). A symetric form of Ip is obtained by changing variables

t—t+ADf/2:
In(f) = / it T <t + M;f> e <t - M;f> ci2elt (B.13)

Under the assumption that phase variations in 7'(x) are sufficiently smooth, in other words
|p(x) — ¢p(x — AD f)| << 1, and neglecting absorption B(z), eq. B.13 can be simplified:

In(f) = /dt [1+i<¢<t—|—)\12)f>—qb(t—/\,;Jc)ﬂen”ft (B.14)
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D(f) +i [T ™I — DI Gy ) (B.15)

0
Sp(f) + 2sin(mADf2)o(f) (B.16)
The last formula is remarkable simple compared to the conventional calculations of Ip(z)
which demand to evaluate the Fresnel-integral by using their geometric representation (Cornu
spiral). The term 2sin(7AD f?) is called the contrast transfer function (CTF) of ¢(z) and it
is straight forward to include weak absorption properties of the object, i.e. B(xz) << 1 which
adds a term —2 cos(7AD f2)B(f) to eq. B.16 (the CTF of B(z)).

For a single image of a phase object (i.e. B(z) = 0), ¢(z) can be obtained by solving eq. B.16
for ¢ and applying an inverse Fourier-transformation (iFFT). Before this method is applied, a
small term €( f) has to added to the right hand side of eq. B.16 in order to avoid the roots of the
CTF. It has been shown that if /N Fresnel-propagated images are recorded at suitable distances
D the quality of the retrieved phase-maps can be significantly improved [Zab05]. A solution
for ¢(f) is found by the least squares method, minimizing the cost function

2

1 & . )
S. = NZ/df 5P () - 1500 (B.17)
j=1

F)

with fl()wp ) the Fourier transform of the experimentally recorded images and f](jCT given
by eq. B.16. Calculating the roots of the first derivative of eq. B.17 with respect to qg ie.
0S./ d¢ = 0 results in the following phase-retrieval formula:

) SN ISP - sin(zAD; f2)

7=1
e(f )+ZN 2sin?(7AD; f2)

(B.18)

wherein a small a priori term €( f) has been introduced for regularization of the CTF roots. By
choosing 3 — 4 propagation distances D, in such a manner that the roots of the corresponding
CTFs do not overlap but rather compensate each other to yield a smooth function in the de-
nominator on the right hand side of eq. B.18, the effect of (f) can be reduced and improved

phase-maps are obtained [Zab05]. The distances D; are calculated by a thumb rule:
AD ~ [384-A2?+04- Az —0.1] - k—9.9- Az +4.7 (B.19)

with k an integer, Ax the pixel size in ym, A in 0.1 nm and D in mm. Eq. B.19 was found by
numerical optimization of the propagation distances. To include weak absorption (B(x) <<
1) the cost function B.17 is minimized with respect to B and gfg and solving the resulting

homogeneous system of two linear equations yields

B(f) = i KZI”” sin(mAD; f?) SZI ) cos(mAD; f2)|  (B.20)
L '] 1

) A A

o = 5x CZI(Defp)Sin(ﬂ)\Dij)—KZI(Defp)COS(W)\Djf2) (B.21)
| =1 j=1
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with the following coefficients (where « replaces the term 7AD; f 2):

N N N
K = Zsin(a) cos(a), S= ZsinQ(a) , C= ZCOS2(Q) and A= SC — K?
j=1 j=1 j=1

(B.22)
A small €(f) may be added to the denominator A for regularization. It has been shown
[Clo99a, Tur04] that (B.20) and (B.21) can be reduced back to a single equation in the case of
an object with a homogeneous and known composition. The detector response can be included
by multiplying eq. B.16 with the modulation transfer function (MTF) and calculating B and
(;AS for a finite detector blurring. Yet, due to white noise in typical radiographic images (which

would be amplified by deconvolution of the detector response) this method is often impracti-
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Figure B.24: The CTF phase-retrieval method for a set of three Fresnel-propagated im-

ages.

Implementation of the CTF-method for pure phase objects is depicted in Fig. B.24. Con-
sidering a set of IV Fresnel-propagated radiographs recorded at increasing propagation dis-
tances D1 < Dy < ... < Dpy. Following brightfield normalization (cf. section B.1)
the images I ... In_; are rescaled (operator M in Fig. B.24) to compensate for the fi-
nite source-sample distance L, in other words the magnification M = (d 4+ L)/L taking
place at increasing sample-detector distances d. The rescaled images are aligned with Iy via
image cross-correlation (C in Fig. B.24) followed by image translation (T). Fourier trans-
forms of the matching images are obtained by fast Fourier-tranformation [Fri05] and the
reciprocal intensities I p; are multiplied by factors sin(a;)/ > ; 2sin?(a;), wherein o =
7ADf?. Finally the filtered images are summed (A) and back-transformed into real-space
(iFFT) to obtain an approximate phase-map ¢(x). If absorption is not weak but the distribu-
tion of 3(z, vy, z) inside the sample is sufficiently homogeneous, an additional image Iy(z, y)

(recorded directly behind the sample, D ~ 0 m) can be used to construct pure phase images
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Ip, /1o, Ip, /1o, ..., Ipy /1o

Holotomography uses 3 — 4 tomographic datasets recorded at appropriate propagation dis-
tances. For each angluar projection the corresponding radiographic images are aligned and
a phase-map ¢(z,y,0) is calculated with the CTF algorithm. An iterative error correction
may additionally be used to refine the result by re-applying the algorithm, thus minimizing
the difference between the recorded intensities Ip, (x,y,0) and |exp(i¢(x,y,0)) * Pp,|*.
The retrieved phase-maps are then transformed into a 3D volume by standard filtered back-
projection. Note that unlike for absorption radiographs the images of ¢(z, y, f) are not mapped
onto a — log scale. The resulting tomogram is a representation of d(x,y, z) and thus of the
averaged electron density inside the material since § o< A\?p,;. Applications of this method are

shown in chapter 3.

B.3.2 Transport of intensity equation

Unlike the PM, the transport of intensity equation (TIE) differs from the standard CTF method
by the underlying laws of physics that are used to derive this method [Tea83]. The TIE is
obtained when a wave-Ansatz u(z,y,z) = /I(z,y, z) expli¢(z,y, z)] is inserted into the
paraxial equation (cf. section 1.3).

72#8](30,3/, 2)

Vo [I(x,y,2)Vid(z,y,2)] = N0z

(B.23)

Eq. B.23 may also be obtained from purely geometrical considerations and the energy con-
servation law. Note that by convention z is used here to descibe the sample-detector distance.
Under certain conditions eq. B.23 may be solved for ¢ [Pag98]:

2 1 o1
d(z,y,2) = —%vf <VL {WVL [VIZ%ZM] }) (B.24)

and by replacing 0I/0z with (I(z,y,z) — I(z,y, Az))/Az a phase-retrieval algorithm is
obtained (V and the inverse operator are commonly applied in reciprocal space in terms of
their Fourier representation, cf. section 2.1). The drawback of the TIE algorithm is that it

applies only to short propagation distances and thin objects.

B.3.3 Combined methods and iteration

It can be shown that the TIE and CTF methods converge similarly for the case of pure phase
objects in the small distance limit D +— 0 [Gui05]. For non-negligible absorption of the object
however, the two approaches do not coincide. A combined method was elaborated in view
of reconciling the two formulae in order to create an improved robust algorithm for the phase
retrieval of mixed objects (i.e. smooth phase-shifts and non-negligible absorption).

Assuming a mixed object function with smooth phase-shifts and making an Ansatz similar to

the one used to derive the TIE algorithm, i.e. T'(x,y) = a(x,y) explig(z,y)] with a(z,y) =
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Iy(x,y), and inserting T'(z, y) into eq. B.13 yields a generalized CTF formulation:

Ip(f) = /dta (t+M;f) a<t— M;f)
X [1 + i (t + M;f> —i¢ <t — Al;fﬂ et ft (B.25)
= Ip(f) = I%7° 4 2sin(mADf?)FT{Io(z) - ¢(z)}

AD (I}, -
+5= cos(mAD f2)FT{(§$¢)
The Taylor expansions a(t + ADf) + a(t — ADf) ~ 2a and a(t + A\Df) — a(t — ADf) ~
2\D fa' were used to obtain eq. B.26 which coincides with the TIE for D +— 0. The Fourier

transform (FT) of the intesity in the absence of phase-shifts is denoted jgzo and can be cal-

} (B.26)

culated from measured values of a(z). The drawback of this generalization is that eq. B.26 is
not invariant under the transformation ¢ — ¢+ const. but in practice this problem is solved
by assuming ¢ = 0 outside the object [ YamO04].

This combined method was applied to retrieve the phase maps from holotomography data
which was acquired during the experiment MA-104 at the ESRF-ID19 beamline (see chapter
3). For each sample several tomographic datasets were acquired at /N +1 propagation distances
Dy.1,.., v whereby the image Iy represents an absorption radiograph (Dy ~ 0) and respec-
tively. A first estimate of ggo( f) is obtained from the Fresnel-propagated images Ip,,...Ip,
by using eq. B.18. Then a normalized phase map is obtained from the real part of the inverse
Fourier transform ¢g(z) = R{FT¢o} /Iy and an improved phase map is calculated

SN ISP (f) - sin(rAD; f2) — 3 cos(mAD; f2) - FT %;Ij}]
e(f) + 321, 2sin®(wAD; £2)

o1(f) = (B.27)

wherein ¢ = ¢g (:L‘)I(/)(lp ) /1o and I(/](lp ) is the first derivative with respect to z of the absorption
image after application of a low-pass filter. The latter is conventionally applied in reciprocal
space and accounts for the fact that the projected absorption of the sample is a smooth function
keeping the corrections to the CTF small. The corrected phase map ¢ () is calculated in real

space and eq. B.27 is applied iteratively aiming to minimize |¢; — ¢;j_1/.
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