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Preface 

 

 

 

The International Workshop on “Smart Systems and their Applications” is the ninth in a successful 

series of workshops that was established by Shanghai Jiao Tong University and Technische 

Universität Berlin. The goal of these workshops is to bring together researchers from both universities 

in order to present research results to an international community. 

 

The series of workshops started in 1990 with the International Workshop on “Artificial Intelligence” 

and was continued with the workshop on “Advanced Software Technology” in 1994. Both workshops 

have been hosted by Shanghai Jiao Tong University. In 1998 the third workshop was organized in 

Berlin. This workshop was essentially based on results from the Graduiertenkolleg on 

“Communication Based Systems”, funded by the German Research Society (DFG) from 1991 to 2000. 

The fourth workshop on “Robotics and its Applications” was again held in Shanghai in 2000. Two 

years later, in 2002, the fifth workshop on “The Internet Challenge: Technology and Applications” 

was hosted by TU Berlin, and in 2005 the sixth workshop on “Human Interaction with Machines” was 

held in Shanghai. The seventh workshop took again place in Berlin. It was devoted to the Topic 

“Embedded Systems – Modeling, Technology and Application”. At this workshop, for the first time, 

three students from TU Berlin received their SJTU master degrees and, in addition, their TUB 

diplomas after studying for two years at the Jiao Tong University under the framework of the dual 

degree program between SJTU and TU Berlin. Since, more than sixty students from both universities 

have been awarded the two degrees under this program. In 2008 the eighth workshop on “Autonomous 

Systems – Self Organization, Management, and Control” was organized at Jiao Tong University. 

Fourteen guests from TU Berlin participated in this event. 

 

The subject of the ninth workshop on “Smart Systems and their Applications” reflected the recent 

successes in complex intelligent solutions. The two universities have actively contributed to these, in 

their fundamental studies as well as in the development of real life applications. This became 

particularly evident in the invited talk by Ralf-Guido Herrtwich on “Cars and LTE: Beyond the 

Obvious”. Professor Herrtwich showed in his impressive presentation the path from research to market 

in smart systems applications in cars. The workshop was chaired by Prof. Zhang, Prof. Heiß and Prof. 

Mahr and was organized with the help of Prof. Möller from the Telecom Labs at TU Berlin. It showed 

the high level of quality and international relevance of research and development acquired by the two 

institutions. And it proved the success of twenty years of cooperation.  

 

Berlin, 25. September 2011 

 

Bernd Mahr and Sheng Huanye 
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Abstract. In this paper, we show a demo system and present a novel approach 
for constructing a collocation database for the Chinese language. A collocation 
is a pair of two words that are most likely to co-exist in both verbal and written 
language, while an opinion-element collocation is a collocation whose 
composition words contain opinion/sentiment element. An opinion-element 
collocation database will be useful for the Opinion Mining task in many 
aspects. We use search engine as our fundamental tool mainly because it could 
help us to seek both domain-specific and domain-independent collocation pair, 
and we use HowNet as a resource because it can offer rich semantic information 
which will help us to classify the collocation into domain-specific or domain-
independent type. The tool and resource are combined to build a smart system 
that can automatically crawl data from the Internet and analyze the extracted 
collocation. Finally, in order to ensure the quality of the extracted collocation 
we evaluate it manually. The experimental results on the COAE2008’s public 
corpus and the opinion-element collocation database produced by our system 
have proved the success of this approach for the four domains. 

Keywords: collocation, opinion mining, search engine, HowNet 

1   Introduction 

Opinion Mining is a hot research task in recent years [1, 2, 3, 4, 5, 6], which deals 
with the traditional NLP research area but contains many advanced sentiment analysis 
technologies. According to Kim and Hovy’s definition [1], an opinion contains four 
elements: claim, holder, topic and sentiment. In a claim, a holder (may be not existing) 
has sentimental comments on some topic (or more than one topic). Since the final aim 
of opinion mining is to get the sentimental polarity of a specified topic or text, and the 
polarity of a topic is determined by the sentiment that modifies it. Therefore, topic 
and sentiment play an essential role in opinion mining task and most of the recent 
work [1, 3, 4, 7, 8, 9, 10] focuses on topic and sentiment, including both English and 
other languages.  
  A sentence(separated by a period) may contain multiple topics and multiple 
sentiments, and sometimes a sub-sentence(separated by a comma) may also contain 
multiple topics and multiple sentiments, depending on the special grammar of the 



language itself, so it is necessary to point out which sentiment modifies which topic, 
which is a key point in opinion mining task. Among all the work involving the 
analysis of topic polarity, there is a methodology that analyzes topic and sentiment 
from the perspective of collocation [10, 11]. A collocation is a pair of two words that 
co-exist in both verbal and written language, for example, the word “rich” comes to 
you, the first thing that comes into your mind is somebody, like “Bill Gates”. An 
opinion-element collocation is one that contains opinion element in its composition 
words, and in this research we limit its composition to be a topic word and a 
sentiment word. Like, “smart” and “system” form an opinion-element collocation. An 
opinion-element collocation is more suitable for the Opinion Mining task because 
sometimes it could help determine and validate the precious matching of a given topic 
and its corresponding sentiment especially when there are multiple topics and 
sentiments in a sentence.  

In this paper, a novel approach is applied to construct such an opinion-element 
collocation database. It is constructed in the form of a pipeline: firstly we use an 
online search engine to crawl and collect the intended data from the Internet; secondly,  
after data cleaning and preprocessing, the crawled data are transferred to the next 
stage to be analyzed by a dependency parsing tool Deparser [12], which can help 
extract the potential topic-sentiment collocations; Finally, HowNet [13], functioning 
like WordNet [14], is used to mine the semantic information behind the collocation 
pairs as well as to classify the pairs into domain-specific and domain-independent 
ones. Because the whole system also needs human involvement and intervention, for 
example, human judgment is needed to check whether the potential collocation 
extracted by Deparser is correct or not, therefore we call our system quasi-intelligence 
system, that is, self-automatic. Section 4 gives the detailed overflow of the whole 
system. The system is established to construct an opinion-element collocation 
resource for more advanced research and is served as a basic component. This paper 
focuses on how we construct the system and some design details about the system, 
more application can be found in a recent research [11]. The experiments is conducted 
on the COAE2008’s public corpus [15] to compare results before and after using the 
knowledge of opinion-element collocation and the experimental result proves that the 
collocation database can help a lot in our approach.  

The following of this paper is organized as follows: Section 2 talks about the 
related work. Section 3 introduces the tools and resource we utilize and Section 4 
gives the overall architecture of our system and gets into the details of each 
component. Section 5 presents the experiments and the conclusion is given in Section    
6. 

2  Related Work 

There are many topics discussing about corpus construction in recent years; there is a 
trend that researchers begin to facilitate the online resource to conduct their 
experiments. For example, Wikipedia [16] is a good resource for constructing 
ontology; Google [17] is famous for its large-scale data and many researchers have 
used the massive data to conduct experiments and test their ideas. In Chinese, we also 
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have many function-like online resources, like Sogou Lab [18] and Baidu [19], of 
which the former offers many useful corpus extracted from the Internet and the latter 
is a good search engine especially for Chinese language processing. We list two 
researches [20, 21] which have taken search engine as a tool for related collocation 
researches, and we believe the Internet will play a more and more important role in 
both research and life. It’s not the first time that we use search engine for research or 
the last time. 

3  Tools and Resource  

In this section, we briefly introduce the tools and resource utilized in our system. 

3.1   Search Engine 

Here we use search engine mainly to get the search snippet for each search item in the 
search result lists. Fig.1 gives a screenshots of a search result.  

 
 

 
 
Fig. 1. Search Result for “车内空间大乘坐舒适(the inner space of this car is large and 
it sits comfortable)” using Baidu. Content in green box represents the snippet and 
words in red means hitting the keyword. Content in red box represents the URL where 
the search result comes from, the URL domain will be counted and the frequently 
existing ones will be kept for future use, i.e. they may be domain-specific sites. 
 
The terminology “snippet” can be interpreted as the abstract for the page content. 

The snippet tries to summarize and cluster similar and related sentences into it to meet 
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the users’ purpose. So it is reasonable that the snippet contains useful and meaningful 
information for the given key words. In our operation, we input a sentence from the 
testing corpus and want to get similar context, it is effective to use the snippet for 
such a task.  

3.2   Deparser 

Deparser is a NLP tool that can be used for many Chinese NLP tasks, for example, 
word segmentation, POS tagging, dependency parsing and so on. In this section, the 
dependency parsing is introduced because we depend on this module to extract the 
potential opinion-element collocations. The dependency parsing algorithm takes some 
strategies to extract the most probability modifying-modified dependency relations in 
a sentence, so it is also an intuitive idea to get the intended opinion-mining 
collocation from the dependency pair plus the POS and dependency type information 
[7], if such opinion-element collocation does exist in the analyzed sentences and 
satisfy certain conditions [7]. Detailed algorithm is given in Section 4. Fig.2 gives a 
simple example of dependency result from which you could get a direct impression of 
how Deparser works.  
 
 

 
 

Fig. 2. Dependency Analysis Result for “我喜欢游泳  (I like swimming)” using 
Deparser. In this example, “我（I）”and “喜欢(like)” form a SBV(subject-verb) 
dependency; “ 喜 欢 (like)” and “ 游 泳 (swimming)” form a VOB(verb-object) 
dependency. “喜欢(like)” and “游泳(swimming)” form an opinion-element collocation 
because “喜欢(like)” is a topic element and “游泳(swimming)” is a sentiment element. 

 

3.3   HowNet 

HowNet is an online common-sense knowledge base unveiling inter-concept relations 
and inter-attribute relations of concepts as connoting in lexicons of the Chinese and 
their English equivalents [13]. It offers rich information for the lexicon, including 
some semantic information, like the different meaning of a word and the occasions 
when it is used in. Take the word “品尝(taste)” for example, it has the following 
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property: DEF=attribute|属性,taste|味道,&edible|食物. The DEF property gives the 
concept and attributes of a word (lexicon). In scenario “taste some foods”, “taste” 
plays as a verb; in scenario “the taste is not bad”, however, “taste” plays as a noun. 
Another example is that “doctor” and “patient” are belong to a more general concept 
“human being”. We will take advantage of the hierarchy information supplied by 
HowNet to classify the opinion-element collocation into domain-specific and domain-
independent types. 

4  System Introduction 

This section gives the overall architecture of the system and goes into details for each 
component.  

4.1   Architecture of the System 

Fig.3. presents the architecture of the whole system. The system can be divided into 
four parts: Crawler, Parser, Human Editor and Classify Component. Crawler is the 
component using search engine to get the snippet for each query. Parser is the 
component used to extract the potential opinion-element collocations. Human Editor 
is for manual correction and modification, one more notice is that the Human Editor 
module is added in this system for quality issue. In our previous studies, it doesn’t 
exist because we approximately regard the potential opinion-element collocations 
extracted by Deparser is correct. The classifier adopts HowNet to classify the 
collocations into domain-specific and domain-independent types for further use. The 
interchange files are all formatted in self-defined XML schema. 

4.2   Crawler 

The crawler gets user input and sends the http request to the specified search engine 
using its public API, and then it processes the received data to get the snippet for each 
query. Also some data cleaning and preprocessing work should be completed in this 
component. Fig.4. shows a snapshot for this component. The input sentences are 
selected directly from the corpus used for other advanced researches. We benefit from 
the snippet because it can return similar and related information except for the 
original query. As to data cleaning and preprocessing, two kinds of information are 
considered in this paper: replication and advertisement. Replica is caused mainly 
because the same article is reshipped by many sites and it is easy to kick off the 
replica by computing the similarity of the snippet. For ads, a list of common 
advertisement words, like “discount”, “for sale” is collected and we can discard the 
snippet if it hits too many obvious advertisements. How many snippets should we 
collect? By experience, we choose the first 5 search result pages as our sources for 
snippet because the quality for the search is not satisfied due to our observation on 
average. Of course this value can be modified in the configuration file. 
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Fig. 3. System Architecture. The system starts from user query input query, then it 
makes use of search engine to crawl the search snippet, after parsing, human editor 
and classifying processing, we get the final collocation database. After Parser and 
Human Editor, there is also output of collocations, compared to the final collocation, 
they are of different use. 
 
 

 
Fig. 4. Snapshot for the Crawler Component. We choose Baidu as the default search 
engine because it is more professional in Chinese. 

4.3   Parser 

The Parser component analyzes and extracts the potential collocations from the output 
of the Crawler component. In the previous work [7], we find three types of 
dependency relations are important for Opinion Mining task, that is SBV (subject-
verb), VOB (verb-object) and ATT (attribute). For example, in the sentence “The boy 
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is cute”, the words “boy” and “cute” form an SBV dependency relation; in the 
sentence “I like swimming”, the words “like” and “swimming” form a VOB 
dependency relation; in the sentence “beautiful pictures and delicious food”, the 
words “beautiful” and “pictures” form an ATT relation. These three dependency types 
cover almost 90% of the opinion-element relations in the corpus we conduct 
experiments on, so it is reliable that we only consider these three types to extract the 
opinion-element relations, which can be regarded as the potential opinion-element 
collocations. Additionally, we examine whether a collocation contains sentimental 
word in it to determine whether it is a potential opinion-element collocation. For 
efficiency issue, we can start multiple threads for the Parser component since it is the 
most time-consuming module in the whole system. The value could be modified in 
the configuration file. Below is a simplified algorithm from research [7] that we apply 
to extract the potential collocations. 
 
Input: Sentence S, Sentiment Dictionary SentDict 
Output: Collocation Set ColSet 
program ExtractPotentialOpinionElementCollocation: 
1. ColSet = {} 
2. DepRelationSet = Parse(S) 
3. Foreach DepRelation in DepRelationSet: 
4.   If DepRelation in {SBV,ATT,VOB}: 
5.     (word1, word2) = DepRelation 
6.     If word1 or  word2 in SentDict: 
7.       ColSet.Add(DepRelation) 

4.4   Human Editor 

This component is designed for human editing the result conducted by the Parser 
component because the opinion-element collocation extracted by Deparser may have 
errors especially when there are multiple topics and sentiments in a single sentence. 
So it is necessary to conquer this issue with a human editing process. Fig. 5 gives a 
screenshot for this component. 

4.5   Classifier 

This component classifies the extracted collocations into domain-specific and 
domain-independent ones for further use. Intuitively speaking, the word “good” can 
almost modify any object, but some words are domain-specific, like “fuel-consuming” 
is most probably specified to the engine. HowNet offers rich information for each 
lexicon it includes. For each collocation, we focus on both the sentiment word and the 
topic word, by examining the values given in the DEF property and the hierarchy 
information it offers, we can classify them to the specified domains. As you could 
image, HowNet can’t promise every word having its definition, so the ones that don’t 
exist in HowNet are labeled as unknown. Due to our subsequence work, now we have 
four domains: car, digital camera, PC and MP3, plus the domain-independent and 
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unknown class, there are 6 classes in all. Randomly picking items in each domain-
specific class, we find the classification effect is to our satisfaction. 
 
 

 
 

Fig. 5. Snapshot for the Human Editor Component. The colored line is the extracted 
result from the Parser component. Words in red present topic and words in yellow 
present sentiment. The following table is the extracted potential opinion-element 
collocations, you can “edit”, “delete” or “save” a potential collocation, even you can 
“new” a collocation if it is missed.  

5  Experiments 

We conduct experiments from two perspectives, one is to test the system itself to 
prove our approach is feasible and adaptive; the other is to use the collocations 
extracted from the system for further research to prove the collocation database is 
useful and valuable.  

5.1   Corpus 

The testing corpus is from COAE2008’s public testing corpus. COAE [15] stands for 
Chinese Opinion Analysis Evaluation, so it is proper as a base to get more corpuses 
from the Internet. The corpus has four domains, that is, car, mobile, PC and MP3. 
Each domain contains about 100 articles and each article contains 1 to 7 sentences. 
Each article is considered to be of sentimental polarity, but the sentences it contains 
may be declarative sentences. The following is an example from the public corpus: 
“哈弗 M2 的座椅为双色织布面料，与内饰整体色调比较协调，侧向支撑力不错。

驾驶员座椅为手动四向调节，可满足各种身材、体形的驾驶者，提供最佳驾驶

姿态。(Harvard M2 has seats with double-dyed fabric, which are harmony with the 
overall tone of the internal decoration; the lateral support is satisfying. The driver’s 
seat can manually adjust to four directions, which is suitable for drives of different 
shapes and can offer the best driving posture)”. Words in yellow means the sentiment 
word, you may notice that some sentences don’t contain sentiment word at all, so 
most probably it is just a declaration. We will select the sentences that contain 
sentiment word to be the input query for our system. 
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5.2  Experiments on System 

To our knowledge, there was no similar work on the construction of collocation 
database before, so we try to evaluate and test from the following aspects: 
 Output/Input Rate: 

Here the “Output/Input Rate” is computed as Eq.1: 
 

         O/I-Rate = #（𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠）
#(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡 𝑞𝑢𝑒𝑟𝑦)

                  
(1) 
 
Table 1 shows the O/I Rate according to different input query. The input query 
sentences are randomly selected from the COAE2008’s public corpus and the 
extracted collocations are directly extracted after the Parsing component, in 
which no human intervention is involved. The rate decreases as the number of 
input query increases. It is because that the input sentences may come from the 
same article in the corpus, so the search result returned may be similar, so there 
is duplication. But as you can image, this simple but novel approach could 
indeed get the intended collocations, 200 input query sentences could get as 
many as nearly 7000 collocation pairs, which is to our delights. Little effort, but 
great pay! 

Table 1. O/I Rate Experiments Results 

#(input query) #(extracted collocation) O/I Rate 
100 3567 35.67 
200 6720 33.60 
300 8340 27.80 
400 10024 25.60 
500 10943 21.87 

Ave.    28.91 
 

 Human involvement Effect 
This criterion is used to evaluate how the human involvement affects, or in other 
words, we want to know how the Parser component works. Due to this is a time-
consuming work, we just select 20 sentences to compare the results before and 
after human modification. We make statistic on the #(edit number), #(delete 
number) and #(new number). Table 2 gives the result: 

Table 2. Human Validation Results based on 20 Queries 

#(query) #(collocation) #(Edit) #(New) #(Delete) 
20 711 42  17   27 

Percentage    5.9% 2.3%  3.7% 
As you could notice, the overall human effort affects for 10% about the 
collocations extracted directly from the Parser component, so we think the 
results extracted by our system is reliable and the quality is ensured. 
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 Classification Effect: 
This result depends on the coverage fraction of the HowNet. We extract 
collocations from 200 sentences in Table 5.2 and classify the collocations into 6 
classes (Section 4.5 gives the details). Altogether 6720 collocations and there are 
nearly 4000 collocations belong to the unlabeled class, the four domains(car, 
mobile phone, PC and MP3) counts about 1400. Randomly picking collocations 
from the 4 domains, we feel the classfication result is to our satisfaction. This is 
just a try, we can complete and mine further on this component, more semantic 
information should be taken into consideration. 

5.3  Experiments on Collocations 

We just list the result from one of our previous studies [11] to show the collocations 
indeed could help in further research. Table 3 gives the result: 

Table 3. Opinion-element Relation Extraction Results 

 P R F 
Baseline1(Closest-pair) 51.60% 73.85%  79.60% 
Baseline2(Parsing) 72.53% 85.99%  78.63% 
Our method(Collocation)     73.92% 93.37%  82.47% 

 
The experiment is conducted to extract the opinion-element relations that exist in a 
given opinioned sentence. The testing corpus is also the COAE2008’s corpus. An 
opinion-element relation is a relation between a topic word a the sentiment word, the 
sentiment word modifies the sentiment word. In the Parser component, the extracted 
dependency relations are such relations if they are correct. From a more general level, 
an opinion-element relation is an opinion-element collocation, the former is specified 
to a sentence and the latter is oriented to the statistic of language usage. The 
collocation plays an important role in this experiment and you could see that the recall 
of our method obviously improves to the existing common method. The collocation 
database in this experiment could help seek the opinion-element relations whose 
composition words may apart from each other, perhaps exist in different sub-
sentences, which is beyond the parser’s ability to extract. It has proved the success 
application of the collocation database. 

6  Conclusion 

The motivation for this work depends on our studies for Opinion Mining, in work [11], 
we extract opinion-element relations for Chinese; we find it necessary to build such a 
collocation database to help get a better result, so we did. In work [11], we have 
proved our method and the collocation database plays an import role in that work. 
Further, we think it can be extended to other uses, just list some: Chinese spelling 
check, for some domain-specific sentences, some words are rare and users who use 
Pinyin IME may get the wrong words printed on screen(the mis-spelled words have 
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the same pronunciation with the correct one, but with different characters), for 
example, “蓝牙(Bluetooth)” is often mis-spelled as “篮牙”. If we get the context 
around the mis-spelled word and the content can also be found in the domain-
specified collocations, then we believe, we can correct such kinds of mis-spelling via 
some strategies. Hope we can benefit from this system in future research and some 
extensions can be made on this system to make it more powerful! 
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Abstract. This paper presents a one-layer recurrent neural network for
solving the linear programming problems. The proposed neural network
is guaranteed to be globally convergent in finite time to the optimal so-
lutions under a mild condition on a derived lower bound of a single gain
parameter. The number of neurons in the neural network is the same as
the number of decision variables of the optimization problem. Compared
with the existing neural networks for linear programming, the proposed
neural network has salient features such as finite-time convergence and
a low model complexity. Specifically, the proposed neural network is tai-
lored to solve the linear assignment problem with simulation results to
demonstrate the effectiveness and characteristics of the proposed neural
network.

Key words: Recurrent neural network, linear programming, global convergence
in finite time, linear assignment

1 Introduction

Consider a general linear programming problem as follows:

minimize cT x,
subject to Ax ≤ b.

(1)

where x = (x1, x2, . . . , xn)T ∈ Rn is the decision vector, c ∈ Rn, A ∈ Rm×n and
b ∈ Rm.

Linear programming has widespread application scope in science and engi-
neering, such as associative memory, linear assignment and shortest path routing.

The work described in the paper was supported by the Research Grants Council of
the Hong Kong Special Administrative Region, China, under Grants CUHK417608E
and CUHK417209E.
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Over the past two decades, recurrent neural networks as parallel computational
models for optimization have received substantial attention [1][2]. Specially, re-
current neural networks for linear programming have been well developed. In
1986, Tank and Hopfield [1] proposed a recurrent neural network for solving the
linear programming problems for the first time. In 1988, the dynamical canoni-
cal nonlinear programming circuit (NPC) was introduced by Kennedy and Chua
[2] for optimization by utilizing a finite penalty parameter, which can generate
the approximate optimal solutions. Wang [3][4][5] proposed some primal-dual,
primal, and dual neural networks for solving the shortest path and linear as-
signment problems. Xia [6] proposed a primal-dual neural network for solving
the linear programming problems. Forti et al. [7] investigated the generalized
NPC (G-NPC) for non-smooth optimization, which can be considered as a nat-
ural extension of NPC. In order to reduce the model complexity, we proposed a
one-layer recurrent neural network for solving the linear programming problems,
which had lower model complexity [8].

Recently, the finite penalty parameter method was introduced for solving
optimization problems with bounded feasibility region [7]. However, in many ap-
plications, such as linear assignment [4][9] and shortest path problems [5][10][11],
the feasibility region of the optimization problems are mostly unbounded. Then
the neural network in [7] is not capable of solving these problems. This paper is
concerned with a one-layer recurrent neural network for linear programming, in
which the feasibility region can be unbounded. As a result, the proposed neural
network is capable of solving more general linear programming problems. In ad-
dition, the global convergence of the recurrent neural network is guaranteed to
be in finite time provided that its gain parameter in the nonlinear term exceeds
a given lower bound. Moreover, the proposed neural network is utilized to solve
the linear assignment problems.

2 Model Description

This section describes the recurrent neural network model for solving optimiza-
tion problem (1). According to the Karush-Kuhn-Tucker (KKT) conditions [12],
x∗ is an optimal solution of problem (1), if and only if there exists y∗ ∈ Rm such
that

c + AT y = 0, (2){
yj ≥ 0, if ajx− bj = 0,

yj = 0, if ajx− bj < 0,
(3)

where yj and bj are the jth components of y and b respectively, and aj denotes
the jth row of A (j = 1, 2, . . . , m).

Based on (2) and (3), the dynamic equation of the proposed recurrent neural
network model is described as follows:

ε
dx

dt
= −σAT g(Ax− b)− c, (4)
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where ε is a positive scaling constant, σ is a nonnegative gain parameter, g(v) =
(g1(v), g2(v), . . . , gm(v))T is the unipolar hard-limiting activation function and
its component is defined as

gj(v) =





1, if v > 0,

[0, 1], if v = 0, (j = 1, 2, . . . , m)
0, if v < 0.

(5)

3 Convergence and Optimality Analysis

In this section, the finite-time global convergence of the proposed neural network
is presented, and the optimal solution of problem (1) is guaranteed using the
proposed neural network with sufficiently large gain parameter σ over a derived
lower bound. In this paper, we denote Γ = {γ : γ = (γ1, γ2, . . . γm)T ∈ Rm, 0 ≤
γ ≤ 1 and at least one γi = 1} and AT Γ = {AT γ : γ ∈ Γ}.

Let ψ(x) = cT x + σeT (Ax − b)+, where e = (1, 1, . . . , 1)T ∈ Rm and v+ =
max{0, v}. Then its generalized gradient is ∂ψ(x) = c+σAT K[g(Ax−b)], where
K(·) denotes the closure of the convex hull. Then the neural network in (4)
is a gradient system of energy function ψ(x). Since ψ(x) is convex, the mini-
mum point of ψ(x) corresponds to the equilibrium point of neural network (4).
Thus, if neural network (4) has a stable equilibrium point, then the minimum
point of energy function ψ(x) is guaranteed. Next, we give the finite-time global
convergence of the proposed neural network as follows.

Theorem 1. If ψ(x) has a finite minimum, then the state vector of neural net-
work (4) is globally convergent to an equilibrium point in finite time with any
σ ≥ 0.

Proof: From the assumption, the equilibrium point set of neural network (4)
is not empty. Denote x̄ as an equilibrium point of neural network (4), then it is
a minimum point of ψ(x). It follows that 0 ∈ ∂ψ(x̄).

Consider the following Lyapunov function:

V (x) = ε(ψ(x)− ψ(x̄)) +
ε

2
(x− x̄)T (x− x̄), (6)

We have
∂V (x) = ε(∂ψ(x) + x− x̄).

Similar to the proof of Theorem 3 in [13], we have

V̇ (x(t)) ≤ − inf
η∈∂ψ(x)

‖η‖22, (7)

and the state vector of neural network (4) is globally convergent to an equilibrium
point.

Next, we prove that the convergence is in finite time. Assume x(t) is not
an equilibrium point, so that 0 /∈ ∂ψ(x). Since ∂ψ(x) = c + σAT K[g(Ax − b)]

15A One-layer Recurrent Neural Network for Linear Programming        .
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is nonempty and compact, one gets that infη∈∂ψ(x) ‖η‖22 is a positive constant,
denoted as β. Then, from (7), we have

V̇ (x(t)) ≤ −β.

Integrating both sides of the above inequality from 0 to t, it is easily to verify
that V (x(t)) = 0 for t ≥ V (x(0))/β. From (6), since V (x(t)) ≥ ε‖x − x̄‖22/2,
we get that x = x̄ for t ≥ V (x(0))/β. That is, x(t) is globally convergent to an
equilibrium point in finite time.

From the above analysis, the proposed neural network is guaranteed to reach
an equilibrium point in finite time. To obtain the optimal solution of problem (1),
the relationship between the optimal solution of problem (1) and the equilibrium
point of neural network (4) is presented as follows.

Theorem 2. Any optimal solution of problem (1) is an equilibrium point of
neural network (4) and vice verse, if

σ >
‖c‖2

minAT γ∈∆ ‖AT γ‖2 , (8)

where ∆ is the largest compact set in AT Γ\{0}.

Proof: The proof is omitted due to limitation of space.
According to Theorems 1 and 2, the state vector of neural network (4) is

globally convergent to an optimal solution of problem (1) in finite time if (8)
holds.

4 An Application for Linear Assignment

In this section, the proposed neural network is utilized for solving the linear
assignment problems. In the literature, several recurrent neural networks have
been developed for linear assignment (e.g., see [4][9]). The general assignment
problem is to find an optimal solution to the following linear integer program-
ming problem:

minimize
n∑

i=1

n∑

j=1

cijxij , (9)

subject to
n∑

j=1

xij = 1, i = 1, 2, . . . , n, (10)

n∑

i=1

xij = 1, j = 1, 2, . . . , n, (11)

xij ∈ {0, 1}, i, j = 1, 2, . . . , n. (12)
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According to [14], if the optimal solution of the primal assignment problem (9)-
(12) is unique, then it is equivalent to a linear programming problem by replacing
the zero-one integrality constraints (12) with nonnegative constraints as follows:

xij ≥ 0, i, j = 1, 2, . . . , n. (13)

Based on the primal assignment problem, the dual assignment problem can be
formulated as follows:

maximize
n∑

i=1

(ui + vi),

subject to ui + vj ≤ cij , i, j = 1, 2, . . . , n,
(14)

where ui and vi denote the dual decision variables.
Let x = (u1, . . . , un, v1, . . . , vn)T , c = (−1,−1, . . . ,−1)T ∈ R2n, and b =

(c11, . . . , c1n, c21, . . . , c2n, . . . , cn1, . . . , cnn)T , then the dual assignment problem
(14) can be written as (1) with A = (M E), where M is a block diagonal matrix
with M = diag{e, e, . . . , e} and E = (I, I, . . . , I)T , in which e = (1, 1, . . . , 1)T ∈
Rn and I is the n-dimensional identity matrix. Then the proposed neural network
in (4) is capable of solving the dual assignment problem.

Furthermore, for the dual assignment problem (14), the neural network in
(4) can be written as the following component form: for i = 1, 2, . . . , n





ε
dui

dt
= −σ

n∑
j=1

g(ui + vj − cij)− 1,

ε
dvi

dt
= −σ

n∑
j=1

g(uj + vi − cji)− 1.
(15)

The solution from the dual assignment problem can be easily decoded into
that for the primal assignment problem by using the complementary slackness
theorem as follows:

xij = h(ui + vj − cij), (16)

where h(z) is the output function defined as h(z) = 1 if z = 0, or h(z) = 0
otherwise.

The neural network in (15) has one-layer structure only with 2n neurons
(same as the number of decision variables in the dual assignment problem (14)).
Compared with the primal neural network [4] with n2 neurons and the primal-
dual neural network [11] with n2 + 2n neurons, the proposed neural network
herein has lower model complexity with one order fewer neurons. The proposed
neural network has the same model complexity as the dual neural network in [4].
Nevertheless, the parameter selections for the dual neural network therein are not
straightforward, whereas the proposed dual neural network herein is guaranteed
to converge to exact optimal solutions as long as its single gain parameter in the
model is larger than a derived lower bound.

According to the results in Section 3, the proposed neural network is capable
of solving the dual linear assignment problem as in the following result.

17A One-layer Recurrent Neural Network for Linear Programming        .
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Corollary 1. The state vector of neural network (15) is globally convergent to
an optimal solution of the dual assignment problem in finite time if σ >

√
n.

Proof: As c = (−1,−1, . . . ,−1)T ∈ R2n, ‖c‖2 =
√

2n. From the definition of
A for the dual assignment problem (14), its elements can take 0 or 1 only. For
any γ ∈ Γ , ‖AT γ‖2 gets the minimum value if one element of γ is 1 and the
others are 0, where Γ is defined in Section 3. By simple computation, for any
γ ∈ Γ , we have ‖AT γ‖2 ≥

√
2. Then, from (8), this corollary holds.

5 Simulation Results

We consider an linear assignment problem with n = 10 and

[cij ] =




1.6 6.7 −3.6 2.8 5.6 −4.1 10.5 4.2 −2.8 10.9
1.6 9.3 −5.8 5.1 −4.6 10.2 −1.2 −2.0 −2.2 8.3
8.0 11.8 −5.2 −1.7 −2.4 10.4 3.9 9.1 −7.8 10.6
1.4 2.1 1.2 −8.4 3.2 −7.7 4.3 −5.7 3.5 −1.8
−4.2 4.6 7.5 0.5 1.7 7.4 −3.9 −2.2 −5.0 −2.6
−3.6 −6.2 −2.4 −2.1 −5.0 −4.9 −3.6 −6.0 −2.1 −2.7
5.3 1.0 −3.5 5.5 3.4 8.3 9.1 0.5 4.6 −2.7
5.5 2.5 10.2 10.8 1.6 8.5 −5.8 −4.3 −2.9 −3.8
10.9 −4.6 −7.8 −1.2 2.5 −4.0 0.8 8.9 −5.1 −3.6
7.4 −6.6 3.7 3.3 7.8 5.5 6.0 8.7 5.1 −1.2




.

According to Corollary 1, a lower bound of σ is
√

10 ≈ 3.1623. Fig. 1 depicts
the convergence of the state variables (u(t), v(t)) with ε = 10−5 and σ = 3.2.
We can see that the state variables of neural network (15) are convergent to
an optimal solution of the dual assignment problem (14) in finite time from a
random initial point. Fig. 2 shows the convergence of the dual objective function
of problem (14) (i.e.,

∑n
i=1

∑n
j=1 cijxij in the primal assignment problem) with

three different values of σ. Using (16), the optimal solution to the corresponding
primal assignment problem can be easily interpreted as follows:

[xij ] =




0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0




.
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Fig. 1. Transient behaviors of the state variables of neural network (15) in the Example.
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Fig. 2. Global convergence of the dual objective function of neural network (15) in the
Example.
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6 Conclusions

This paper presents a recurrent neural network with a unipolar hard-limiting ac-
tivation function for solving linear programming problems. The finite-time global
convergence of the proposed neural network to optimal solutions is guaranteed
if its single gain parameter σ is larger than a derived lower bound. Furthermore,
the proposed neural network is tailored for solving the linear assignment prob-
lems. Simulation results are given with a numerical example to illustrate the
effectiveness and characteristics of the proposed neural network.
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Abstract. Current multi-core systems are able to deliver high perfor-
mance for parallel as well as single-threaded workloads. Unfortunately,
this performance comes at the cost of a high power usage. If the full per-
formance is not needed, multi-core systems are nowadays able to reduce
their energy consumption considerably. However, employed power man-
agement techniques often fail to exploit their potential. This is partly
caused by an improper consideration of the provided architectural fea-
tures resulting in a lower performance to energy ratio than necessary, and
partly because of its appliance in unsuitable situations reducing users’ ac-
ceptance. This paper sketches our vision of a holistic power management
approach that respects users’ needs, and we identify research challenges
on the way to a fulfillment of this vision.

Keywords: Power management, Multi-core, Scheduling, Holistic approach

1 Current Situation

Only a few years ago, power management was mainly an issue for portable
computers, where it directly affected mobility in terms of battery weight and
run-time. However, due to increasing energy costs and increasing environmental
awareness, the situation has changed fundamentally: Today, power management
is considered essential for all areas of computing ranging from small sensors
nodes over portable devices to large server farms. Regarding the desktop and
server market, this is also because the power envelope of processors raised from
only a few (e. g., 2 Watts for Intel’s 80386) to as much as 140 Watts (e. g., AMD
Phenom II 965). Therefore, methods to reduce energy consumption originally
invented for mobile processors are now omnipresent. They apply mainly when
a processor is not fully utilized or idle. Examples of these methods are voltage
and frequency scaling (ACPI P-states4), which are used to adapt the computing

4 For an overview on ACPI states see, e. g., [5].



power of a processor to the current load, as well as sleep states (ACPI C-states).
These approaches are mostly beneficial for desktop systems as the processor
often idles in such systems due to characteristics of interactive usage.

Today’s HPC architectures use the very same off-the-shelf processors as on-
the-edge servers and workstations, and thus, they feature the same power man-
agement properties. For HPC computers and server machines, the goal is usually
to fully utilize the machines and therefore avoid idling at all eliminating any ben-
efits from such approaches to power management. On the other hand, it is not
always possible to fully utilize such a machine: Load may be lower than expected
(especially in cases where a system is designed to guarantee given performance
parameters) or a parallel program executed on a large HPC system has phases
with low degree of parallelism forcing at least parts of the machine to idle. In
such cases, also HPC machines benefit from this kind of power management.

With the advent of multi-core processors, power management features can
be applied at the level of individual cores and additionally at the whole proces-
sor. For instance, cores may be driven into different P-states (if supported by
hardware) and there may be a deeper sleep state for the whole processor which
is entered when all cores are idle. Even more possibilities arise in multi-socket
systems, where power management can be applied to each processor separately
as well as for each core of each processor.

However, there is a pitfall when using all these power management features:
Energy consumption is a non-functional property that must be considered in
a holistic way, i. e., at all system layers. It is, thus, not enough to deal with
it at the hardware layer and ignore it at upper layers such as the operating
system and the applications. For example, an operating system which uses busy
waiting to access a device may inhibit the processor from entering its deeper sleep
states. Hence, operating systems and also application software must accompany
the hardware means to reduce energy consumption. Moreover, not only features
of the hardware (including processors) must be taken into account, but also
characteristics of applications, usage scenarios, as well as user expectations. For
instance:

– How does an application scale with increasing core frequency?
– Is it acceptable to execute a HPC application one third faster at doubled

energy costs?
– Has the user an interest in maximizing the performance of a certain appli-

cation?

Thus, only with this combined knowledge it is possible to balance energy con-
sumption and performance optimally. This is not done in current systems and,
even worse, functionality that is interdependent of power management is imple-
mented without explicitly considering this dependency. This mainly concerns the
scheduler, which decides when and where tasks are executed, since at the present
time schedulers do not consider the current P-state (i. e., actual frequency) of a
core when assigning tasks. In case it assigns a task to a processor core running
at a low frequency, this leads to a performance degradation if this task would
actually require a higher frequency to run best. The same is true if a task is
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running at a high frequency, although it would run with the same performance
at a lower one, resulting in a higher energy consumption. These effects occur
because, first, solely load is taken into account for deriving an appropriate fre-
quency and, second, frequency adaptations are always lagging behind as they
are usually done after periodical polls of the load. Furthermore, there is also a
delay caused by switching the frequency and voltage in hardware. As we showed
in a previous paper ([6]), these grievances together lead to the current situation
where – in many cases – power management degrades performance so heavily
that it is completely disabled by many users. Hence any potential to save energy,
especially in situations where it would work effectively, is inevitably lost.

There is a further aspect that remains to be mentioned: each processor gen-
eration improves existing power management features and also introduces new
ones to further reduce the power consumption of its components. Usually, oper-
ating system support comes after the appropriate hardware solution and older
operating system solutions may not work or are even counterproductive on more
advanced hardware. A good example for this are P-states which enable dynamic
adjustment of the voltage and frequency of a processor to the actual demand.
The idea is that due to the non-linear relation of power consumption and clock
frequency, it is usually much more efficient to run tasks at lower frequencies if
there is only light load, and, second, to reduce the frequency to the minimum
if the processor core is idle. Although the first is true in most cases, C-states
of modern processors are very effective by disabling large parts of a CPU up to
complete cores when they are not needed. This way, it makes nearly no differ-
ence in energy consumption if an idle core runs at high or low frequency because
it is almost completely disabled anyway. In essence, P-states are now of minor
importance to save energy when idling, instead they are more relevant to run
applications at their most energy-efficient frequency in case of light load.

For all these reasons, in this paper we depict our vision of what has to be
done to balance energy consumption and performance in a holistic way. We
believe that such an approach provides not only better results because it can
avoid negative synergy effects, but it would also gain a better user acceptance,
and thus, a better usage rate. We discuss some examples of existing approaches
that would be part of a holistic solution as well as possible research directions
to make this overall vision real.

The remainder of this paper is organized as follows: We start with introducing
our objectives in Section 2. Based on this, we discuss a number of challenges as
well as initial approaches in Section 3. The paper concludes in Section 4.

2 Objectives

We propose an integrated approach to power management and scheduling which
balances energy consumption and performance optimally according to the users’
need. We believe that any acting against the users’ interests is doomed to fail.
We, thus, declare the following main objective:
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Energy saving should not affect performance as experienced or
desired by the user significantly unless the user requests this.

We believe that it is inevitable to consider the user’s preferences for each
application and for different situations to come to a solution that gets no longer
disabled but widely accepted. In order to make the objective real, we have iden-
tified three design criteria:

1. All possibilities offered by a system to optimize performance and energy
efficiency should be considered and used, especially by the operating system.
In particular, this means that all energy saving and performance boosting
features of processors in a system should be exploited in a coordinated way
and that scheduling algorithms should consider power management explic-
itly.

2. We want to replace the time-driven approach used by today’s operating sys-
tems to adjust the frequency to the load by an event-driven approach.
Instead of periodically polling load and setting frequencies accordingly af-
terwards, there will be a direct reaction to the arrival and removal of load
by changing to the most appropriate frequency for this load immediately.

3. It is necessary to consider the applications’ characteristics to choose the
best mode to run them. This includes not only choosing the best frequency
but also to determine the optimal number of processors for an application
at a certain time and which of the available cores should be used. To achieve
this, applications and operating system must closely cooperate.

In the following section, we describe some first approaches to make the vision
of uniting energy efficiency and performance a reality, and name the challenges
that have to be tackled.

3 Challenges

A typical HPC application consists of a burst of parallel threads, where the
degree of parallelism may heavily fluctuate during the run of an application
instance. We focus on the execution of such applications on multi-core processors
addressing the fact that the number of cores is growing targeting “many-core”
processors in the near future. This includes processors consisting of equal cores
as well as asymmetric multi-cores because most of our ideas can be applied in
both cases: asymmetry caused by different hardware as well as asymmetry caused
by using different P-states. Furthermore, we put special attention to multi-core
processors that are not fully utilized as not all software is able to utilize the
degree of parallelism offered by current, and, more important, upcoming multi-
cores. In case of HPC or server machines, such a situation occurs when the
actual load is lower than the intended (full) load due to limited application level
parallelism or phases with low load.

Modern processors have very efficient C-states which can disable complete
cores, parts of them, or large regions of caches when unused. This dramatically
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decreases the energy consumption of an idling processor down to a point where
it becomes useless to reduce the frequency in order to save energy when idling.
Moreover, manufacturers start to implement functionalities such as frequency
adaption directly into hardware. For example, Intel’s latest generation proces-
sors, code-named Nehalem, feature a power control unit consisting of more than
a million transistors. It does not only control C-states including to disable cores
by power gating, but also the “Intel Turbo Boost” technology, a feature that
increases performance by dynamically increasing clock frequency if limits for
temperature, current and frequency are not reached. Similar approaches to dy-
namically increase clock frequency of some cores can be found in IBM’s Power7
and AMD’s six-core Phenom II code-named Thuban. Such hardware approaches
try to intelligently respond to the behavior of the software system. If this soft-
ware system, on the other hand, tries to do the same by, e. g., switching P-states,
we have two controllers that may interfere in unpredictable ways with each other
decreasing performance and maybe also increasing energy consumption. There-
fore, our idea on the software side is not to control everything, but to make sure
that the power management capabilities of the hardware are able to work most
efficient. We will illustrate this approach with three examples in Sections 3.1, 3.2
and 3.3. Furthermore, we will present more details on the event-driven approach
of frequency control mentioned above in Section 3.4 and introduce ideas on how
to extend it in Sections 3.5 to 3.7.

3.1 Load Concentration

If we consider a not fully utilized system, modern operating systems try to
balance the load between available cores. This generic strategy is subject to some
optimizations, e. g., latest Linux kernels are aware of the topology of a machine
and try to utilize package5 after package thus restricting the load to a subset of
available packages. Such optimizations are useful from an energy perspective as
they allow the remaining packages to reside in deep sleep states. However, they
only work on multi-package machines, i. e., they do not work on usual desktop
machines or HPC nodes with just one package. This balanced scheduling leads
to a more or less equally distributed average utilization of cores. But, in case of
low degree of parallelism and many short activity phases this means that each
core switches between active and sleep state at a quite high frequency. If we
compile a Linux kernel with a parallelism degree of one (make -j1, here used as
a benchmark consisting of many small tasks with low parallelism degree) on a
quad-core, we have on average 100 transitions from load to idle or vice versa per
core and per second. Here, our idea is to concentrate the load on as few cores as
possible as proposed by us in [6].

Table 1 shows the results of such an experiment executed on an Intel Core i7 920
with disabled “Turbo Boost” and disabled Hyperthreading. It can be seen that

5 A package is hereby a processor die. Usually, this is equal to a “socket” in a multi-
socket machine. But there are exceptions, e. g., Intel’s Core 2 quad-cores feature two
packages per socket.
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# cores Run-time Power A B

1 57:51 min 119.6 W 115.3 Wh 16.0 Wh
2 57:48 min 120.0 W 115.7 Wh 16.5 Wh
3 57:57 min 120.5 W 116.3 Wh 16.9 Wh
4 57:34 min 120.6 W 115.7 Wh 16.8 Wh

Table 1. Energy consumption and run-time of make -j1 kernel compilation for differ-
ent number of active cores with “Turbo Boost” and Hyperthreading disabled, A: whole
computer, B: energy above idle (103 W)

the performance is only slightly affected while the overall energy consumption
(whole computer, column A) is slightly reduced in case of concentrating the load
on one core. If we only consider the energy needed additionally to idle consump-
tion (what we have to do to calculate the energy needed to execute a task on
a computer that runs anyway and is not turned off after execution, column B),
the saving is higher. The absolute savings are rather low – that is due to the
fact that this processor features a very efficient power management due to power
gating of unused cores that is able to respond very fast. Nevertheless, the sav-
ings show that the approach still helps to save energy even for such an efficient
implementation on the hardware side.

Although such an approach helps to reduce the power consumption, further
research has to be done in order to ensure that energy is really conserved. Con-
centrating load on less cores reduces the overall amount of cache and, in case of
NUMA systems, the available memory bandwidth. If an application is very cache
sensitive so that by concentrating it on one core (or on one package in case of a
multi-socket system) the number of cache misses increases dramatically, the per-
formance may be reduced down to a point where the increased run-time increases
energy consumption despite reduced power drain. Depending on the workload,
it may – in special cases – be more efficient to spread the load so that memory
bandwidth and usable cache capacity are maximized. Automatically recognizing
such situations and adapting the policy is a challenge that has to be tackled.

3.2 Utilizing “Turbo Boost”

If we repeat the experiment described in Section 3.1 with “Turbo Boost” enabled
(see Table 2), beside being faster due to higher clock frequencies, we profit much
more from concentrating the load. For our compilation with a parallelism degree
of one, we perform fastest if we concentrate the load to one core. Moreover,
we consume less energy no matter if we consider the consumption of the whole
computer or just the additionally needed energy of an otherwise idling machine.
Furthermore, for the first case we need exactly the same amount of energy as in
the non-turbo case albeit being much faster. On the other hand, “Turbo Boost”
increases the power drain significantly which leads to worse results (compared
to disabled “Turbo Boost”) if we only consider the energy needed additionally
on an otherwise idling computer.
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# cores Run-time Power A B

1 53:12 min 130.0 W 115.3 Wh 24.0 Wh
2 53:39 min 130.9 W 117.0 Wh 24.9 Wh
3 54:03 min 130.6 W 117.7 Wh 24.9 Wh
4 53:58 min 131.9 W 118.7 Wh 26.0 Wh

Table 2. Energy consumption and run-time of make -j1 kernel compilation for dif-
ferent number of cores, “Turbo Boost” activated, Hyperthreading disabled, A: whole
computer, B: energy above idle (103 W)

This leads to the idea of incorporating “Turbo Boost” into energy savings.
While this may sound counterproductive as “Turbo Boost” is a performance en-
hancement at first sight, we see a large potential here. The main disadvantage
of “Turbo Boost” is that its dynamic frequency increase comes along with in-
creased voltage. As the power consumption raises with the square of the voltage,
this means a large increase in energy usage for a smaller increase in perfor-
mance. Therefore, it should be disabled for saving energy. On the other hand, as
discussed at the beginning, such a “solution” is not acceptable for most users be-
cause of the performance penalty. Hence, we want to provide means to efficiently
utilize “Turbo Boost” if profitable.

“Turbo Boost” increases clock frequency of one or more (up to all) cores if
the thermal design power (TDP), the maximum temperature and a predefined
limit on frequency are not yet reached. Therefore, it accelerates everything from
unimportant background processes without any time constraints to important
foreground applications. Here, we see the first possibility for improvement: The
operating system disables “Turbo Boost” if only unimportant tasks are executed.
This could be done be adding a “green” flag or by just using a mechanism such
as Unix nice in a way that tasks with a positive nice-value are executed with
disabled “Turbo Boost”, or, even more effective, at their most energy-efficient
frequency. Unfortunately, “Turbo Boost” is activated per package, not per core.
Thus, this approach is only efficient if scheduling is adapted accordingly, so that
such tasks are executed only if there are no important tasks at other cores of
the same package at the same time. This may delay such tasks but on the other
hand it efficiently avoids wasting of energy due to such unimportant activities.

The second option for improvement targets important tasks: The amount of
performance increase due to increasing clock frequency depends on the number
of active cores. This is defined by the manufacturer using a machine specific
register (MSR) containing something like 1/1/1/2 meaning that for only one
active core the frequency can be increased by two 133 MHz steps while 2 to 4
active cores may still get a boost of one step. The actual setting depends on the
processor used. This way, a very important task may be slowed down if other
(unimportant) tasks utilize other cores at the same time resulting in lower turbo
frequencies. Therefore, a mechanism similar to the first seems to be useful: If
we avoid to utilize more than one core of the processor if one core is used by an
important task, this task gets the maximum boost. Especially on newer Nehalem
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processors this is significant, e. g., the Xeon L3426 has a 2/2/9/10 configuration
so the step from 2 to 3 active cores may lead to a reduction in clock frequency by
933 MHz. In combination with separation of important and unimportant tasks
this idea might also reduce overall energy consumption because first executing
the important task isolated with maximum turbo frequency and later executing
the unimportant tasks at their most energy-efficient frequency might need less
energy than executing both together at reduced turbo frequency.

In [8], we investigated these ideas using a mixed workload scenario consist-
ing of a varying number of important foreground and unimportant background
tasks. We figured out (Figure 1) that by coarse-grained adaption of scheduling
according to the ideas described above important tasks always get a performance
boost (compared to the reference case of just enabling “Turbo Boost” without
changing scheduling) while the overall energy consumption (caused by important
and unimportant tasks) is reduced in a number of cases. Furthermore, in other
cases the performance boost comes at the cost of a minor increase in energy
consumption (still reducing the energy-delay product). We observed only few
cases where the energy consumption is dramatically increased for a small gain
in performance. The first goal for future research is therefore to automatically
identify the behavior of the workload and apply the approach only if it is able
to both increase performance and decrease overall energy consumption for such
mixed workloads (or, depending on the preference of the user, to accept a small
increase in energy consumption for a large performance boost). The second goal
for future improvements is to replace the coarse-grained control used in [8] by a
fine-grained control that incorporates the approach into scheduling. A promising
idea is to use gang scheduling ([4]) in order to isolate execution of important and
unimportant tasks from each other allowing to use turbo frequencies for the first
and the most efficient frequency (as described in Section 3.5) for the latter.

3.3 Utilizing Hyperthreading

Another interesting hardware feature offered by Intel’s Nehalem is its implemen-
tation of SMT ([3]) called Hyperthreading. By efficiently utilizing the resources of
physical cores, two threads can be executed in parallel on each core. The perfor-
mance boost depends on the actual code executed. From an energy perspective,
using Hyperthreading increases the power consumption but, more important,
also increases efficiency. Nevertheless, SMT-aware schedulers try to first utilize
physical cores and then logical cores ([9]). In scenarios with low parallelism de-
gree this may lead to situations where two physical cores are used in cases where
both threads of one physical core would be sufficient (especially in combination
with “Turbo Boost”). In this case, an additional core could go into a sleep state
conserving more energy. The challenge here is to dynamically recognize such sit-
uations and to adjust the load concentration described in Section 3.1 so that it
profits from this idea. However, there may also be cases in which Hyperthread-
ing leads to a performance degradation. This can, e. g., arise if the L1/L2 caches
of a core are too small to execute both current threads without increasing the
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Fig. 1. Run-times of foreground load and overall energy consumption relative to the
corresponding reference cases.

cache miss rate. The appearance of these cases have to be detected and properly
handled.

3.4 Event-driven Frequency Control

One of the major design criteria described in Section 2 is to replace the tradi-
tional time-driven way to estimate actual load of the system by an event-driven
approach. Instead of using one component of the kernel to periodically detect
the actual load and adjusting the frequency accordingly, it makes much more
sense to respond to load changes immediately by coupling the decisions on power
management transitions to events that introduce or remove load. These events
are available inside the scheduler (state changes of tasks) so an event-driven
power management governor has to be part of the scheduler. In [7], we pre-
sented a first implementation of this approach. Figure 2 shows the performance
impact of the approach (governor “scheduler”) in comparison to other energy
governors while Table 3 presents the measurements of energy consumption. It
can be seen that the approach is promising in order to conserve energy with
nearly no performance penalty. While the used experiment had a large number
of short running processes inducing many load changes, the event-triggered ap-
proach is also promising for long running processes as it reduces the number of
executions of the governor to two (compared to 10 to 100 per second using the
time-triggered approach): One at the moment the load occurs and the second
after it finishes execution. Next steps of research with respect to this approach
are described in the following two sections.
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Governor Run-time Power Energy EDP

Performance 1:13:39 h 132 W 162 Wh 199 Whh
Scheduler 1:14:35 h 120 W 149 Wh 185 Whh

Ondemand 1:19:43 h 117 W 156 Wh 207 Whh
Powersave 2:18:43 h 107 W 246 Wh 569 Whh

Table 3. Energy consumption of compiling a Linux kernel with make -j1 for different
governors on AMD Phenom 9950 (EDP: energy-delay product).
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3.5 Optimizing Energy-Efficiency

In the real world, the execution performance of tasks is limited by several factors.
Some tasks depend on processing power of the CPU only (called CPU-bound)
and, therefore, profit directly from higher clock frequencies. Others perform a
lot of memory accesses and are, thus, limited mainly by the speed of the memory
subsystem. Beyond a certain point such memory-bound tasks do not profit from
increased clock frequencies. The same is true for I/O-bound tasks that are limited
by the performance of some I/O device they are using, e. g., communication
hardware such as SCI or Infiniband in case of a HPC system. Depending on the
ratio between computation and memory accesses on the one hand and the ratio
between communication and computation on the other hand, HPC applications
can be of any of those three types.

For CPU-bound tasks our goal of reducing energy consumption without loos-
ing performance implies that the highest clock frequency is always required if it
is a performance critical task. On the other hand, tasks bound by memory or
I/O do not profit from such an increase. Therefore, running them at the highest
frequency just wastes energy without any performance gain. Here, we need to
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derive the optimal operating frequency, e. g., by using an approach as described
in [10].

Beside this, the combination with load concentration as described in Sec-
tion 3.1 is promising: If we consider a memory-bound multi-threaded applica-
tion executed on a multi-core processor with a memory controller shared between
cores, it makes sense to concentrate the application on as many cores as needed
to saturate the available memory bandwidth, thereby restricting its number of
simultaneously active threads. Allowing more cores only wastes energy without
any benefit. Such an approach is especially effective if the application interacts
with the operating system in order to adjust the degree of parallelism. Further-
more, this idea can also be applied to workloads composed of memory-bound
threads from different applications.

The challenge that we have to tackle here is the event-driven estimation of
the current application behavior, i. e., without periodic calculations based on
observations gathered during the last period. A second challenge is to interact
with hardware control such as Nehalem’s power control unit so that our decisions
cooperate nicely with the decisions taken by hardware and do not result in a
situation where a hardware controller and a software controller work against
each other.

3.6 Combining C-state and P-state Control

As already stated, current processors feature sophisticated C-states. Therefore,
the operating system has to use these C-states in a way that cores are able to stay
in these (non C0) states as long as possible and enter them as early as possible.
The load concentration described in Section 3.1 is a promising way to do this.
Additionally, these sophisticated C-states make it obsolete to reduce clock fre-
quencies in case of idling. Instead, doing so as done currently by most governors
wastes energy as cores leave their C-state just to switch P-states. Therefore, it
is essential to combine P-state and C-state control in one component (instead of
using two separate components as done in, e. g., Linux). We propose to do that
using the event-driven approach described in Section 3.4. That way, P-states are
only used to ensure energy efficiency as described in Section 3.5 while C-states
are entered in case of idling cores. Furthermore, such a combined approach al-
lows to incorporate properties of the underlying hardware: For example, legacy
systems with less efficient C-states still rely on frequency control to addition-
ally enter the lowest P-state when idling to maximize energy savings. Using the
combined approach, this can be done in a coordinated way.

3.7 Application Development

Energy is a non-functional property that has to be addressed an all layers includ-
ing the applications. In the following, we discuss two consequences with respect
to applications and their development.

First, we believe that in future the design of HPC applications must change.
While applications might still use dedicated hardware, this hardware must be
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used differently as it is not homogeneous anymore. Today, hardware features to
maximize speed or throughput get disabled (e. g., [2] and [1]) to get “repeatable”
or more “predictable” results. The same holds for features to minimize energy
consumption: frequency control gets disabled, processes get bound to certain
processors. Contrary to that, we believe these features are not a burden, they
are a chance. In the future, applications should not work against the operating
system and thereby prevent energy savings. Furthermore, applications must deal
with a certain performance imbalance within a computer system: inevitably some
threads will finish their work earlier, others later.

Second, we believe that energy awareness should not be handled by a set
of individual control mechanisms but, instead, by one cross-layer entity that
incorporates all individual approaches and additionally addresses the relations
and dependencies between them resulting in a holistic energy awareness. Doing
so, the design principle of the single point of truth can be realized, avoiding
inconsistent decisions of competing entities that may lead to ineffective or even
harmful effects. However, a crucial point is the gain of information that is used to
make a decision. While the discussed event-based power management provides
more time-accurate data than cyclic polling, there is still information that is
not accessible at this level. For this reason, we suggest the use of metadata
provided by the compiler or other tools of the development tool chain, e. g., to
get the maximal effect from gang scheduling as proposed in Section 3.2, the
compiler may give hints for proper configuration. Even more, the other way
around has to be considered also: Development tools could be made aware of the
applied principles of a holistic energy-aware scheduling, thus they can reduce
the probability of performance reductions due to cache misses as discussed in
Section 3.1. However, all this measures should be seen as additional pieces in
a common, holistic effort towards energy efficiency. It has to be assured that
none of them invalidates the user orientation as stated as the overall objective
in Section 2.

4 Conclusion

In this paper, we presented our vision on how to save energy without degrad-
ing performance experienced by the user by applying holistic approaches. We
introduced a set of ideas to efficiently support power saving features of modern
processors within the operating system, as well as approaches to save energy
on multi-core systems with low to medium utilization. For all approaches, we
identified research challenges that have to be solved to make these approaches
feasible.

As next steps, we plan to tackle every single one of the described challenges
and to integrate the solutions into a holistic approach that considers all intro-
duced interdependencies. It is our hope to provide an approach not only with a
better user acceptance, but also with a higher efficiency than a pure combination
of separately designed measures can provide.
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Furthermore, it is our believe that holistic approaches are a necessary step
towards energy-aware systems as the cross-layer nature of the problem cannot
be addressed using separate solutions at individual layers.
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Abstract. This paper presents an experimental study of the feature
extraction framework based on constrained nonnegative tensor factor-
ization using Gabor analysis for speech emotion recognition. Gaussian
mixture models are used to modeling the distribution of different emo-
tions in the feature space. Experiments are performed on FAU Aibo Emo-
tion Corpus. Recognition results show that our proposed feature extrac-
tion framework achieves 49.13% weighted accuracy which gains 8.24%
increase comparing with the MFCC based feature extraction method.

Key words: constrained nonnegative tensor factorization, Gabor filter-
ing, Gaussian mixture model, emotion recognition

1 Introduction

Automatic emotion recognition (AER) for speech signal has attracted more at-
tention in recent years ([1]). Emotion recognition is a procedure that recognizes
the human emotion symbols from the speech signal, e.g. anger, excitation, sad-
ness, happiness or neutrality. It plays an important role in natural language
processing (NLP) especially as an important module in human-computer inter-
face (HCI). By AER, HCI system can understand not only what the verbal
content of human says but also the underlying emotion in the speech and get
more accurate understanding of human during the interaction.

A typical AER system usually includes two modules: feature extraction and
pattern recognition. For pattern recognition, common modeling methods such as
hidden Markov model (HMM), support vector machine (SVM), Gaussian mix-
ture model (GMM), k-nearest neighbors (kNN) have been proved efficient for
emotion recognition ([2], [3], [4], [5]). We can find that the difference between
different pattern recognition methods is rather small, so the feature extraction
method maybe acts an important role in the AER system. For feature extrac-
tion, prosodic and statistical features of speech such as formant frequency, zero
crossing rate, log energy, root mean square and etc. are commonly used ([6], [2],
[3]). Besides, high dimensional Mel-frequency cepstral coefficient (MFCC) gains
a significant improvement in some applications ([7]). But the recognition rate
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is low while the speakers are different in training and testing stage, especially
different gender or different accent.

Tensor, as a generation of matrix, is a powerful framework for data analysis.
Motivated by the nonnegative matrix factorization (NMF), tensor decomposition
models have been proposed including CANDECOMP/PARAFAC model ([8]),
Tucker model ([9]) and nonnegative tensor factorization (NTF, [10]). Not only
in speech community but also in other intelligent information processing fields,
many applications show that tensor representation can preserve more structural
information of the data than matrix representation and provide an outstanding
performance improvement.

Gabor filtering is commonly used in computer vision to modeling the primary
visual cortex (V1). Neuronphysiological evidence indicates that the primary au-
ditory cortex (A1) has the similar spectro-temporal response fields (STRF) with
the primary visual cortex. So many attempts of using Gabor filtering for speech
applications have been performed ([11], [12], [13], [14]). It has been proved a sig-
nificant improvement of feature robustness for speech recognition and speaker
recognition in noisy environment ([13], [14]).

In this paper, we investigate the performance of emotion recognition system
using Gabor filtering based on the tensor structure. We employ the Gabor fil-
tering to analyze the auditory speech spectrum and project features into a new
subspace using the basis matrices estimated by the constrained nonnegative ten-
sor factorization (cNTF) algorithm ([14]). GMM codebooks are trained for each
emotion label by several EM iterations. During the recognition procedure, we
estimate the posteriors of all the GMM codebooks and the emotion label whose
GMM has the maximal probability is labeled for the testing utterance. Neu-
ronphysiological experiments show that there are only a few neuron cells that
response to a certain stimulus. Sparse coding theory gives us the way to control
how many neuron cells activated by the stimulus. Orthogonal constraint of the
basis matrices can de-correlate the linear correlation between different dimen-
sions of the feature, and obtain a more accurate estimation of the distribution
of the feature space using GMM with diagonal covariance matrix. cNTF algo-
rithm imposes these two constraints to the original NTF algorithm and achieves
a significant improvement on the recognition accuracy in our experiment.

The remainder of this paper is organized as follows. In Section 2, we will
introduce our speech emotion recognition system, and the experimental results
will be illustrated in Section 3. Finally, we will give a conclusion of this paper
in Section 4.

2 Method

2.1 System Overview

Figure 1 demonstrates the overview of our proposed AER system. Upper part
is the training procedure. Power spectrum is generated by short-time Fourier
transform (STFT) from the training data, then we use the Gabor filter to analyze
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the spectrum and the cNTF is performed to get the basis matrices. Besides, we
obtain the GMM codebooks for each emotion by the GMM training module.
Lower part is the recognition procedure. For each testing utterance, acoustic
feature is extracted by the same procedure as in the GMM training procedure.
Then for each frame of the utterance, we choose the emotion label whose GMM
codebook achieves the maximal posterior probability. Finally, according to the
emotion labels of each frame, the voting strategy determines the emotion label
for the whole utterance.

Fig. 1. System Overview

2.2 Constrained Nonnegative Tensor Factorization

A tensor X ∈ RN1×N2×···×NM is a multidimensional array where M is the order.
It is a generation of the matrix which can be treated as a 2-order tensor. In
PARAFAC model, an M -order tensor can be represented by a sum of M -order
rank-1 terms:

X =
R∑

r=1

A(1)
r ◦A(2)

r ◦ · · · ◦A(M)
r , (1)

where A
(d)
r is the r-th column vector of the mode-d basis matrix A(d) ∈ RNd×R,

R is the rank of the tensor X which is the minimal number of the rank-1 terms
and ◦ is the vector outer product operator.

PARAFAC model aims to find a rank-R approximation as Eq (1) for the
tensor X ∈ RN1×N2×···×NM , i.e.,

X ≈ X̂ =
R∑

r=1

A(1)
r ◦A(2)

r ◦ · · · ◦A(M)
r , (2)
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or in elementwise representation

Xn1,n2,...,nM ≈ X̂n1,n2,...,nM =

R∑
r=1

A(1)
n1,r ◦A

(2)
n2,r ◦ · · · ◦A

(M)
nM ,r. (3)

As another representation for Eq (2), the PARAFAC approximation can be
rewritten as:

X(d) ≈ A(d)
[
A(d−1) ⊙ · · ·A(1) ⊙A(M) ⊙ · · · ⊙A(d+1)

]T
, (4)

where ⊙ is the Khatri-Rao product operator and X(d) ∈ RNd×
∏

i̸=d Nj is mode-d
matricization of tensor X ([14]).

Given a nonnegative tensor X ∈ RN1×N2×···×NM
+ , NTF algorithm estimates

the nonnegative basis matrices A(d) ∈ RNd×R
+ , d = 1, 2, . . . ,M by minimizing

the KL-divergence cost function FKL(X , X̂ ) as follows:

FKL(X , X̂ ) = KL(X||X̂ )

=
∑

n1,n2,...,nM

(
Xn1,n2,...,nM log

Xn1,n2,...,nM

X̂n1,n2,...,nM

−Xn1,n2,...,nM + X̂n1,n2,...,nM

)
. (5)

Using the mode-d matricization notation, Eq (5) can be rewritten as follows:

F (1)
KL(A

(d)) =

M∑
d=1

KL(X(d)||X̂(d))

=
M∑
d=1

Nd∑
p=1

Nd∑
q=1

(
[X(d)]pq log

[X(d)]pq

[A(d)Z(d)]pq

−[X(d)]pq + [A(d)Z(d)]pq

)
, (6)

where Z(d) =
[
A(d−1) ⊙ · · ·A(1) ⊙A(M) ⊙ · · · ⊙A(d+1)

]T
andNd =

∏M
j=1,j ̸=d Nj

By imposing the orthogonal penalty term and smoothing (sparse) matrix
S ∈ RR×R ([15]) to Eq (6), we get the constrained NTF cost function:

F (2)
KL(A

(d))

=
M∑
d=1

 Nd∑
p=1

Nd∑
q=1

(
[X(d)]pq log

[X(d)]pq

[A(d)SZ(d)]pq

−[X(d)]pq + [A(d)SZ(d)]pq

)
+ α

∑
p̸=q

[A(d)TA(d)]pq

 , (7)
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where S = (1− θ)I+ θ
R11T is the smoothing matrix, I is identical matrix, 1 is

a column vector of ones, 0 ≤ θ ≤ 1 is the smoothing factor and α ≥ 0 is the
orthogonal factor.

By applying traditional exponential gradient iteration algorithm on Eq (7),
cNTF algorithm estimates the basis matrices A(d) (for more detail, please refer
[14]).

2.3 Gabor Filtering

According to the physiological and psychoacoustic experimental results of au-
ditory system, spectro-temporal response field (STRF) of the primary auditory
cortex (A1) cell has been proposed to simulate the response of the neuron cell
of A1 to the stimulus ([12]). This can be modeled by the 2D complex Gabor
filtering ([11]) which is a product of the Gaussian envelope and a complex plant
wave, i.e.,

Gu,v(f, t) = Gk(x) =
kTk

σ2
· exp

{
−kTk · xTx

2σ2

}
·
[
exp{ikTx} − exp{−σ2

2
}
]
,

(8)

where vector x = [f, t]T and k = [kv cosϕ, kv sinϕ]
T , σ =

√
2π, kv = π · 2− v+2

2 ,
ϕ = u

Kπ. u determines the orientation of the Gabor function while there are K
directions totally in the filterbank and v controls the scale of the Gabor function.

2.4 Feature Extraction

In our feature extraction module, an utterance y with emotion label e is firstly
pre-emphasized, Hamming window is applied to split the speech signal into frame
and short-time Fourier transform (STFT) is performed to get the power spec-
trum S. Then we convolute S using the Gabor filters Gu,v to obtain the STRF
response of the spectrogram of different scales and orientations. Mel-frequency
filterbank is used thereafter to obtain the auditory STRF response represented
by a tensor S ∈ RNf×Nt×No×Ns where No and Ns is the number of the orien-
tations and scales of the Gabor filter respectively, Nf is the number of bins of
Mel-frequency filterbank and Nt is the number of the frames,

S:,:,u,v = Mel {|S⊗Gu,v|} , (9)

where ⊗ is the convolution operator. Gathering the tensors S of all emotions,
we construct the 5-order input tensor S ∈ RNf×Nt×No×Ns×Ne with the emotion
label as the last mode index. The basis matrices A(d) can be estimated by cNTF
algorithm for the Gabor tensor S. On the other hand, we need the following
steps to perform the feature extraction. Using the mode-1 basis matrix A(1), we
project the Gabor tensor S into S∗ as follows:

S∗
:,:,u,v = U× S:,:,u,v, (10)
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whereU is the positive elements of the pseudo-inverse ofA(1), i.e.,U = [A(1)]−1
+ .

Then, we unfold the tensor S∗ by mode-2 tensor matricization, log and discrete
cosine transform (DCT) operations are performed sequentially to convert into
cepstral coefficients C, i.e.,

C = DCT
(
logS∗

(2)

)
. (11)

Finally, cepstral liftering is employed to balance the scale of different dimensions
of the feature.

In summary, Figure 2 concludes the procedure of the feature extraction.

Fig. 2. An Overview of Feature Extraction

3 Experimental Results

We use the FAU Aibo Emotion Corpus ([16], [17]) for evaluating the performance
of our feature extraction method for speech emotion recognition. 11 emotions
of German speech are contained within 9 hours speech data totally which is
spoken by 51 children at the age between 10 and 13 interacting with Sony’s
pet robot Aibo. In our experiment, we use 5 emotion classes of them includ-
ing Anger (subsuming angry, touchy and reprimanding), Emphatic, Neutral,
Positive (subsuming motherese and joyful) and Rest.

Speech signals are down-sampled into 8KHz. A 25ms Hamming window with
10ms shifting is used for obtaining the power spectrum using STFT. 36 Mel-
frequency filterbank is imposed in our experiment for estimating the auditory
power spectrum. The Gabor filter is a set of 41× 41 patches with 4 orientations
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and 4 scales. A 5-order tensor (frequency bin × time frame × Gabor orientation
× Gabor scale × emotion label) is generated for estimating the basis matrices in
cNTF using Gabor filtering with emotion label as the last mode index. 10 seconds
speech data for each emotion is in use (i.e., 50 seconds in all). The rank of the
tensor R is set to 200 and the orthogonal factor α = 0.005 while smoothing factor
θ = 0.05. We reserve the first 13 DCT coefficients (c0, c1, . . . , c12) with delta (∆)
and acceleration (∆∆) as the final 39-dimensional feature. For comparison, we
build the baseline system by 13 MFCC feature (c0, c1, . . . , c12) with delta (∆)
and acceleration (∆∆).

Gaussian mixture model is used for modeling the distribution of different
emotions in the feature space. The GMM with 64 components is trained using
60 seconds speech data for each emotion by maximal 100 EM iterations.

4700 utterances which are randomly selected are recognized for evaluating the
performance. For each utterance, recognition module assigns an emotion label for
each frame of the utterance which has the maximal posterior probability. Then
we set the emotion label for the whole utterance which has the most amount
voted by emotion labels of all frames.

Fig. 3. Recognition Accuracy

Figure 3 demonstrates the weighted accuracy (WA) and unweighted accuracy
(UA) using different feature extraction methods. Comparing the WA of the two
methods, our proposed method gains 8.24% accuracy increase which achieves
49.13%. Table 1 and Table 2 illustrate the confusion matrix of the baseline
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system and our proposed system respectively. We can find that our proposed
feature extraction method gets a significant improvement on the emotionsAnger,
Neutral, and Positive. For emotion Emphatic, we obtain a relative comparable
performance. But for Rest, the performance is somewhat low.

Table 1. Confusion Matrix of Baseline

Rec
A E N P R

Ref

A 44.75% 15.50% 20.25% 10.75% 8.75%
E 19.10% 34.10% 26.50% 6.00% 14.30%
N 9.67% 14.96% 42.63% 15.33% 17.41%
P 5.00% 6.00% 13.00% 59.00% 17.00%
R 13.00% 13.67% 29.00% 19.67% 24.67%

Table 2. Confusion Matrix of Proposed Method

Rec
A E N P R

Ref

A 60.60% 9.48% 16.71% 3.24% 9.98%
E 18.20% 30.10% 34.40% 3.80% 13.50%
N 6.96% 11.22% 55.89% 17.22% 8.70%
P 0.67% 0.00% 17.33% 69.33% 12.67%
R 11.37% 9.03% 37.46% 26.09% 16.05%

Figure 4(a) gives us a view of the basis matrix A(1). Figure 4(b) shows the
histogram of the basis matrix. We can find that most values in the basis matrix
are concentrated to zero or almost zero, and the sparse constraint takes a strong
effect to the basis matrix. Figure 4(c) demonstrates the orthogonality of the
basis matrix. From the result of A(1)T ·A(1), we can observe that the diagonal
values of the basis matrix are much larger than the others. It implies the balance
between the orthogonality and reconstruction.

4 Conclusion

In this paper, we presents an experimental study of the feature extraction method
based on constrained nonnegative tensor factorization using Gabor filtering for
speech emotion recognition. Gabor filtering simulates the response of STRF in
A1 of our auditory system and cNTF studies the basis matrices of the Gabor
based auditory spectrum on tensor structure. Our proposed feature extraction
method preserved more structural information underlying the speech signal by
tensor representation and the sparse and orthogonal constraints remove more
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Fig. 4. A View of Basis Matrix A(1)

irrelevant information for classification. Experimental results show that our pro-
posed feature extraction method gains a significant increased accuracy (49.13%)
comparing with the MFCC based feature system (40.89%) on most of the emo-
tion conditions.
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Abstract. In the information age, there are huge amount of news stories on the 

Internet. People wish to learn what is going on and how it is going every day.  

This paper proposes an online news clustering system based on two-stage 

clustering algorithm. The first stage is micro-clustering for event detection, in 

which online news stories are clustered into micro-clusters. Then an event 

tracking process follows, where those new micro-clusters are compared with 

previous generated micro-clusters, either merged into old ones or be regarded as 

a new event. During the process, these micro-clusters are regarded either as 

event candidates or as an outlier (trivial events). The second stage is a macro-

clustering algorithm, which runs on the result of micro-clustering to combine all 

candidates to its related events. Based on this two-stage clustering approach, the 

system can provide an overview of one specific event and its related events. 

The system has been realized and online for extracting every day’s events from 

news stories. 

Keywords: Event Detection, Clustering 

1   Introduction 

When people read some news stories on the Internet, they often have the needs to 

know the history or the future developments for some big events. However, this kind 

of requirement cannot be easily resolved by search engines with some simple queries 

[1]. Most of time, it is a frustrating experience for them. It would be helpful if news 

stories of one event could be grouped together. Therefore, some news websites 

manually compose reports for big events, such as: “The Tian An Warship Incident” 

and “The BP Oil Spill”, which costs human labor and time to edit. There are still 

many important events as “International Incidents” or “Natural Disasters” that are not 

provided with all related stories. 

The classic clustering algorithms fix the documents as a whole set, and try to 

process them once. It is not practical when processing online news stories, since news 

reports arrives as an endless documents stream.  

Research of Topic Detection and Tracking (TDT) focused on newswires and 

broadcasts for many years. The state-of-the-art TDT techniques are still far from 



satisfying expectations [1]. In recent years, stream data clustering is investigated in 

Data Mining. It provides valuable algorithms and technologies to solve the problems. 

In this paper, we use some ideas from stream data clustering. A two-stage 

clustering algorithm is proposed. The first stage is micro-clustering, in which online 

news reports are clustered into micro-clusters for event detection. Some micro-

clusters are regarded as event candidates. Some are regarded as outliers which are 

trivial events or may be a seed story of future reports. Then we perform a macro-

clustering for event tracking. Based on this two-stage clustering approach, our system 

can provide an overview of one specific event and all related events. 

The following content is organized as follows: Section 2 gives a brief review of 

related work. Section 3 describes the details of the system. The experiments and result 

will be showed in Section 4 and a brief conclusion and discuss are in the final. 

2   Related Work 

Event detection and tracking are the aim of Topic Detection and Tracking (TDT) 

researches [2, 3, 4, 5, 6, 7]. There are still great efforts to make before in real use. 

James Allan et.al has investigated and proposed some useful algorithms in his 

papers [3, 4, 5, 6].  Single pass clustering algorithm and its variants were widely 

used as a baseline in TDT benchmarks. Researchers in CMU used time window based 

single pass clustering algorithm for event detection [3]. In paper [2], the author used 

single pass clustering algorithm with two separated threshold THh and THl to 

determine whether a news stories is a new event or not. Dou Shen et.al compared 

different weight calculation and time window selection strategies when using single-

pass algorithm in event detection [10]. Recently, new approaches for event detection 

using language model were proposed in paper [8, 9]. 

In the data stream clustering research, O'Callaghan L et.al proposed the STREAM 

algorithm to find clusters in the endless data stream [11, 12, 13]. Agrawal C C et.al 

proposed the CluStream algorithm to handle the defect of STREAM [14], which is 

applied to generate clusters for the evolving data stream. DenStream algorithm 

proposed by F. Cao et.al can find arbitrary shape clusters in the data stream with 

noises [15]. 

3   Event Detection with Two-Stage Clustering Algorithm 

In our system, we follow the event definition in paper [16]. An event is defined as a 

set of stories that are similar to each other but different from stories in other event sets. 

The first step of our system is to collect news stories from various website. Then we 

perform preprocessing on the text. Each news report will be represented as a vector 

according to the dynamic TF-IDF model. Finally, News events will be generated 

based on two-stage clustering approach. 
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3.1   System Architecture 

Figure 1 shows the system architecture of the proposed two-stage clustering. It 

consists of preprocessing, micro-clustering, event candidate selection and macro-

clustering, which will be described in the following sections. 

Preprocessing

Micro-

Clustering

Candidate 

Selection

Macro-

Clustering

News Story 

Vectors

News 

Stories

Micro-

Clusters
Outliers

Candidates

Macro-

Cluster

 

Fig. 1. System Architecture of Two-Stage Clustering 

 

3.2   Preprocessing  

HTML pages are fetched by crawlers and analyzed by parser to extract the title, 

contents as well as metadata such as publishing time, category, URL. Then, we 

perform word tokenize on stories’ title and content. Part-of-speech tagging and named 

entities recognition are also done. Stop words are removed according to some part-of-

speech tags, such as prepositions, conjunctions and so on. 
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3.3   Dynamic TF-IDF Model 

In TDT tasks, Incremental TF-IDF model is widely used in term weight calculation 

[4, 7]. The DF (document frequency) of term w at time t is calculated as:  

1( ) ( ) ( )
tt t cdf w df w df w 

. 
(1) 

Where ct means the collection of stories at time t, and dfct(w) means the document 

frequency of term w in ct. dft-1(w) denotes the document frequency of term w in the 

time t-1. DF is updated incrementally at time t. 

However, there are some drawbacks to process an infinite news stories. The 

weight of term w in time t is affected by the documents appearing before time t which 

may decrease the discrimination of keywords in the new stories. Since it is not 

possible to keep all documents in memory, the system will periodically remove old 

stories from memory. Therefore, the document frequency of term w, should reflect the 

current status of documents in the memory. For these reasons, we update DF 

dynamically. We proposed the dynamic TF-IDF model in formula 2.  

1 '( ) ( ) ( ) ( )
t tt t c cdf w df w df w df w  

. 
(2) 

Where dfc’t(w) represents the document frequency of term w in the corpus c’ 

removed at time t. The DF of term w updates dynamically at time t with the buffer 

changes. 

Then each story d coming at time t is represented as an n-dimension vector, where 

n is the number of distinct terms w in story d. Each dimension is weighted using 

dynamic TF-IDF model and the vector is normalized so that it is of unit length: 

1
( , ) ( , ) log

( ) ( )

t
t

t t

N
weight d w tf d w

Z d df w
 

. 

 

(3) 

Where Nt is the total number of documents at time t. Zt(d) is a normalization value 

with: 

2( ) [ ( , ) log ]
( )

t
t

w t

N
Z d tf d w

df w
 

. 

 

(4) 

The similarity of two documents is calculated as: 

( , ') ( , ) ( ', )h

t t tsim d d weight d w weight d w 
. 

(5) 

3.4   Micro-Clustering 

At the beginning, new stories are clustered into new event candidates according to 

their pair-wise similarities. Every 500 news stories will be clustered online. Different 

from other clustering methods, we do micro-clustering algorithm on the new arrival 
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stories rather than the old stories. We choose UPGMA (unweighted pair group 

method using arithmetic averages), an agglomerative clustering method, to perform 

micro-clustering process. The clustering procedure is described as below: 

First, each new coming story is considered as a cluster. Then pair-wise distances 

between each two clusters are computed and stored in a distance matrix. 

Second, suppose cluster C1 and C2 are two clusters with the minimum distance d. If 

d is less than the given threshold 
d

 , The two clusters will be merged into a new 

cluster C’. 

Third, adjust the new cluster’s center vector to be the average of these two cluster’s 

center vectors. Distance matrix is updated using unweighted arithmetic average 

method. If the minimum distance of two clusters is less than the given threshold 
d

 ,, 

go back to the second step and continue. Otherwise the micro-clustering process ends. 

3.5   Event Candidate Selection  

After micro-clustering, a batch of micro-clusters is generated. Among them, there 

are lots of single story which cannot be grouped into any clusters. We consider these 

stories as a trivia event, i.e. outliers. Other clusters are regarded as event candidates. 

Obvious, single story may be a seminal event, on which many later stories may 

follow. In this case, the system will find these seeds when relevant stories come into 

the system later. The candidate selection process consists of the following steps:  

1) For each micro-cluster, get the most similar micro-cluster with the minimum 

pair-wise distance. 

2) If the distance is less than the given threshold, merge these two micro-clusters 

into a new micro-cluster. This step will find the seminal story regarded as outlier in 

the micro-clustering. Then this new micro-cluster will be either put in the candidate 

buffer or outlier queue according to the number of documents it contains. 

3) If the distance is greater than the given threshold 
c

, which means the new 

arrival micro-cluster is a truly new event candidate or an outlier. Then we directly put 

it either in the candidate buffer or in the outlier queue. 

3.6   Macro-Clustering 

After the candidate selection process, we get all the event candidates stored in our 

candidate buffer. In this step, we perform macro-clustering on all candidates in the 

candidate buffer to combine them into the news events. UPGMA clustering algorithm 

is also chosen for macro-clustering. Similarly, a designated threshold 
m

 is used to 

control the clustering process. The final macro-clusters are supposed to be all the 

reports of one event. 
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4   Experiments and Results 

4.1   Experimental Setup 

In order to evaluate our system, we propose the following experiments: 

1) Comparing with other clustering methods in order to describe why we 

choose the two-stage clustering algorithm.   

2) Calculating the precision, recall and F-measure for macro-clustering and 

micro-clustering to show the effectiveness of the system. 

3) Measuring the F-value for dynamic TF-IDF and incremental TF-IDF to show 

dynamic TF-IDF better than the incremental TF-IDF for large corpus. 

 

We collect the corpus from the real web environment for the above experiments. 

The corpus contains 7479 news pages from the year 2007 to the year 2009. There are 

50 events manually labeled during that period of time. These news reports are sorted 

in temporal and supposed incrementally arrived according to their time stamp during 

the experiments. 

4.2   Evaluation Metric 

We choose traditional evaluation metrics Precision, Recall which are widely used 

in Information Retrieval and Clustering. They are defined as: 

( , )
ij

i

n
recall i j

n
 . (6) 

( , )
ij

j

n
precision i j

n
 . (7) 

Where nij is the number of stories of event i in cluster j, nj is the number of stories 

in cluster j and ni is the stories about event i. 

The F-measure of cluster j and event i is given by[]: 

2* ( , )* ( , )
( , )

( , ) ( , )

recall i j precision i j
F i j

recall i j precision i j



. (8) 

The F-measure of any event i is the maximum value of F(i,j) 

1,...,
( ) max ( ( , ))

j m
F i F i j


 . (9) 

Precision and Recall of event i , which is noted as precision(i) and recall(i), is the 

value which makes F-measure maximum. 
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An overall value for the recall and precision is calculated by taking the weighted 

average of all values for the corresponding metric as follows:  

( )i

i

n
recall recall i

n
 . (10) 

( )i

i

n
precision precision i

n
 . 

Where n is the total number of documents in all clusters. 

(11) 

4.3   Result and Discussion 

The system incrementally processes news report from the corpus manually 

collected, by adding 500 news reports for each time. It needs 15 times to complete for 

7479 news stories. 

4.3.1   Comparing with Other Clustering Algorithms 

We choose Single-Pass, Sphere K-means and DBSCAN for experimental 

comparisons. The Single-Pass and Sphere K-means are implemented by our lab. 

DBSCAN is from Weka. Since the Sphere K-means and DBSCAN clustering 

algorithm cannot run in incremental manner, they are run on different size of news 

reports for 15 times, the first time is on 500 reports, the second time is on 1000 

reports, and the last time is on 7479 reports. The threshold of pair-wise distance for 

Single-Pass algorithm is set to 0.1. The K for Sphere K-means is set to 50 which is the 

number of total events in the corpus. The parameter of DBSCAN   is set to 0.1, M 

is set to 5. For our two-stage clustering algorithm, the parameters in the following 

experiments are setup as: the 
d

  is set to 0.1, m  is set to 0.3 and c  is set to 0.25. 

The size of candidate buffer is set to 300, and the outlier queue is set to 500. The 

result shows in the following figure, the x-axis is the number of news reports of each 

times, y-axis is the F-measure. 
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Fig. 2. F-Measure of Different Clustering Algorithm 

Result shows that the F-Measure of Single-Pass is getting worse as the time with 

more and more news reports. The reason for single-pass is “error accumulation”, 

which means mistake made in previous step affect the performance of the following 

steps. The Sphere K-means generate better F-Measure result with more news reports 

added to the system. The reason for this is that the K is fixed to 50 during 15 runs not 

considering the change of number of reports. DBSCAN performs worst in this 

experiment. This is caused by the data sparse in high dimension, which makes 

DBSCAN hard to find a density area. However, two-stage clustering can generate 

stabilized performance. 

4.3.2   Evaluation of the two-stage clustering algorithm 

Our two-stage clustering consists of micro-clustering and macro-clustering for 

event detection. The event tracking threshold and threshold of pair-wise distance for 

macro-clustering is set to 0.3. The precision, recall and F-measure of micro-clustering 

result of each time are shown in the Table 1: 

Table 1.  Evaluation of Micro-Clustering 

No. of 

Times 

No. of  

reports 

No. of 

micro-clusters 

No. of  

outliers 

Precision Recall F-Measure 

1 500 48 47 1.00  0.42  0.51  

2 1000 87 92 1.00  0.52  0.64  
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3 1500 133 136 1.00  0.48  0.62  

4 2000 189 185 0.99  0.49  0.63  

5 2500 237 228 0.99  0.56  0.68  

6 3000 281 271 0.99  0.56  0.68  

7 3500 300 318 0.99  0.55  0.67  

8 4000 300 360 0.99  0.61  0.72  

9 4500 299 398 0.99  0.62  0.73  

10 5000 300 433 0.98  0.60  0.71  

11 5500 300 471 0.99  0.59  0.72  

12 6000 300 500 0.99  0.42  0.55  

13 6500 300 500 0.99  0.43  0.56  

14 7000 296 500 0.98  0.40  0.54  

15 7479 300 500 0.99  0.41  0.55  

 

Table 1 shows that the system can generate high precision but low recall on micro-

clusters. Micro-clustering are more favorable for precision, because merge step will 

be followed. 

Figure 3 shows the performance of macro-clustering. With the increasing of 

documents, we can find out that our system can still generate satisfied F-Measure 

although the precision of our system gradually goes down. 
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Fig. 3. Performance of Macro-Clustering 

4.3.3   Comparison of Dynamic TF-IDF and incremental TF-IDF 

The third experiment compares the performance of our Dynamic TF-IDF model 

with the classic TF-IDF model on test data. Figure 4 shows the result of F-measure. 

The experiment shows that when our system starts to delete some stories of inactive 

event, the dynamic TF-IDF model out performs the incremental TF-IDF model. 
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Fig. 4. F-Measure of Dynamic TF-IDF Model and Incremental TF-IDF Model 

4.3.4   Discussion 

Experiments show the effectiveness of our two-stage clustering algorithm. There 

are still some problems. Some result are topic clusters instead of event clusters, such 

as Figure 5a and Figure 5b. Figure 5a describes the air crash event of Yichun, while 

Figure 5b describes the topic of North-South Korean relations. To improve this 

problem, we will use more sophisticated algorithm to determine the pair-wise distance 

threshold for each macro-cluster rather than a universal threshold for all macro-

clusters. 

  

Fig. 5a. Cluster for air crash in Yichun     Fig. 5b. Cluster for North-South Korean relations 

5   Conclusions and Future Work 

In this paper, an online news clustering algorithm for event detection is proposed. 

Based on the algorithm, an online news clustering system is implemented. It can be 

accessed via URL: http://lt-lab.sjtu.edu.cn:8989/CorpusSystem. 

Our algorithm uses two-stage clustering methods. The first stage is micro-

clustering for event detection, where online news reports are incrementally clustered 

into micro-clusters. It focuses on high precision. Then we perform an event tracking 

process, where those newly micro-clusters are compared with previous generated 

micro-clusters, either merged into old ones or be regarded as a new event. The second 

stage is a macro-clustering algorithm, to combine all candidates to its related events. 

The proposed two-stage clustering algorithm enables our system processing 

infinite news stream in incremental manner. Meanwhile, with the help of high 

precision micro-clusters stored in our system as intermediate results, it is possible to 
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rectify some mistakes in previous macro-clustering result in the next macro-clustering 

process. 

In the next step we will focus on how to combine more sources, such as blogs and 

twitter, into our system, which facilitates our user to learn other people’s attitude of 

one specific event. 
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