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Zusammenfassung 
In der vorliegenden Arbeit werden Wellenleiter integrierte Multi-Quantum-Well 
(MQW) p-i-n Photodioden entwickelt und charakterisiert. Im Vergleich zu Bulk 
Photodioden haben MQW-Photodioden besondere Eigenschaften, wie zum 
Beispiel einen hohen und einstellbaren Polarization-Dependent-Loss (PDL). Dies 
macht MQW-Photodioden zu einem potenziellen Kandidaten für unterschiedliche 
Anwendungen, besonders für Polarization-Diversität kohärente Empfänger. 
Außerdem können MQW-Photodioden die monolithische Integration von opto-
electronischen Schaltungen vereinfachen. 
Das Design von Wellenleiter integrierten MQW p-i-n Photodioden basiert auf dem 
Modell, das in dieser Arbeit dargestellt wird. Das Modell gilt für das Spektrum der 
Empfindlichkeit, den PDL, die 3-dB Bandbreite, die DC- und RF- 
Sättigungsabsorption und die Nichtlinearität. Die wichtigen physikalischen Effekte 
für das Modell sind die Transitzeit und die Dichte der freibeweglichen 
Ladungsträger in den MQW-Schichten. Beide Effekte beeinflussen die interne 
Quantum-Effizienz, die optische Sättigungsabsorption, und die 3-dB Bandbreite. 
Das Modell berücksichtigt den Einfluss des elektrischen Feldes (der Spannung) 
und der optischen Eingangsleistung. 
Anschließend wird das Modell durch den Vergleich der Messergebnisse von drei 
erstellten Designs verifiziert. Die drei Designs werden durch die Empfindlichkeit, 
die Bandbreite, die maximale RF-Ausgangsleistung und die Nichtlinearität 
charakterisiert. Das Design „InP“ weist den höchsten PDL auf, wegen den stark 
beschränkten Exzitonen in den MQW-Schichten. Aufgrund der reduzierten 
Transitzeit haben die Designs „Q1.33” und „Al” bessere RF-Eigenschaften als das 
Design „InP“. Jedoch liefern die beiden Designs niedrigere PDL-Werte, wegen 
den schwächer beschränkten Exzitonen in den MQW-Schichten. Dann wird ein 
neues Design von Wellenleiter integrierten MQW p-i-n Photodioden dargestellt. 
Das neue Design benutzt die MQW Schichten mit einer kompressiven 
Verspannung. Die Simulationsergebnisse zeigen, dass das neue Design den hohen 
PDL des Designs „InP“ und die gute RF-Eigenschaft der Designs „Q1.33“ und 
„Al“ kombiniert. 
Am Ende wird ein verbesserter kohärenter Empfänger mit den dargestellten 
Designs demonstriert. 

  



 

 

 

  



 

 

Abstract 
In this work, waveguide integrated multiple quantum well p-i-n photodiodes are 
developed and characterized. Compared to bulk photodiodes, multiple quantum 
well photodiodes have special properties including a large and tunable polarization 
dependent loss. It makes multiple quantum well photodiodes a potential candidate 
for various applications, especially in polarization-diversity coherent optical 
receivers. Furthermore, multiple quantum well photodiodes are supposed to 
simplify monolithic integration of optoelectronic circuits. 
The design of waveguide integrated multiple quantum well p-i-n photodiodes is 
based on the model presented in this thesis. The model accounts for responsivity 
spectrum, polarization dependent loss, 3-dB bandwidth, DC and RF saturation, 
and nonlinearity. The important physical effects for the modeling of multiple 
quantum well photodiodes are the carrier transit time through the multiple 
quantum well layers and the free carrier density in the quantum wells. Both effects 
influence the internal quantum efficiency, the saturation of optical absorption, and 
the RF bandwidth. The model considers the influences of electrical field (bias 
voltage) and optical input power. 
The model is verified by comparing to the measurement results of three fabricated 
designs of waveguide integrated multiple quantum well p-i-n photodiodes. The 
three designs are characterized in terms of responsivity, polarization dependent 
loss, dark current, DC saturation of optical absorption, bandwidth, maximum RF 
output power, and nonlinearity. Among them, the design “InP” shows the highest 
polarization dependent loss because of its strongly confined excitons in wells. 
However, its RF performances such as the 3-dB bandwidth and the RF output 
power are limited by its large transit time. Compared to the design “InP”, the 
design “Q1.33” and the design “Al” exhibit better RF performances thanks to their 
reduced transit time. However, due to the weaker confinement of excitons in wells 
they provide lower polarization dependent loss values. By using compressive 
strains in wells, a new design of the waveguide integrated MQW p-i-n PD is 
presented. The simulation results show that this new design combines the high-
PDL performance of the design “InP” and the high-RF performance of the design 
“Q1.33” and the design “Al”. 
In the end, a novel advanced coherent receiver using proposed waveguide 
integrated multiple quantum well p-i-n photodiodes is demonstrated. 
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1. Introduction 
1.1 Motivation 

Since quantum wells (QWs) were firstly observed in the 1970s by Bell 
Laboratories [1], they have been widely used in many electro-optics and optical-
electro devices, such as lasers, modulators, and long-wavelength infrared detectors. 
Compared to the conventional lasers with bulk active layers, quantum well lasers 
have several advantages [1], such as higher gain and lower chirp. There are two 
popular types of quantum well based modulators. One is the electro-absorption 
modulator (EAM) and the other is the Mach-Zehnder modulator (MZM). Both 
modulators using quantum wells are based on the Quantum-Confined Stark Effect 
(QCSE). These modulators have a higher extinction ratio and higher modulation 
efficiency compared to the modulators using bulk materials [2]. Quantum wells 
can also be used in long-wavelength infrared detectors (from about 2µm to 20µm). 
These long-wavelength infrared detectors are based on the intersubband transitions 
in lightly doped quantum wells [3]. Compared to bulk long-wavelength infrared 
detectors, these detectors have a higher degree of uniformity, lower auger 
recombination rates, and tunability of the upper cutoff wavelength. Nowadays, the 
researches and fabrication techniques of the quantum well lasers, modulators, and 
long-wavelength detectors are well developed. 
For optical fiber communication systems (wavelength range of 0.8 to 1.6µm), 
intrinsic multiple quantum wells (MQWs) can be used as the absorber of the 
photodiodes (PDs). Compared to the bulk PDs, these MQW PDs have a special 
property: larger and tunable polarization dependent loss (PDL) [4]. This unique 
property makes MQW PDs a potential candidate for various applications such as 
polarization-diversity coherent optical receivers. Moreover, MQW PDs are 
supposed to simplify monolithic integration of optoelectronic circuits. Nowadays, 
monolithic integration becomes more and more critical to achieve lower cost, 
higher reliability and improved performance [5]. A lot of efforts have been carried 
out to integrate different optical components on one single substrate. EAMs 
integrated with distributed feedback (DFB) lasers were demonstrated by K. 
Wakita [6]. R. Nagarijan integrated a tunable laser sources with EAMs and 
semiconductor optical amplifiers (SOAs) [7]. For all-optical signal processing, T. 
Yoshimatsu realized optical logic gates by integrating an EAM and PD [8]. A 
single chip transceiver was demonstrated with a monolithic integrated distributed 
Bragg reflector (DBR) laser, an EAM, a PD, and a SOA by J. W. Raring [9]. 
However, in order to integrate a bulk PD with other components such as laser, 
EAM, and SOA, regrowth and other complex processes are necessary because 
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most lasers, EAMs, and SOAs are made of a MQW structure to fulfill their 
properties as mentioned above. One effective solution to overcome this problem is 
to implement PDs with a MQW structure as an absorption region instead of bulk 
absorption regions. 
There are a few research activities about MQW PDs. J.C Dries proposed an 
avalanche photodiode using strain-compensated InGaAs quantum wells [10] with 
a 2 µm cutoff wavelength. A multiple quantum well photodiode was demonstrated 
based on Ge/SiGe with 30 GHz bandwidth [11]. T. Bhowmick and S.S. Agashe 
proposed waveguide photodiodes using multiple quantum wells for the C-Band 
[12] [13]. However, no systematical analysis and no commercial design tools e.g. 
modeling of this kind of photodiodes have been presented so far. In this work, 
MQW PDs are systematically studied and modeled. I focus on the waveguide 
integrated MQW p-i-n PD based on III-V semiconductor materials.  

1.2 Thesis outline 
This work covers the theoretical aspect, the modeling, the design, and the analysis 
of the waveguide integrated MQW p-i-n PDs. Chapter 2 presents the theory of the 
waveguide integrated MQW p-i-n PD, including the band structures, the optical 
properties of MQWs, and the physical effects such as the carrier transit time and 
the free carrier density in the MQW PDs. In chapter 3 a model of a waveguide 
integrated MQW p-i-n PD is developed. The model accounts for optical absorption 
coefficient, responsivity, PDL, dark current, 3-dB bandwidth, DC and RF 
saturation, and nonlinearity. The important physical effects such as the carrier 
transit time and the free carrier density in MQWs are considered in the model. 
Chapter 4 summarizes the design and the fabrication processes of the waveguide 
integrated MQW p-i-n PDs. Chapter 5 presents the measurement results, including 
the responsivity, the PDL, the dark current, the DC saturation of optical absorption, 
the bandwidth, the maximal RF output power, and the nonlinearity of the devices. 
The measurements results are analyzed and compared with the simulation results 
based on the proposed model. Using the proposed waveguide integrated MQW p-
i-n PD with large PDL, an advanced dual-polarization coherent receiver is 
demonstrated in chapter 6. Finally, the work in this dissertation is summarized in 
chapter 7. Some ideas for future work are proposed.  
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2. Theory of waveguide 
integrated MQW p-i-n PD 
In this chapter, brief overviews of the p-i-n PD and the waveguide integrated PD 
are presented to address the choice of the waveguide integrated MQW p-i-n PD. 
After that the band structure and the optical properties of the MQW structures are 
introduced. In the end some physical effects in waveguide integrated MQW p-i-n 
PDs are discussed. 

2.1 The waveguide integrated p-i-n PD 

2.1.1 The p-i-n PD 
A photodiode absorbs the optical signal and converts it into an electrical signal. 
Only by absorbing the light with the photon energy at least equal to the bandgap 
energy Eg of the absorber material, an electron can be excited from the valence 
band to the conduction band. For this band-to-band transition, the long-wavelength 
cut-off for photon absorption λg is given by 

 λg =
hc
Eg

=
1.24
𝐸𝐸𝑔𝑔(eV)

 (µm) (1) 

where h is the Planck constant and c is the velocity of light in vacuum. Once an 
electron-hole-pair is created, the electron and hole can be transported with the 
applied electric field resulting in an induced current [14]. The interaction of 
current with external circuits provides the output signal [15]. 
Normally the material with a direct bandgap is preferred for the light absorption, 
since the absorption constant is high near the bandgap. Today’s optical fiber 
exhibits minimum loss and minimum dispersion at 1.55µm and 1.3µm, 
respectively. For these telecom fiber applications, the photodiode material system 
should allow for a composite of highly absorbing and transparent layers for the 
wavelength range between 1.3µm and 1.6µm. The compound semiconductor 
system InGaAsP, grown lattice matched on InP substrate with a direct bandgap, 
fulfills these requirements. By varying compositions of the alloys, the bandgap can 
vary between 0.75eV (λg = 1.65µm) and 1.35eV (λg = 0.92µm). The ternary 
composite InGaAs lattice matched to InP is used in this thesis as the light 
absorbing material, which shows an absorption constant α of 7000cm-1 at 1.55µm 
wavelength [16]. 
The general characteristics of a photodiode are considered as quantum efficiency, 
responsivity, response speed, and saturation absorption. The external quantum 
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efficiency ηext is the externally measured number of charge carrier pairs generated 
per incident photon 

 𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒 =
𝐼𝐼𝑃𝑃𝑃𝑃
𝑒𝑒
∙
ℎ𝜐𝜐
𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜

 (2) 

where IPD is the photogenerated current, 𝑒𝑒 is the elementary electric charge, and 
Popt is the incident optical power at the optical frequency of υ. When each photon 
generates one electron-hole-pair and neither photons nor carriers are lost, the 
external quantum efficiency ηext equals 1. The responsivity is the ratio of the 
photocurrent to the optical power 

 𝑅𝑅 =
𝐼𝐼𝑃𝑃𝑃𝑃
𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜

=
𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒𝜆𝜆(µ𝑚𝑚)

1.24
 �
𝐴𝐴
𝑊𝑊
�. (3) 

Thus, for a given external quantum efficiency, the responsivity increases linearly 
with wavelength. The responsivity can depend on the state of the polarization of 
the incoming light. The polarization dependent loss (PDL) is defined as 

 𝑃𝑃𝑃𝑃𝑃𝑃 = 10 log �
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚

� [𝑑𝑑𝑑𝑑]. (4) 

The response speed is determined by the combination of two factors: the carrier 
transit time and the RC time constant [17]. The depletion layer must not be too 

p-type Intrinsic semiconductor
i n-type

- +

VbiasRL

hυ 

 
(a) 

Eg

Fermi level

electron

hυ 

En
er

gy

 
(b) 

Fig. 1 (a) Cross-sectional view of a p-i-n diode at a reverse bias with an external load RL. (b) 
Energy band structure of a p-i-n diode under a reverse bias [15]. 
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wide; otherwise, the large carrier transit time through the depletion layer will limit 
the frequency response. It should also not be too thin; otherwise, the large 
capacitance due to the thin depletion layer will result in a large RC time constant 
limiting the bandwidth. At high optical input power, the performance of the 
photodiode will be affected, which is called as optical saturation absorption. There 
are many limiting factors such as the space charge effect, the thermal failure, and 
the voltage drop at external load [17]. 
There are many photodiode types, including the p-n junction diode, the p-i-n diode, 
the metal-semiconductor diode (Schottky barrier), and the heterojunction diode. 
The p-i-n photodiode is one of the most common photodetectors, because the 
thickness of depletion region can be tailored to optimize the quantum efficiency 
and frequency response.  
Fig. 1(a) shows the schematic representation of a p-i-n diode. An intrinsic absorber 
layer is sandwiched between p- and n-type contact layers. Fig. 1(b) depicts the 
energy band structure of the heterostructure using InGaAs as absorber and 
InGaAsP as contact layers. The p- and n-type contact layers are designed to be 
transparent for the incoming light through the n-contact layer as shown in Fig. 1(b). 
As a result, the electron-hole-pairs are solely generated in the depletion region. 
The photon generated electron-hole-pairs will eventually be separated by the 
electric field as shown in Fig. 1(b), leading to current flow in the external circuits 
as carriers drift across the depletion layer [15]. Compared to the p-n photodiode, 
the p-i-n photodiode has many advantages. The thicker depleted absorber in a p-i-
n PD offers higher responsivity and lower junction capacitance. The transparent 
contact layers eliminate the slow diffusion photocurrent. Moreover, there is an 
additional degree of freedom in the design of the depletion width to tailor the PD 
performances.  

2.1.2 The waveguide integrated PD 
To design a high-performance PD, some Figures of Merits (FoMs) have to be 
considered, such as a high responsivity, a high bandwidth, a high saturation 
photocurrent, and a high linearity. There are three common design approaches as 
shown in Fig. 2. In vertically-illuminated p-i-n PDs in Fig. 2(a) and (b), the input 
light travels through the p-contact (top-illuminated p-i-n PD) or the n-contact and 
the substrate (back-illuminated p-i-n PD). The input light is absorbed in the 
intrinsic absorber layer. To get a high responsivity, the thickness of the absorber 
should be large. However the thick absorber increases the transit time limiting the 
bandwidth. The bandwidth-efficiency-product (bandwidth × quantum efficiency) 
is limited to approximately 20GHz for top-illuminated p-i-n PD [18]. For back-
illuminated p-i-n PD, the light can be reflected by the top metal and absorbed 
again in the absorber leading to a larger product of 35GHz [19]. 
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To overcome the trade-off caused by the absorber thickness of the surface 
illuminated PD, the side-illuminated waveguide p-i-n PD is used as shown in Fig. 
2(c). The absorber is embedded in an optical waveguide. In this PD, the optical 
absorption path is oriented perpendicular to the electrical field, since the light is 
laterally injected into the thin absorber layer. Thus, the carrier transit time and the 
responsivity are determined by two separated parameters: the absorber thickness 
determines the carrier transit time, while the absorber length controls the 
responsivity. A bandwidth-efficiency-product of 55GHz was achieved by K. Kato 
[20]. However, because of the low tolerance to lateral and vertical displacement of 
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Absorber
i
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hυ 
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Absorber
i

n+

hυ light

light

 
(a)                                                          (b) 

p+

Absorber
i

n+
hυ 
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(c) 

p+

Absorber
i

n+

hυ 

light

 
(d) 

Fig. 2 Various photodiode approaches: (a) a top-illuminated p-i-n PD; (b) a back-illuminated p-i-
n PD; (c) a side-illuminated waveguide p-i-n PD; (d) a waveguide integrated p-i-n PD based on 
the evanescent coupling. 
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the input light, this design implies the use of further optics or a tapered fiber for 
coupling. It makes the fiber-chip coupling more crucial and complex [16]. 
The waveguide integrated p-i-n PD in Fig. 2(d) offers the same benefits as the 
side-illuminated waveguide p-i-n PD and even more advantages. The input light 
travels along the optical waveguide and couples evanescently to the PD mesa 
located on top of the waveguide. This evanescent coupling ensures a more uniform 
power distribution in the absorber, improving the high-power capability [21]. An 
on-chip integrated spot size converter can be used for the fiber-chip alignment. 
Thus a cleaved fiber instead of tapered fiber can be used, which increases the 
coupling efficiency and alignment tolerances [16]. Moreover, the waveguide 
integrated p-i-n PD enables advanced monolithic integration with other 
components such as the power splitter, the multi-mode-interference (MMI), and 
the polarization beam splitter (PBS). 
Considering the advantages of the p-i-n PD and the waveguide integrated PD, we 
put the focus on the waveguide integrated p-i-n PD using MQW as the absorber in 
this thesis. 

 
Fig. 3 gives an example of a waveguide integrated p-i-n PD with light propagation. 
The PD Mesa (p-i-n PD structure) is located on top of the waveguide layer. The 
refractive indices of the waveguide layer, the n-contact layer, and the absorber 
layer should fulfill the following inequation: nwaveguide < nn-contact < nabsorber to 
ensure that the light will be coupled from waveguide to the p-i-n PD. The p-
contact should have a smaller refractive index than the absorber (np-contact < nabsorber) 
to prevent the light from getting into the p-contact metal. Fig. 4 shows the 
simulated TE modes in xy plane for (a) the rib waveguide, (b)-(d) the PD mesa 
with a PD width of 5µm and a waveguide width of 2µm. The evanescent coupling 
of the light from waveguide to the p-i-n PD is the result of the mode beating 
effects between TE12 and TE13 modes in the PD mesa. The beat length lpi can be 
calculated 

Waveguide Layer

N-Contact layer

Substrate

Intrinsic Absorber

P-Contact layer
P-Metal

PD Mesa (lPD)

Input light 

Single-Mode 
Waveguide

R0
κ 

z
x

y 2lpi

 

Fig. 3 Side view of the light distribution along the waveguide integrated PD. 
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Fig. 4 Simulated TE intensity mode profiles of (a) single-mode rib waveguide, (b)-(d) PD mesa. 
(b)-(d) are the first, second, and third vertical modes, respectively in PD mesa. 

 𝑙𝑙𝑝𝑝𝑝𝑝 =
𝜋𝜋

�𝛽𝛽𝑇𝑇𝑇𝑇12 − 𝛽𝛽𝑇𝑇𝑇𝑇13�
=

𝜆𝜆

2 �𝑅𝑅𝑅𝑅�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇12� − 𝑅𝑅𝑅𝑅�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇13��
 (5) 

where 𝛽𝛽𝑇𝑇𝑇𝑇12  and 𝛽𝛽𝑇𝑇𝑇𝑇13  are the propagation constant for TE12 and TE13 mode, 
respectively. 𝑅𝑅𝑅𝑅�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇12� is the real part of the effective index of TE12 mode 
𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇12 , 𝑅𝑅𝑅𝑅�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇13�  is the real part of the effective index of TE13 mode 
𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇13, and λ is the wavelength. To obtain a quantum efficiency of 𝜂𝜂 (0< 𝜂𝜂<1), 
the designed PD length lPD can be estimated as: 

 𝑙𝑙𝑃𝑃𝑃𝑃 =
−λ ln (1 − 𝜂𝜂)

4𝜋𝜋 �𝐼𝐼𝐼𝐼�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇12� + 𝐼𝐼𝐼𝐼�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇13�� /2
 (6) 

where 𝐼𝐼𝐼𝐼�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇12� is the imaginary part of the effective index 𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇12 of TE12 
mode and 𝐼𝐼𝐼𝐼�𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇13� is the imaginary part of the effective index 𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒,𝑇𝑇𝑇𝑇13of 
TE13 mode.  

2.2 Semiconductor band structure 

Multiple quantum wells are thin layered semiconductor structures in which 
electrons and holes are strongly confined. Due to the quantum confinement of 
electrons and holes, many of the physical effects in MQWs can be observed and 
controlled at room temperature. For example, the “exciton”, which can be easily 
seen in MQW structures at room temperature, is one of the most important 
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phenomena. MQW structures have many unique properties compared to bulk 
structures. One of them is the stronger absorption over narrow bands of photon 
energies. Besides, the absorption strength of the light can be strongly dependent on 
the polarization status of the input light (large PDL). Many of the effects, such as 
PDL and upper cut-off absorption wavelength, can be further tuned by varying the 
geometry or materials of quantum wells or introducing strain effects in quantum 
wells. These physical effects can be exploited in real devices. 

2.2.1 Band structure for bulk structures 
According to the quantum theory, the light absorption and generation are both 
based on the electron transition between two different electron energy levels with 
the presence of the light or free carriers. Thus, it is quite necessary to study the 
energy distributions in semiconductors to design the corresponding devices. 
With absence of any electromagnetic fields, an electron in a vacuum at a position 
𝒓𝒓 can be described by a wave function φ [22] 

 φ = e𝑗𝑗(𝒌𝒌∙𝒓𝒓−𝜔𝜔𝜔𝜔) (7) 

where 𝑡𝑡 is the time, 𝜔𝜔 is the angular frequency, r is the position vector, and the 
wave vector is given by 

 k = |𝒌𝒌| = �𝑘𝑘𝑥𝑥𝒆𝒆𝑥𝑥 + 𝑘𝑘𝑦𝑦𝒆𝒆𝑦𝑦 + 𝑘𝑘𝑧𝑧𝒆𝒆𝑧𝑧� =
2𝜋𝜋
𝜆𝜆

 (8) 

where 𝒆𝒆𝑥𝑥 , 𝒆𝒆𝑦𝑦 , and 𝒆𝒆𝑧𝑧  are the unit vector of the coordination system. The wave 
function φ and energy E of an electron obey the time-independent Schrödinger 
equation [23] 

 −
ħ2

2𝑚𝑚
∇2φ = Eφ (9) 

where ħ is the reduced Planck constant (ħ=h/2π), h is the Planck constant, 𝑚𝑚 is the 
mass of the electron, and 𝛻𝛻 is given by 

 𝛻𝛻 =
𝜕𝜕
𝜕𝜕𝜕𝜕

𝒆𝒆𝑥𝑥 +
𝜕𝜕
𝜕𝜕𝜕𝜕

𝒆𝒆𝑦𝑦 +
𝜕𝜕
𝜕𝜕𝜕𝜕
𝒆𝒆𝑧𝑧. (10) 

The dispersion (energy versus momentum p which is proportional to the wave 
vector k (p=ħk)) curve of this electron is illustrated in Fig. 6 (solid curve). The 
total energy E for this electron in a vacuum ignoring the influence of 
electromagnetic fields is only the kinetic energy Ek given as the following 

 𝐸𝐸 = 𝐸𝐸𝑘𝑘 ≈
ħ2𝑘𝑘2

2𝑚𝑚
. (11) 
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However, the situation will be much more complex if an electron is in a bulk 
material. For simplicity, the so called effective mass approximation has been found 
to be very suitable to describe the time-independent Schrödinger equation at 
relatively low electron momentum (𝑘𝑘 ≈ 0) [23] 

 −
ħ2

2𝑚𝑚∗ ∇
2φ = Eφ. (12) 

where 𝑚𝑚∗ is the effective mass of an electron in a bulk material. The energy of an 
electron in a bulk material and its wave function are expressed as [1] 

 𝐸𝐸 =
ħ2𝑘𝑘2

2𝑚𝑚∗ ,   𝜑𝜑 = 𝑒𝑒𝑗𝑗𝐤𝐤𝐤𝐤𝑢𝑢(𝐤𝐤, 𝐫𝐫) = 𝐹𝐹(𝐫𝐫)𝑢𝑢(𝐤𝐤, 𝐫𝐫) (13) 

where 𝐹𝐹(𝐫𝐫) is an envelope function and 𝑢𝑢() is a Bloch function with the special 
property that it is periodic with the crystal lattice and repeats itself in each unit cell 

 
Fig. 6 The dispersion curve for an electron in a vacuum (solid curve) and an electron in GaAs 
(dotted curve) [23]. 

 

 
Fig. 5 The dispersion curve for an electron in the conduction band (solid curve), a heavy hole 
and a light hole in the valence band (dotted curve) [23]. 
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of the crystal [24]. 
The effective mass m* is a quantity that is used to simplify band structures by 
constructing an analogy to the behavior of a free particle with that mass, which 
can be represented by the curvature of the dispersion curve at 𝑘𝑘 ≈ 0. The effective 
mass has been revealed to be anisotropic, since the crystal potential along the [001] 
axis is different from that along the [111] axis [23]. Fig. 6 shows the dispersion 
curve for the electron effective mass in GaAs, in comparison with that of an 
electron in a vacuum [23].  
Fig. 5 shows the energy versus wave vector curves for an electron in the 
conduction band (solid curve) and a hole in the valence band (dotted curve). The 
valence bands are known as the heavy hole (hh) and light hole (lh) band. The 
conduction band represents excited electron states. With the presence of an applied 
electric field, these electrons are accelerated to contribute to a current flow. The 
lowest energy difference between the two bands is called as the bandgap Eg which 
is shown in Fig. 5. According to the effective mass approximation, the electrons in 
the conduction band, the heavy holes and the light holes in the valence band 
behave as particle with different effective mass along different crystal axis. 
The effective mass approximation is used for bulk materials. When two materials 
are placed adjacent to each other to form a heterojunction, this approximation is 
only valid with each material using the effective mass as a function of position. 
Considering the different bandgaps of different materials, the Schrödinger 
equation for this heterojunction can be expressed as [23] 

U

z0

electron

hole

Semiconductor 1Semiconductor 2

ΔEc

-ΔEv

 
Fig. 7 The one-dimension potential energy U(z) in the conduction band (for electrons) and 
valence band (for holes) at a heterojunction [23]. 
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 − ħ2

2𝑚𝑚∗(𝑧𝑧)∇
2φ𝑒𝑒 + U𝑒𝑒(z)φ𝑒𝑒 = E𝑒𝑒φ𝑒𝑒  for electrons (14) 

 − ħ2

2𝑚𝑚∗(𝑧𝑧)∇
2φℎ − Uℎ(z)φℎ = Eℎφℎ  for holes (15) 

where 𝑚𝑚∗(𝑧𝑧) is the position z dependent effective mass and U(z) is a constant 
potential energy representing the discontinuity in either the conduction (Ue) or the 
valence band (Uh) between two materials as shown in Fig. 7. The “band offset 
ratio” is used as an experimental quantity to join the two semiconductor materials 
together. It is the ratio of the conduction band energy difference ΔEc to the band 
gap difference ΔEg=Eg1-Eg2, as shown in Fig. 8. The conduction band energy 
difference ΔEc and the valence band energy difference ΔEv fulfill the equation of 
ΔEc + ΔEv = ΔEg. Different heterojunction has different band offset ratio (ΔEc/ΔEg). 
For example, for undoped InP/InGaAsP heterojunction, the ratio is about 0.4, 
while for undoped InGaAlAs/InGaAsP heterojunction, the ratio is about 0.7. 

2.2.2 Band structure for quantum well structures 
The heterostructure is the combination of multiple heterojunctions. For example, 
as shown in Fig. 9 a material layer “1” with a narrower band gap is sandwiched 
between two material layers “2” with a wider band gap. The both materials are 
undoped. That forms a double-heterojunction. 
If layer “1” is sufficiently thin (about tens of atomic layers) for quantum properties 
to be exhibited, this heterostructure is called as single quantum well (SQW). The 
layers “1” and “2” are called as “well” and “barrier”, respectively. Normally, there 
are two types of systems. All the structures illustrated so far are examples of type-I 
system. In this particular material system type, electrons have higher energies in 

Distance

Conduction band

Valence band

Eg1 Eg2

ΔEc

E

ΔEv

ΔEc

Ec

Ev

 
Fig. 8 The band diagram of an InP/InGaAsP heterojunction. 
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barriers than in the wells (Ec(2)>Ec(1)) and holes have lower energies in barriers 
than in the wells (Ev(2)<Ev(1)). The band gap of well material is fully inserted 
within the band gap of barrier material. Thus, any electrons or holes falling into 
the quantum wells are within the same layer of material as shown in Fig. 9. The 
electrons and holes in the type-I system recombine quickly. In this thesis only the 
type-I system is considered. 

Distance

Conduction band

Valence band

Eg1 Eg2

ΔEc

E

ΔEv

ΔEc

2 1 2

D1

Ec

Ev

 
Fig. 9 The band diagram of a type-I double-heterojunction. Material 1 as the well, and material 

2 as the barrier. 

Distance

E 2 1 2 1 2 1 2

wavefunction

 
(a) 
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E 2 1 2 1 2 1 2

wavefunction

 
(b) 

Fig. 10 Schematic of the wave functions in of (a) a MQW structure and (b) a SL structure. 
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If the layer structure for the SQW is repeated, MQW or superlattice (SL) can be 
formed. The difference between the MQW and the SL is the extent of the 
interaction between the quantum wells, as shown in Fig. 10. For the ideal MQW 
structure, there is no overlapping of the wave function φ of the electrons in two 
adjacent quantum wells. Thus, the MQW exhibits the properties of a collection of 
isolated single quantum wells. However, in the SL structure, there is a significant 
wave function φ penetration between quantum wells. Usually, the barrier width of 
quantum well structure is much larger than that of the supperlattice structure to 
prevent the interaction between quantum wells. In following sections of this thesis, 
we will just talk about the MQW structure. 

A. Sub-band in MQW 

Since the physics of the MQW structure is essentially the same as a set of 
independent wells, we can analyze the physics of SQW instead for simplification. 
Fig. 11 shows the schematic diagrams for a bulk structure and a MQW structure. 
In the bulk material (Dx, Dy, Dz >>0.1µm), the electrons and holes are free to move 
in all the directions (x, y, z direction). Both the distribution function of the energy 
of states and the density of states are continuous. But in the quantum well structure, 
the thickness of the well Dw is comparable to the Broglie wavelength of the 
electrons and holes (about tens of nanometer). Thus, the electrons and holes are 

1 Dx

Dz

Dy 2
x

y

z

 
(a) 

y

z

2 21

Dw

x

 
(b) 

Fig. 11 (a) The bulk structure, material 1 and material 2; (b) the SQW structure, material 1 as 
the well and material 2 as the barrier 
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confined in the direction perpendicular to the layers (z direction in Fig. 11). The 
motion energy of states in z direction (confined-state energy) becomes quantized, 
which can be discrete values of E1, E2, E3 …. In the directions parallel to the layers 
(x and y direction), the electrons and holes do not have the confinement. The 
distribution of in-plane motion energy is still continuous. We call this kind of 
system “2-dimentional electron gas”. 
The envelope wave function and the energy of particles (electrons, heavy holes or 
light holes) in quantum wells satisfy the time-independent Schrödinger equation as 
shown in Eq. (14). If we set Eq. (10) in to Eq. (14), the Schrödinger equation 
would be as follows 

 

⎩
⎪
⎨

⎪
⎧−

ħ2

2𝑚𝑚∗(𝑧𝑧)�
𝜕𝜕2

𝜕𝜕𝑥𝑥2 +
𝜕𝜕2

𝜕𝜕𝑦𝑦2 +
𝜕𝜕2

𝜕𝜕𝑧𝑧2 �φ𝑒𝑒 + U𝑒𝑒(z)φ𝑒𝑒 = E𝑒𝑒φ𝑒𝑒 𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

−
ħ2

2𝑚𝑚∗(𝑧𝑧)�
𝜕𝜕2

𝜕𝜕𝑥𝑥2 +
𝜕𝜕2

𝜕𝜕𝑦𝑦2 +
𝜕𝜕2

𝜕𝜕𝑧𝑧2 �φℎ − Uℎ(z)φℎ = Eℎφℎ 𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
. (16) 

As the potential energy U can be written as U=U(x,y,z)=U(z) since there is no 
energy discontinuity in x and y direction. The wave function φ can be expressed as 

 φ(x, y, z) = 𝜑𝜑𝑥𝑥(𝑥𝑥)𝜑𝜑𝑦𝑦(𝑦𝑦)𝜑𝜑𝑧𝑧(𝑧𝑧). (17) 

The wave function, which describes the behavior of the particles in xy directions, 
should be the function of plane wave which is the same as in the bulk materials 

 𝜑𝜑𝑥𝑥(𝑥𝑥) = 𝐴𝐴𝑒𝑒𝑗𝑗𝑘𝑘𝑥𝑥𝑥𝑥,𝜑𝜑𝑦𝑦(𝑦𝑦) = 𝐵𝐵𝑒𝑒𝑗𝑗𝑘𝑘𝑦𝑦𝑦𝑦 (18) 

where kt=kxex+kyey is the vector parallel to the layers. After substituting Eq. (17) 
and Eq. (18) into Eq. (16), we get 

 
ħ2

2𝑚𝑚∗(𝑧𝑧) �𝑘𝑘𝑥𝑥
2+𝑘𝑘𝑦𝑦

2�φ(x, y) = 𝐸𝐸𝑡𝑡φ(𝑥𝑥, 𝑦𝑦), (19) 

 

⎩
⎪
⎨

⎪
⎧−

ħ2

2𝑚𝑚∗(𝑧𝑧)
𝜕𝜕2

𝜕𝜕𝑧𝑧2 φ𝑒𝑒(z) + U𝑒𝑒(z)φ𝑒𝑒(z) = E𝑧𝑧,𝑒𝑒φ𝑒𝑒(𝑧𝑧) 𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

−
ħ2

2𝑚𝑚∗(𝑧𝑧)
𝜕𝜕2

𝜕𝜕𝑧𝑧2 φℎ(z)− Uℎ(z)φℎ(z) = E𝑧𝑧,ℎφℎ(𝑧𝑧) 𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
 (20) 

where Et and Ez stands for the eigenenergy in plane and in z direction, respectively. 
Solving Eq. (19), the in-plane eigenenergy can be gotten 

𝐸𝐸𝑡𝑡 =
ħ2

2𝑚𝑚∗(𝑧𝑧) �𝑘𝑘𝑥𝑥
2+𝑘𝑘𝑦𝑦

2� =
ħ2

2𝑚𝑚∗(𝑧𝑧) 𝑘𝑘𝑡𝑡
2. (21) 

The dispersion curve for the particle in-plane is the same as in Fig. 5. The in plane 
eigenenergy Et is continuous. However, solutions of Schrödinger equation in z 
direction (Eq. (20)) produce discrete states of energy 𝐸𝐸𝑧𝑧|𝑖𝑖𝑡𝑡ℎ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝐸𝐸𝑖𝑖 . 
Summarizing, the total energy of a particle in quantum well system is given by 
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 𝐸𝐸 = 𝐸𝐸𝑧𝑧 + 𝐸𝐸𝑡𝑡 = 𝐸𝐸𝑖𝑖 +
ħ2

2𝑚𝑚∗(𝑧𝑧) 𝑘𝑘𝑡𝑡
2, 𝑖𝑖 = 1, 2, 3, …. (22) 

where 𝐸𝐸 can be 𝐸𝐸𝑒𝑒 for the energy of electrons and 𝐸𝐸ℎ for energy of holes, 𝑖𝑖 is the 
quantum number of the discrete states which is 𝑖𝑖𝑒𝑒for electrons, 𝑖𝑖ℎℎ for heavy holes, 
and 𝑖𝑖𝑙𝑙ℎ for light holes. The dispersion curve for a particle (electron, heavy hole, or 
light hole) in a quantum well is shown in Fig. 12. In the plane of the quantum well, 
there is a continuous range of allowed energies. In bulk materials, such domains 
are called “energy bands”. But in quantum wells, we have instead “subbands” that 
are associated with confined levels. The particle (electron or hole) in a given 

 

Fig. 12 Schematic showing the in-plane (kt) dispersion curve and the subband structure. 
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Fig. 13 Eigenenergies En and wave functions φ(z) in a InGaAs/InP single quantum well (Ee: 
electrons, Ehh: heavy holes, Elh: light holes). 
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confined state can have any energy equal or larger than the confined state energy 
(E1, E2, … Ei) in the subbands. 
To analyze the dependence of the discrete eigenenergies 𝐸𝐸𝑖𝑖 on the geometry and 
material of the quantum well, we use the simplest case-“infinite well”. It is 
assumed that the barriers of the quantum well are infinitely high. Then the wave 
function must be zero at the walls of the quantum well. Based on the particle-in-a-
box model, the solution of Eq. (20) is obtained as 

 𝐸𝐸𝑖𝑖 =
ħ2

2𝑚𝑚∗ �
𝑖𝑖𝑖𝑖

𝐷𝐷𝑤𝑤
�

2

𝑖𝑖 = 1,2, ….       𝜑𝜑𝑛𝑛 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 �
𝜋𝜋𝜋𝜋𝜋𝜋

𝐷𝐷𝑤𝑤
� (23) 

where Dw is the thickness of well. From Eq. (23), the eigenenergies depend on the 
effective mass and the well thickness Dw. Narrow wells and small effective masses 
enlarge the eigenenergies. The interval between the eigenenergies becomes large 
at high levels i. Only in narrow wells, the discrete energy levels are remarkable. 
Of course, in reality, the barrier height cannot be infinite. The finite barrier height 
depends on the band gap discontinuity ΔEc for electrons, ΔEv for heavy holes, and 
light holes. The solutions will be more complex, which will be discussed in 
Chapter 3. 

Eq. (20) accounts for the electron, the heavy hole, and the light hole in the 
quantum well. Using the effective mass of the electron me

*, the heavy hole mhh
*, 

and the light hole mlh
* together with the band-discontinuity caused one-

dimensional potential energy U(z) of the electron, the heavy hole, and the light 
hole in Eq. (20), the eigenenergies Ei and the wave functions φ(z) can be obtained. 
An example of eigenenergies Ei and wave functions φ(z) in the InGaAs/InP 
quantum well structure is shown in Fig. 13. According to Eq. (23), the 
eigenenergy is inverse proportional of the effective mass. Since the effective mass 

ρ(E)

E

E1

E2

E3

3D2D

 
Fig. 14 Diagram of two dimensional (2D) density of states function for each subband and the 
three dimensional density of states function. 
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of the light hole is smaller than that of the heavy hole, the eigenenergy of the light 
hole Elh,i is larger than the eigenenergy of the heavy hole Ehh,i. Thus, in quantum 
wells the valence bands for the heavy hole and the light hole are not degenerated 
anymore and separated. 
The distribution of density of states in 3-dimentional (3D) bulk material is 
parabolic as shown in Fig. 14. According to Eq. (22), the in-plane energy contour 
surface is a circle. The number of states within dEt per unit area is [23] 

 𝐷𝐷(𝐸𝐸𝑡𝑡)𝑑𝑑𝐸𝐸𝑡𝑡 =
𝑘𝑘𝑡𝑡𝑑𝑑𝑘𝑘𝑡𝑡
𝜋𝜋

 (24) 

Using Eq. (23), the states per unit area and per unit energy is obtained 

 𝐷𝐷(𝐸𝐸𝑡𝑡) =
𝑚𝑚∗

𝜋𝜋ħ2
. (25) 

The density of states which is the number of states per unit volume and per unit 
energy is 

 𝜌𝜌(𝐸𝐸) = 𝑚𝑚∗/𝜋𝜋ħ2𝐷𝐷𝑤𝑤. (26) 
According Eq. (26), the two dimensional (2D) density of states is constant with 
energy, which is only relative to the effective mass and the well thickness. After 
summing all the density of states in the allowed energy subband, the density of 
states for a given subband is a “step” that starts at the corresponding eigenenergy. 
Fig. 14 indicates the correlation between the overall 2D (quantum well) and the 
3D (bulk) density of states functions. 

B. Exciton 
Since the free electrons in the conduction band and the free holes in the valence 
band are negative and positive charged particles, they can attract each other by 
Coulomb attraction. Their motions are not independent any more. The attractive 
potential leads to a reduction (Eb) in the energy of the electron and hole. This bond 
state of an electron and a hole is called as an exciton. It is an electrically neutral 
quasiparticle existing in insulators, semiconductors, and some liquids. The exciton 
is regarded as an elementary excitation of condensed matter that can transport 
energy without electric charge [25]. 
There are normally two ways to generate excitons as shown in Fig. 15. By 
absorbing a photon of an energy equal or larger than the discrete energy difference 
between holes and electrons, a free electron is created and an empty state (hole) is 
left within the valence band (“high energy excitation”). The hole often forms a 
bond with an electron in the conduction band. Thus, an exciton is formed 
(“exciton formation” in Fig. 15). The second way is that if the photons of energy 
just below the band gap can also be absorbed to create excitons directly (“resonant 
excitation” in Fig. 15) [23]. 
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Fig. 15 Schematic representation of the generation of excitons. 

The model of a hydrogen atom can be used to analyze the properties of excitons. 
In bulk material, the binding energy Eb

3Dof an exciton can be obtained as [23] 

 𝐸𝐸𝑏𝑏3𝐷𝐷 =
𝜇𝜇𝑒𝑒4

32𝜋𝜋2ħ2𝜖𝜖𝑟𝑟2𝜖𝜖02
 (27) 

where εr is the relative permittivity and ε0 is the permittivity of free space. µ is the 
reduced mass which is given by 

 
1
𝜇𝜇

=
1
𝑚𝑚𝑒𝑒
∗ +

1
𝑚𝑚ℎ
∗  (28) 

where me
* is the effective mass of the electron. mh

* is mhh
* for the effective mass of 

the heavy hole, and mlh
* for the effective mass of the light hole. And the Bohr 

radius which is used to express the most probable distance between the proton and 
the electron of hydrogen becomes 

 𝜆𝜆𝑒𝑒𝑒𝑒3𝐷𝐷 =
4𝜋𝜋𝜖𝜖𝑟𝑟𝜖𝜖0ħ2

𝜇𝜇𝑒𝑒2
. (29) 

The total energy of the exciton in bulk materials can be obtained 

 𝐸𝐸𝑒𝑒𝑒𝑒 = 𝐸𝐸𝑔𝑔 − 𝐸𝐸𝑏𝑏3𝐷𝐷 . (30) 

Fig. 16 shows an exciton in a bulk material and an exciton in a quantum well 
structure [4]. The excitons in a quantum well are different from that in a bulk 
material, due to the strong confinement in a quantum well. Since the size of the 
exciton in a bulk material is normally larger than the well thickness, the exciton in 
a quantum well must become much smaller in the direction perpendicular to the 
quantum wells (z direction in Fig. 15). There are two limiting cases for the 
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Fig. 16 Comparison of exciton size and shapes in bulk and quantum well. 

analysis of excitons in a quantum well. In the case of a large well thickness (two 
orders of magnitude larger than the de Broglie wavelength 𝜆𝜆 = ℎ 𝑝𝑝� , where 
𝑝𝑝 = |𝒑𝒑|), the exciton should be like an exciton in bulk. In the case of a narrow 
well (comparable to the de Broglie wavelength 𝜆𝜆 = ℎ 𝑝𝑝� ), the exciton will become 
2D. Using the model of 2D hydrogen atom, the binding energy and Bohr radius of 
2D exciton can be obtained 

 𝐸𝐸𝑏𝑏2𝐷𝐷 =
𝜇𝜇𝑒𝑒4

8𝜋𝜋2ħ2𝜖𝜖𝑟𝑟2𝜖𝜖02
= 4𝐸𝐸𝑏𝑏3𝐷𝐷 , (31) 

 𝜆𝜆𝑒𝑒𝑒𝑒2𝐷𝐷 =
2𝜋𝜋𝜖𝜖𝑟𝑟𝜖𝜖0ħ2

𝜇𝜇𝑒𝑒2
= 𝜆𝜆𝑒𝑒𝑒𝑒3𝐷𝐷/2. (32) 

From Eq. (31) and Eq. (32), the binding energy of a 2D system is four times larger 
than that of a 3D system. And the Bohr radius of the 2D system is half of that of 
the 3D system. Since the excitons in a quantum well cannot achieve any of both 
limiting cases, the binding energy of an exciton in a quantum well 𝐸𝐸𝑏𝑏 and the Bohr 
radius in a quantum well 𝜆𝜆𝑒𝑒𝑒𝑒 obey 

 lim
𝐷𝐷𝑤𝑤→∞

𝐸𝐸𝑏𝑏 = 𝐸𝐸𝑏𝑏3𝐷𝐷  𝑎𝑎𝑎𝑎𝑎𝑎  lim
𝐷𝐷𝑤𝑤→0

𝐸𝐸𝑏𝑏 = 𝐸𝐸𝑏𝑏2𝐷𝐷 ,𝐸𝐸𝑏𝑏3𝐷𝐷 < 𝐸𝐸𝑏𝑏 < 𝐸𝐸𝑏𝑏2𝐷𝐷 , (33) 

 lim
𝐷𝐷𝑤𝑤→∞

𝜆𝜆𝑒𝑒𝑒𝑒 = 𝜆𝜆𝑒𝑒𝑒𝑒3𝐷𝐷  𝑎𝑎𝑎𝑎𝑎𝑎  lim
𝐷𝐷𝑤𝑤→0

𝜆𝜆𝑒𝑒𝑒𝑒 = 𝜆𝜆𝑒𝑒𝑒𝑒2𝐷𝐷 ,𝜆𝜆𝑒𝑒𝑒𝑒2𝐷𝐷 < 𝜆𝜆𝑒𝑒𝑒𝑒 <  𝜆𝜆𝑒𝑒𝑒𝑒3𝐷𝐷 . (34) 

The accurate calculation of the exciton binding energy and the Bohr radius for 
certain quantum well geometries is more complex, and will be discussed in 
Chapter 3. Since the electron and hole are closer together in a quantum well than 
in bulk material, the absorption strength to create such excitons should be larger. 
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From Eq. 29, the exciton in a quantum well has larger binding energies than that in 
bulk material. Because of the larger binding energy, the exciton cannot be easily 
destroyed by optical phonons or ionized by an electrical field. The electron and 
hole are closer together than in the 3D case, so that the absorption strength to 
create such an exciton is larger. Normally, the quantum well excitons can be easily 
resolved at room temperature, but the bulk excitons can be resolved only at low 
temperature. Thus, the exciton is one of the most important phenomena in 
quantum wells. 

C. Strain in quantum well 
In the previous sections, the lattice constants of the well and the barrier materials 
are the same. The fast development of epitaxial growth technology has opened up 
the possibility of growing heterostructures in which a mismatch of the lattice 
constant of the adjacent materials exist. In quantum wells, this lattice mismatch is 
accommodated via an elastic strain, modifying the electronic properties of the 
quantum well structures. The effects of strain are of particular interest in quantum 
well structures. 
A thin epitaxial layer with the lattice constant of ae is deposited on a thick 
substrate with the lattice constant of as. If ae equals to as, it is the lattice match 
situation. But if ae is different from as, the epitaxial layer will be well deposited 
without defects or dislocations only when the epitaxial layer is thin enough that 
the stress produced by the lattice constant mismatch can be balanced through the 
elastic strain of the epitaxial layer. In that case, the lattice constant ae of the 
epitaxial layer will be forced to be equal to the lattice constant as of the substrate. 
Thus, the epitaxial layer suffers biaxial stress along the growth interface (x, y 
direction in Fig. 16) and no stress along the growth direction (z direction). The 
crystal is able to relax freely along that direction [23]. The stress in the quantum 
well can be written as 

 𝜎𝜎 = �
𝜎𝜎1 0 0
0 𝜎𝜎2 0
0 0 0

�. (35) 

The stress has only two diagonal components 𝜎𝜎1 and 𝜎𝜎2 along the growth interface, 
while 𝜎𝜎3 along growth direction equals zero.  
The lattice mismatch can be schematically illustrated in Fig. 17. For material A, 
the lattice constant ae is smaller than the lattice constant of the substrate as. The 
tensile strain forces the in-plane (x, y direction) lattice constant a// to increase to be 
same as the lattice constant of the substrate as, while the lattice constant in the 
growth direction (z direction) a⊥ will decrease due to compressive strain. For material 
B, the lattice constant ae is larger than the lattice constant of the substrate as. The 
compressive strain forces the in-plane (x, y direction) lattice constant a// to 
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(a)                                                              (b) 

Fig. 17 Schematic illustration of a substrate with two mismatched layers (Material A and 
Material B). (a) free-standing unstrained materials, Material A with smaller lattice constant 
ae<as, Material B with larger lattice constant ae>as; (b) the compressive strain (Material B grows 
on the substrate), and the tensile strain (Material A grows on the substrate). 

decrease to be same as the lattice constant of the substrate as, while the lattice 
constant in the growth direction (z direction) a⊥ will increase due to tensile strain. 
The strain can be calculated 

 ϵ// = ϵxx = ϵyy =
a// − ae

ae
=

as − ae
ae

, (36) 

 ϵ⊥ = ϵzz =
a⊥ − ae

ae
= −2Gϵ// ≈ −ϵ// (37) 

where G are elastic stiffness factor which is about 0.5 [26]. From Eq. (36), ϵ// <0 
stands for a compressive strain and ϵ// >0 stands for a tensile strain. It is worth 
mentioning that the strain we always discuss refers to the in-plane strain. 
For strained epitaxial layers, a certain amount of elastic strain can be 
accommodated by any material without generating dislocations or defects. But if 
the thickness of the epitaxial layer is large enough (larger than the critical 
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Fig. 18 The effects of different strains on the band structure 

thickness hc) so that the elastic strain energy lies above the energy of dislocation 
formation, dislocations and defects are generated to relieve the high lattice 
mismatch strain which destroys the epitaxial layer. There are two models for the 
critical thickness hc. Matthews used the mechanical equilibrium model to calculate 
the critical thickness hc [26] [27] 

 ℎc =
𝑏𝑏

4𝜋𝜋�ϵ//�(1 + 𝜐̇𝜐)
[ln �

ℎ𝑐𝑐
𝑏𝑏
� + 1] (38) 

where 𝑏𝑏 = 𝑎𝑎𝑠𝑠
√2

, 𝜐̇𝜐 represents in-plane Poisson’s ratio for cubic semiconductor 

(𝜐̇𝜐 ≈ 0.3), and 𝑎𝑎𝑠𝑠 is the lattice constant of the substrate. The unit of the obtained 
critical thickness is the same as the unit of 𝑎𝑎𝑠𝑠. For example, the critical thickness 
is calculated as 110nm by growing a material with a compressive strain of -0.12% 
on an InP substrate. 
The strain in a bulk epitaxial layer induces the modification of the band structures. 
The compressive strain and the tensile strain have different effects on the shift of 
energy levels, as shown in Fig. 18. The compressive strain, caused by the material 
with a larger lattice constant, shifts the conductive band bottom up and the valence 
band bottom down, which increases the band gap. The heavy hole and the light 
hole are separated from each other. The valence band bottom of the heavy hole 
lies above that of the light hole. On the contrary, the tensile strain, induced by the 
material with a smaller lattice constant, shifts the conductive band bottom down 
and the valence band bottom up, which decreases the band gap. The valence band 
bottom of the heavy hole lies under that of the light hole. 
These phenomena can be expressed as follows. Since the larger lattice constant 
brings the larger distance between the atoms, the outermost electrons have weaker 
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periodic potential field, which decreases the bandgap of the material. It means that 
the bandgap is inversely proportional to the lattice constant. The compressive 
strain forces the in-plane lattice constant to decrease to be equal to the lattice 
constant of the substrate. With the reduced lattice constant, the distance between 
the outermost electron and the nucleus becomes smaller which enhances the 
periodic potential field. The larger periodic potential field shifts the conduction 
band up and the valence band down, increasing the bandgap of material. The 
carrier band shift is inversely proportional to the carrier mass. Since the mass of 
the heavy hole is much larger than the mass of the light hole, the band shift of the 
heavy hole δEhh is smaller than the band shift of the light hole δElh. As a result, the 
bottom of the heavy hole energy band lies above that of the light hole. The same 
theory can also be used for the tensile strain. Thus, the band gap considering the 
energy band shift induced by the strains is expressed 

 𝐸𝐸g,ehh = 𝐸𝐸𝑔𝑔 + 𝛿𝛿𝐸𝐸𝑒𝑒 − 𝛿𝛿𝐸𝐸ℎℎ, (39) 

 𝐸𝐸g,elh = 𝐸𝐸𝑔𝑔 + 𝛿𝛿𝐸𝐸𝑒𝑒 − 𝛿𝛿𝐸𝐸𝑙𝑙ℎ (40) 

where Eg,ehh and Eg,elh stand for the band gap of the electron-heavy-hole pair and 
the electron-light-hole pair, respectively. 

2.3 Optical properties in MQWs 

In MQW structures, the optical absorption can be considered as two individual 
kinds of absorptions: the optical absorption of the band-to-band continuum 
transition (continuum absorption) and the optical absorption of the exciton 
resonance (excitonic absorption) [28]. This section will talk about these two 
optical absorptions and their dependence on the electrical field and the input light 
polarization. 

2.3.1 Continuum absorption in MQWs 

In semiconductor materials, the valence band electron can be seen as part of a 
molecular bond. Only if the molecular bond is broken, the electron can be free to 
move in the crystal lattice of the semiconductor. And then the electron is in the 
conduction band. The energy required to break the covalent bond is the energy 
distance between the valence band and conduction band (at least the band gap Eg). 
Thus, only the photons with the energy greater than the semiconductor band gap 
Eg can be absorbed to create an electron in the conduction band and a hole in the 
valence band. The photons with the energy lower than the semiconductor band gap 
will not be absorbed and will pass through the semiconductor (transparent). 
In order to understand the optical absorption of band-to-band continuum transition, 
electron-photon interactions in the crystal need to be characterized. In quantum 
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mechanics books [24] [29], the total transition rate from the valence band state 
with a wave function of 𝜑𝜑ℎ  to a particular conduction band state with a wave 
function of 𝜑𝜑𝑒𝑒 is given 

 𝑊𝑊𝑣𝑣→𝑐𝑐 =
2𝜋𝜋
ħ

|𝐻𝐻𝑒𝑒ℎ′ |2𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓𝑣𝑣(1 − 𝑓𝑓𝑐𝑐) (41) 

where 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 is the reduced density of states which can be obtained as 

 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 =
1
2
�

1
𝜌𝜌𝑐𝑐

+
1
𝜌𝜌𝑣𝑣
�
−1

 (42) 

where 𝜌𝜌𝑐𝑐  and 𝜌𝜌𝑣𝑣  are the distribution function of the density of states in the 
conduction band and in the valence band, respectively, as shown in Fig. 14 (ρ2D 
for quantum well structures, and ρ3D for bulk materials). fv represents the 
probability of the valence band state being occupied, and 1-fc stands for the 
probability of the conduction band state being unoccupied. According to the 
Fermi-Dirac distribution [29], the electron occupation probability fv and fc is 
defined as 

 𝑓𝑓𝑐𝑐,𝑣𝑣 =
1

1 + exp [(𝐸𝐸𝑒𝑒,ℎ − 𝐸𝐸𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓)/𝑘𝑘𝐵𝐵𝑇𝑇]
 (43) 

where 𝐸𝐸𝑒𝑒,ℎ is the individual energy for electrons and holes, respectively, 𝐸𝐸𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓 are 
the nonequilibrium quasi-Fermi levels in the conduction bands and valence bands 
[30], respectively, kB is Boltzmann’s constant, and T is the temperature of the 
crystal. |𝐻𝐻𝑒𝑒ℎ′ |2 can be obtained as follows 

 𝐻𝐻𝑒𝑒ℎ′ = ∫ 𝜑𝜑ℎ∗𝐻𝐻′(𝑟𝑟)𝜑𝜑𝑒𝑒𝑑𝑑3𝑟𝑟 =< 𝜑𝜑ℎ|𝐻𝐻′(𝒓𝒓)|𝜑𝜑𝑒𝑒 >𝑣𝑣 , (44) 

where 𝐻𝐻′(𝒓𝒓) stands for the time-dependent perturbation to the original Hamitonian 
considering the electron-photon interaction, which can be obtained 

 𝐻𝐻′(𝒓𝒓) = 𝑒𝑒
2𝑚𝑚

𝐴𝐴(𝒓𝒓)𝒆𝒆� ∙ 𝒑𝒑, (45) 

where 𝐴𝐴(𝒓𝒓) is the potential of the photon [1], 𝒆𝒆� is the unit polarization vector in 
the direction of 𝐴𝐴(𝒓𝒓), and p is momentum vector of the electron. 
For a bulk material, the plane waves in Eq. (13) can be used in the wave function 
overlap integral in Eq. (44). By absorbing a photon, the electron in the valence 
band can only be raised to a state with the same momentum in the conduction 
band (valence band to conduction band transition) based on the momentum-
conservation rule. As the energy of the photons increases above Eg, more and 
more electrons from the valence band can make the valence band to conduction 
band transition. The absorption coefficient increases with the energy of the 
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Fig. 19 Optical continuum absorption in (a) a bulk material and (b) a quantum well. 

photons. Thus, the optical absorption spectrum as shown in Fig. 19 has a form that 
directly follows the density of states as shown in Fig. 14. 
In quantum wells the wave functions of the electron and hole are cosine-like 
(symmetric) or sine-like (antisymmetric) functions as shown in Fig. 13. Since 
there is always orthogonality between symmetric and antisymmetric function, the 
overlap integral is nearly zero between the wave function of the electrons and the 
holes with different quantum number 𝑖𝑖 , 𝑖𝑖ℎℎ , and 𝑖𝑖𝑙𝑙ℎ . Thus, only the transitions 
between the states with the same quantum number in valence and conduction 
bands are allowed [28]. Since the density of states in MQW structure is a step-
form as shown in Fig. 14, the optical continuum absorption in MQWs is also a 
step-form as shown in Fig. 19. Each step starts at the energy of the energy 
difference between the sub-bands of the same quantum number in valence band 
and conduction band.  
In quantum wells, the well dimensions are much smaller than the light wavelength. 
Thus, the potential of the photon can be considered as a constant A0 in the wells. 
According to [1], Eq. (44) can be written as 

 |𝐻𝐻𝑒𝑒ℎ′ |2 = (
𝑒𝑒𝐴𝐴0
2𝑚𝑚

)2|𝑀𝑀𝑇𝑇|2,. (46) 

where |𝑀𝑀𝑇𝑇|2 is defined as the transition matrix element which is obtained as 

  |𝑀𝑀𝑇𝑇|2 = |< 𝑢𝑢ℎ|𝒆𝒆� ∙ 𝒑𝒑|𝑢𝑢𝑒𝑒 >|2|< 𝐹𝐹ℎ⃓𝐹𝐹𝑒𝑒 >|2. (47) 

where 𝑢𝑢𝑒𝑒 and 𝑢𝑢ℎ are the Bloch function for electrons and holes, respectively, and 
𝐹𝐹𝑒𝑒 and 𝐹𝐹ℎ is the envelope function for electrons and holes, respectively, according 
to the wave function expression in Eq. (13). 
The transition matrix element depends strongly on the angle between the wave 
vector k (the same direction with the momentum p) and the electric unit vector 𝒆𝒆� 
of the light. For bulk material, the transition matrix element has the same value for 
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the light polarized along x, y or z, since the crystal in bulk is symmetric. Thus, the 
transition matrix element in bulk material is isotropic. As mentioned above, the 
heavy hole and light hole valence bands are separated in quantum well structures. 
The separation of the heavy hole and the light hole band indicates the change of 
the crystal symmetry which leads to the anisotropic transition matrix element MT. 
In quantum well structures, the consequence for optical absorption can be 
understood as two sets of absorption: the heavy-hole-to-electron (hh-e) set and the 
light-hole-to-electron (lh-e) set.  
To get the transition matrix element, the conduction band Bloch function 𝑢𝑢𝑒𝑒 and 
valence band Bloch functions 𝑢𝑢ℎℎ,𝑢𝑢𝑙𝑙ℎ for heavy hole and light hole, respectively, 
should be analyzed. Assuming that the electron’s wave vector k is along z, the 
valence band Bloch functions can be written as [1] 

 
⎩
⎨

⎧ 𝑢𝑢ℎℎ = −
1
√2

�𝑢𝑢𝑥𝑥 + 𝑖𝑖𝑢𝑢𝑦𝑦�,𝑢𝑢�ℎℎ =
1
√2

�𝑢𝑢�𝑥𝑥 − 𝑖𝑖𝑢𝑢�𝑦𝑦�

𝑢𝑢𝑙𝑙ℎ = −
1
√6

�𝑢𝑢�𝑥𝑥 + 𝑖𝑖𝑢𝑢�𝑦𝑦 − 2𝑢𝑢𝑧𝑧�,𝑢𝑢�𝑙𝑙ℎ =
1
√6

�𝑢𝑢𝑥𝑥 − 𝑖𝑖𝑢𝑢𝑦𝑦 + 2𝑢𝑢�𝑧𝑧�
, 

 

(48) 

where ux, uy, uz are the basis Bloch functions for atomic orbitals,  𝑢𝑢 and 𝑢𝑢� indicate 
spin-up and spin-down functions. The transition probability between the electron 
Bloch function ue and the basic functions (ux, uy, uz) can be obtained by [28] 

 |𝑀𝑀|2 =
𝑚𝑚0
2𝐸𝐸𝑔𝑔(𝐸𝐸𝑔𝑔 + ∆)

12𝑚𝑚𝑒𝑒(𝐸𝐸𝑔𝑔 + 2
3∆)

 (49) 

where me is the electron effective mass and Δ is the spin orbit splitting energy of 
the valence bands. By expanding the uh in Eq. (53) in terms of ux, uy, and uz using 
Eq. (48), the transition probability |𝑀𝑀𝑇𝑇|2 between ue and the valence band Bloch 
functions 𝑢𝑢ℎℎ, 𝑢𝑢𝑙𝑙ℎ can be expressed in terms of |𝑀𝑀|2 

 |𝑀𝑀𝑇𝑇|2  = |𝑀𝑀|2 ∙ |< 𝐹𝐹ℎ⃓𝐹𝐹𝑒𝑒 >|2 ∙ �
1 − �𝒆𝒆� ∙ 𝒌𝒌��

2
     𝑓𝑓𝑓𝑓𝑓𝑓 ℎℎ − 𝑒𝑒

1
3

+ �𝒆𝒆� ∙ 𝒌𝒌��
2

  𝑓𝑓𝑓𝑓𝑓𝑓 𝑙𝑙ℎ − 𝑒𝑒
 (50) 

where 𝒌𝒌� is a unit vector of electron vector k. For bulk material, the vectors k point 
in all the directions. However, in quantum wells the k vectors are quantized along 
z direction (assuming that the growth direction along z) and point along the same 
axis z. Thus, the unit vector 𝒌𝒌� of k can be written as 

 𝒌𝒌�  = �
1
√3

(𝒆𝒆𝑥𝑥 + 𝒆𝒆𝑦𝑦 + 𝒆𝒆𝑧𝑧)     𝑓𝑓𝑓𝑓𝑓𝑓 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 

𝒆𝒆𝑧𝑧               𝑓𝑓𝑓𝑓𝑓𝑓 𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤.
 (51) 

For bulk material, |𝑀𝑀𝑇𝑇|2  = 2
3
∙ |𝑀𝑀|2 ∙ |< 𝐹𝐹ℎ⃓𝐹𝐹𝑒𝑒 >|2  is for any input light 

polarization. For quantum well structures, with a light propagation perpendicular 
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to the quantum well layers, the electric unit vector 𝒆𝒆� of the input light is always in 
the plane of the quantum wells. Thus for the light propagation perpendicular to the 
quantum well layers, |𝑀𝑀𝑇𝑇|2 is constant which can be obtained as 

 |𝑀𝑀𝑇𝑇|2  = |𝑀𝑀|2 �
1  |< 𝐹𝐹ℎℎ⃓𝐹𝐹𝑒𝑒 >|2       𝑓𝑓𝑓𝑓𝑓𝑓 ℎℎ − 𝑒𝑒
1
3

  |< 𝐹𝐹𝑙𝑙ℎ⃓𝐹𝐹𝑒𝑒 >|2       𝑓𝑓𝑓𝑓𝑓𝑓 𝑙𝑙ℎ − 𝑒𝑒.
 (52) 

If the light propagates along the quantum well layers, the situation is changed. 
|𝑀𝑀𝑇𝑇|2  depends strongly on the optical polarization direction. There are two 
distinct optical polarization directions. One is transverse electric (TE) polarization, 
whose electric field is perpendicular to the plane of incidence (parallel to the 
quantum layers). The other is called as transverse magnetic (TM) polarization. The 
electrical field of TM polarized light is in the plane of the incidence (perpendicular 
to the quantum well layers). The situation for TE polarized input light is the same 
as that for the light propagating perpendicular to the quantum well layers. |𝑀𝑀𝑇𝑇|2 

can be obtained according to Eq. (52) with �𝒆𝒆� ∙ 𝒌𝒌��
2

= 0. However, the TM case is 

quite different, since �𝒆𝒆� ∙ 𝒌𝒌��
2

= 1. The transition matrix element for TE and TM 
polarizations of the optical field is further obtained as 

 

|𝑀𝑀𝑇𝑇|2  

= |𝑀𝑀|2 �
1 |< 𝐹𝐹ℎℎ⃓𝐹𝐹𝑒𝑒 >|2 +   

1
3

  |< 𝐹𝐹𝑙𝑙ℎ⃓𝐹𝐹𝑒𝑒 >|2    𝑓𝑓𝑓𝑓𝑓𝑓 𝑇𝑇𝑇𝑇
4
3

  |< 𝐹𝐹𝑙𝑙ℎ⃓𝐹𝐹𝑒𝑒 >|2       𝑓𝑓𝑓𝑓𝑓𝑓 𝑇𝑇𝑇𝑇.
 (53) 

From Eq. (53), it is clear that for a TM polarized light, the hh-e transitions are 
forbidden and only the lh-e transitions contribute to the light absorption. For a TE 
polarized light, both the hh-e and lh-e transition take place. The absorption 
associated with heavy holes is three times larger than that with light holes.  
Thus, the absorption coefficient of the band-to-band transition can be further 
obtained as [28] 

 
𝛼𝛼𝑐𝑐𝑐𝑐𝑐𝑐

= �
𝜇𝜇𝑒𝑒2|𝑀𝑀𝑇𝑇|2𝑖𝑖𝑒𝑒,𝑖𝑖ℎ
𝜀𝜀0𝑐𝑐𝑛𝑛𝑛𝑛0

2ħ2𝜔𝜔𝐷𝐷𝑤𝑤
� 𝑆𝑆𝑓𝑓(𝐸𝐸,𝐸𝐸𝑔𝑔,𝑒𝑒−ℎ(𝑖𝑖𝑒𝑒, 𝑖𝑖ℎ))𝐿𝐿(𝐸𝐸, ħ𝜔𝜔)𝑑𝑑𝑑𝑑
∞

𝐸𝐸𝑔𝑔,𝑒𝑒−ℎ(𝑖𝑖𝑒𝑒,𝑖𝑖ℎ)𝑖𝑖,𝑖𝑖ℎ

 (54) 

Where 𝑐𝑐 is the light velocity in vacuum, 𝑛𝑛 is the refractive index of the well, Dw is 
the well width, Eg,e-h represents the energy band gap between the confined states of 
conduction band and the confined states of valence band, and ie, ih stand for the 
quantum number of the conduction band and valence band, respectively. 
𝑆𝑆𝑓𝑓(𝐸𝐸,𝐸𝐸𝑔𝑔,𝑒𝑒−ℎ(𝑖𝑖𝑒𝑒, 𝑖𝑖ℎ)) is the Sommerfeld factor [28], which can be expressed as 

 
𝑆𝑆𝑓𝑓�𝐸𝐸,𝐸𝐸𝑔𝑔,𝑒𝑒−ℎ(𝑖𝑖𝑒𝑒 , 𝑖𝑖ℎ)�

=
2

1 + exp�−2𝜋𝜋�(𝐸𝐸 − 𝐸𝐸𝑔𝑔,𝑒𝑒−ℎ(𝑖𝑖𝑒𝑒 , 𝑖𝑖ℎ))/𝑅𝑅𝑦𝑦�
 (55) 
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Fig. 20 Optical absorption in quantum wells: continuum band-to-band transition absorption and 
excitonic absorption. 

where  𝑅𝑅𝑦𝑦 = 𝑒𝑒4𝜇𝜇
(2𝜀𝜀02ħ

2)�  is the Rydberg constant. 𝐿𝐿(𝐸𝐸, ħ𝜔𝜔)  is the Lorentzian 

broadening function, which can be expressed as 

 𝐿𝐿(𝐸𝐸, ħ𝜔𝜔) =
𝛤𝛤

𝜋𝜋[(ħ𝜔𝜔 − 𝐸𝐸)2 + 𝛤𝛤2]
 (56) 

where Γ is the broadening width. 
It is worth mentioning that the optical continuum absorption in a quantum well 
shown in Fig. 19 does not consider the absorption broadening effect. 

2.3.2 Optical absorption due to excitons 

The optical continuum band-to-band transition absorption spectra have a step form. 
The other optical absorption in MQWs is caused by exciton resonance. This 
absorption is called as the excitonic absorption. As mentioned above, an exciton 
consists of an electron and a hole interacting through Coulomb attraction. In 
quantum well layers, the excitons own a larger binding energy and a stronger 
oscillator strength than in bulk materials because the excitons are strongly 
compressed in the quantum well layers. Thus, the exciton optical absorption 
spectra are easier to be observed at room temperature. 
The excitonic absorption creates excitons by absorbing the photons with the 
energy Eb less than that required to create a free electron-hole pair. The total 
optical absorption spectra around the absorption edge as shown in Fig. 20 have a 
step-like continuum band-to-band transition absorption and two excitonic 
absorption peaks. The peak at lower energy is caused by the electron-hh exciton 
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Fig. 21 Optical absorption in quantum wells considering the broadening effect. 

with binding energy of Eb,e-hh and the peak at larger energy is due to the optical 
absorption of electron-lh exciton with binding energy of Eb,e-lh. 
We cannot use the above discussed single electrons and single holes model to 
analyze the excitonic effects. The exciton should be considered as a bounded 
electron-hole pair. The wave function of the excitons φex in quantum wells can be 
obtained as [28] [31] 

 𝜑𝜑𝑒𝑒𝑒𝑒 =
1
√𝑆𝑆

𝑒𝑒𝑗𝑗𝒌𝒌𝒌𝒌𝜑𝜑𝑒𝑒𝜑𝜑ℎ𝜙𝜙𝑒𝑒𝑒𝑒(𝒓𝒓) (57) 

where S is the area of quantum well, R is the in-plane center of mass of an electron 
and a hole, k is the wave vector, φe and φh are the wave function of an individual 
electron and hole, respectively, and ϕex(r) denotes the relative in-plane motion of 
the electron-hole pair with their relative in-plane distance r. 
The relative in-plane motion of the electron-hole pair is obtained as 

 𝜙𝜙𝑒𝑒𝑒𝑒(𝒓𝒓) = �
2
𝜋𝜋
�
1/2 1

𝜆𝜆𝑒𝑒𝑒𝑒
𝑒𝑒−𝒓𝒓/𝜆𝜆𝑒𝑒𝑒𝑒 (58) 

where λex is the Bohr radius of the exciton. The excitonic absorption in a quantum 
well can be calculated based on the time-dependent perturbation theory [28]  

 𝛼𝛼𝑒𝑒𝑒𝑒 = �𝑄𝑄(𝚤𝚤𝑒𝑒, 𝚤𝚤ℎ)̇ 𝐿𝐿(𝐸𝐸𝑒𝑒𝑒𝑒(𝑖𝑖𝑒𝑒, 𝑖𝑖ℎ), ħ𝜔𝜔) /𝐷𝐷𝑤𝑤
𝑖𝑖𝑒𝑒,𝑖𝑖ℎ

 (59) 

where 𝑄𝑄  is the integrated intensity and 𝐿𝐿(𝐸𝐸𝑒𝑒𝑒𝑒(𝑖𝑖𝑒𝑒, 𝑖𝑖ℎ), ħ𝜔𝜔)  is the Lorentzian 
broadening function. The exciton energy 𝐸𝐸𝑒𝑒𝑒𝑒 is given by 

 𝐸𝐸𝑒𝑒𝑒𝑒 = 𝐸𝐸e − 𝐸𝐸ℎ − 𝐸𝐸𝑏𝑏,𝑒𝑒−ℎ. (60) 

According to Eq. (59), the excitonic absorption peak is proportional to the 
integrated intensity and to the inverse of the width of the broadening function. The 
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integrated intensity describes the creation rate of excitons which depends on the 
wave function, binding energy of excitons in quantum wells, and the polarization 
of input light. The integrated intensity can be expressed as 

 𝑄𝑄(𝚤𝚤𝑒𝑒, 𝚤𝚤ℎ)̇ =
4𝑒𝑒2ħ

𝜀𝜀0𝑐𝑐𝑐𝑐𝑚𝑚2𝐸𝐸𝑒𝑒𝑒𝑒(𝑖𝑖𝑒𝑒 , 𝑖𝑖)𝜆𝜆𝑒𝑒𝑒𝑒2 (𝑖𝑖𝑒𝑒, 𝑖𝑖ℎ)
|𝑀𝑀𝑇𝑇|2𝑗𝑗𝑒𝑒,𝑗𝑗ℎ

 (61) 

where 𝑀𝑀𝑇𝑇 is the transition matrix element which can be calculated using Eqs. (46), 
(52), and (53). 
The Lorentzian broadening factor 𝐿𝐿(𝐸𝐸𝑒𝑒𝑒𝑒, ħ𝜔𝜔)  can be obtained [32] 

 𝐿𝐿(𝐸𝐸𝑒𝑒𝑒𝑒, ħ𝜔𝜔) =
𝛤𝛤

𝜋𝜋((ħ𝜔𝜔 − 𝐸𝐸𝑒𝑒𝑒𝑒)2 + 𝛤𝛤2) (62) 

where Γ is the exciton spectrum width. 
Fig. 21 shows the total optical absorption including continuum band-to-band 
transition absorption and excitonic absorption considering the broadening effect. 
The spectrum broadening depends strongly on many parameters such as the 
temperature, the electrical field, and the carrier density. The spatial inhomogeneity 
is the main spectrum broadening reason at low temperatures. The spatial 
inhomogeneity is caused by structural imperfections in the quantum wells [28] 
such as interface roughness and composition fluctuations of the constituent alloys. 
Excitons can be ionized to be free electrons and holes by phonon scattering. At 
high temperature, the density of the phonons in quantum wells increases and more 
excitons are ionized broadening the spectrum. The temperature dependent exciton 
spectrum width Γ can be obtained as the combination of inhomogeneous 
broadening width Γ0 and the thermal broadening width ΓT(T) 

 𝛤𝛤 = 𝛤𝛤0 + 𝛤𝛤𝑇𝑇(𝑇𝑇), (63) 

 𝛤𝛤𝑇𝑇(𝑇𝑇) =
𝛤𝛤𝑝𝑝ℎ

exp �ħ𝜔𝜔𝐿𝐿𝐿𝐿
𝑘𝑘𝐵𝐵𝑇𝑇

� − 1
 (64) 

where ħ𝜔𝜔𝐿𝐿𝐿𝐿 is the longitudinal optical (LO) phonon energy and 𝛤𝛤𝑝𝑝ℎ is the parameter 
related to the exciton-phonon interaction [33]. 𝛤𝛤0, ħ𝜔𝜔𝐿𝐿𝐿𝐿, and 𝛤𝛤𝑝𝑝ℎ are kept as free 
parameters in the model. 

2.3.3 Influence of electrical field on optical absorption spectra 
In this section, only the effects of electric fields perpendicular to the quantum well 
layers with intrinsic barriers and wells will be discussed. Fig. 22 shows the optical 
absorption spectra for electric fields applied perpendicular to the quantum well 
layers. It can be seen that the exciton absorption peaks are strongly shifted to 
longer wavelength by the field (red shift). This shift of the exciton absorption 
peaks with the applied electric field is called as the quantum-confined Stark effect 
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Fig. 22 Optical absorption in quantum wells for different electric field applied perpendicular to 

the quantum well layers. 
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Fig. 23 Electron and hole wave functions of first state in quantum wells and band. (a) without 
electric field; (b) with external electric field perpendicular to the quantum well layer. The 
barriers and wells are undoped. 
 

(QCSE). The excitonic absorption strength (the exciton absorption peak) decreases 
with the applied field [33]. And the exciton absorption peak is broadened by 
increasing the applied electric field strength. In the following part, the theory of 
the effects of electric field on the optical absorption spectra will be discussed.  
Fig. 23 shows the influences of the electric field on the band structures and wave 
functions in quantum well layers. Without electric field, the wave functions of 
electron and hole are symmetric as shown in Fig. 23 (a). Applying an electric field 
perpendicular to the wells, the band structure starts to slant (Fig. 23 (b)). The 
discrete electron energy level move down and the discrete hole energy level move 
up, leading to a reduced energy separation between the discrete electron and hole 
energy levels. The reduced energy separation between the electron and hole 



35 

 

energy levels results in the red shift of the absorption peak. Moreover, the 
electrons and the holes are separated from one another by being pulled in the 
opposite directions with applied electric field. The symmetry of the wave 
functions of electron and hole are distorted. In this case, the overlap integrals 
between all possible states decrease, reducing the absorption strength. With the 
presence of the electrical field, the electrons and holes are pulled to opposite sides 
of the well, which causes the reduction in the Coulomb attraction of the electron 
and hole. This reduction in the Coulomb attraction of the electron and hole 
increases the linewidth of the exciton broadening the excitonic absorption.  
The shifted sub-energy levels Ej of electron and holes and the distorted eigen wave 
functions φj caused by the applied electric field can be calculated by solving the 
Schrödinger equation by including electric field F. 

 

⎩
⎪
⎨

⎪
⎧−

ħ2

2𝑚𝑚∗(𝑧𝑧)
𝜕𝜕2

𝜕𝜕𝑧𝑧2 φ𝑒𝑒(z) + (U𝑒𝑒(z) + eFz)φ𝑒𝑒(z) = 𝐸𝐸𝑧𝑧,𝑒𝑒φ𝑒𝑒(𝑧𝑧)  𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

−
ħ2

2𝑚𝑚∗(𝑧𝑧)
𝜕𝜕2

𝜕𝜕𝑧𝑧2 φℎ(z)− (Uℎ(z) + eFz)φℎ(z) = 𝐸𝐸𝑧𝑧,ℎφℎ(𝑧𝑧)   𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
 (65) 

where F is the electric field strength perpendicular to the quantum well layers. 
In summary, compared to the bulk material, the quantum well structure has the 
following special properties of optical absorption. The separation of heavy-hole 
band and light-hole band in quantum wells results in the different optical 
absorption strength of TE and TM polarized light, which causes a large PDL. The 
strain can be introduced to tune the heavy-hole and light-hole band structure. By 
introducing compressive strain, the separation of heavy-hole and light-hole band 
becomes larger (the heavy-hole band lies above the light-hole band with larger 
distance) (Fig. 18) which leads to TE preferred optical absorption (large PDL). By 
introducing tensile strain, the light-hole band moves closer to the heavy-hole band. 
If these two bands are overlapped, there will be no polarization dependent optical 
absorption. By further increasing the tensile strain, the light-hole band will lie 
eventually above the heavy-hole band, which leads to TM preferred optical 
absorption. 
Because of the strong confinement of the electrons and holes in wells, the excitons 
can be easily observed at room temperature in quantum wells while the excitons in 
bulk material are rapidly ionized in times short compared with a classical orbit 
time and become unresolvable. Thanks to the strong excitonic absorption, there 
are sets of peaks in the optical absorption spectra, leading to stronger optical 
absorption in quantum wells compared to the bulk materials. 
In bulk materials, the optical absorption also depends on the electrical field 
strength. This phenomenon is called as Franz-Keldysh Effect (FKE). In MQWs, 
the QCSE causes the red shift of the optical absorption peaks with the electrical 
field. Moreover, for MQWs the applied electrical field broadens the absorption 
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Fig. 24 3-D schematic diagram of waveguide integrated MQW pin PD. 
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Fig. 25 Schematic diagram of carrier transit phenomenon in MQW layers. 

 

spectra and reduces the absorption peak value. Therefore, optimal electric field 
strength should be set to get a maximum absorption coefficient at a certain 
wavelength of input light. 

2.4 Physical effects in waveguide integrated MQW pin 
photodiodes 
A schematic view of a waveguide integrated MQW pin PD is shown in Fig. 24. 
The pin PD mesa consists of a p-contact with heavy p-doping, an intrinsic MQW 
absorber layer, and a n-contact with heavy n-doping. The PD mesa is located on 
top of an optical single-mode waveguide. The input light will be coupled from a 
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tapered fiber into the single-mode waveguide and then coupled evanescently into 
the MQW pin PD. The n-contact layer works also as the light coupling layer from 
waveguide layer to the intrinsic MQW absorber layer. 
There are many physical effects influencing the performance of the MQW p-i-n 
PD, such as carrier transit time through MQW layers and photon generated free 
carrier density. 

2.4.1 Transit time 
There are two main mechanisms for free carriers to sweep out of the MQW layers 
into the n-contact for electrons and the p-contact for holes [34]. One is thermal 
emission and the other one is tunneling. 
Due to thermal energy, the free carriers transit over the barrier energy heights to 
the nearby barrier layer as shown in Fig. 25. The thermal transit time can be 
expressed as [35] 

 𝜏𝜏𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒,𝑖𝑖 = �
2𝜋𝜋𝑚𝑚𝑖𝑖𝐷𝐷𝑤𝑤2

𝑘𝑘𝐵𝐵𝑇𝑇
�
1/2

exp �
𝐻𝐻𝑖𝑖(𝑭𝑭)
𝑘𝑘𝐵𝐵𝑇𝑇

� (66) 

where the subscript i can be e for the electron, hh for the heavy hole, and lh for the 
light hole, because the transit time for electrons, heavy holes, and light holes can 
differ. 𝑚𝑚𝑖𝑖 stands for the effective mass in wells, Dw represents the well thickness, 
T is the temperature, e is the charge of electron, and ∆𝐸𝐸𝑖𝑖 represents the effective 
barrier height for electrons, heavy holes, or light holes. F is the electric field 
strength. Hi(F) is the barrier height, which can be expressed as [34] 

 𝐻𝐻𝑖𝑖(𝐹𝐹) = ∆𝐸𝐸𝑖𝑖 − 𝑒𝑒 ∙ 𝐹𝐹 ∙ Dw. (67) 

Tunneling happens when free carriers get through the barrier layers into next wells, 
as shown in Fig. 25. The tunneling time can be expressed as [35] 

 
𝜏𝜏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑖𝑖 = �

2𝑚𝑚𝑖𝑖𝐷𝐷𝑤𝑤2

𝜋𝜋ħ
� exp �

2𝐷𝐷𝑏𝑏�2𝑚𝑚𝑏𝑏𝑏𝑏𝐻𝐻𝑖𝑖(𝐹𝐹)
ħ

� 
(68) 

where 𝐷𝐷𝑏𝑏 is the barrier thickness and 𝑚𝑚𝑏𝑏𝑏𝑏 is the effective mass in barrier layer for 
electrons, heavy holes, or light holes. According to Eq. (73), the carrier tunneling 
time is exponentially dependent on the barrier thickness. 
Thus, considering the carrier drift phenomenon the total carrier transit time 
through MQW layers is obtained [35] 

 𝜏𝜏𝑖𝑖 = 𝑛𝑛 ∙ �
1

𝜏𝜏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑖𝑖
+

1
𝜏𝜏𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒,𝑖𝑖

�
−1

+
𝑛𝑛(𝐷𝐷𝑤𝑤 + 𝐷𝐷𝑏𝑏)

𝜐𝜐𝑖𝑖
 (69) 

where n is the number of MQW layers and υi the carrier drift velocity in MQW 
layers. 
The transit time for TE and TM absorption can be different. Electrons, heavy holes, 
and light holes are generated by absorbing a TE polarized light, while only 
electrons and light holes are generated by absorbing a TM polarized light. 
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According to Eqs. (66)-(69), electrons, heavy holes, and light holes have different 
transit times because of different effective masses and barrier heights. Considering 
the polarization of the input light the transit time through MQWs can be further 
obtained 

 τ = max(τe, τhh, τlh)𝑓𝑓𝑓𝑓𝑓𝑓 𝑇𝑇𝑇𝑇, (70) 

 τ = max(τe, τlh)𝑓𝑓𝑓𝑓𝑓𝑓 𝑇𝑇𝑇𝑇. (71) 

Here τe , τhh  and τlh  are the electron, heavy hole, and light hole transit time 
through the MQW layers obtained using Eqs. (66)-(69). 
The transit time in MQW layers is limited by the large tunneling time and thermal 
emission time. However, in a p-i-n PD with an intrinsic bulk material as the 
absorber layer, the transit time is mainly limited by the carrier drift velocity υi (i: e 
for electron, h for holes) and the thickness D𝑎𝑎𝑎𝑎𝑎𝑎 of the intrinsic absorber layer  

 τ =
D𝑎𝑎𝑎𝑎𝑎𝑎

𝜐𝜐𝑖𝑖
. (72). 

If the transit time is comparable to or even larger than the recombination time, the 
free carriers produced by absorbed photons will recombine before they transit 
through the quantum wells to the electrodes. In this case the free carriers will not 
contribute to the photocurrent. It decreases the optoelectronic conversion 
efficiency. 
Because of the different transit time of electrons and holes, the electron densities 
and the hole densities are different in the quantum wells, building up a space 
charge [34] [36]. The effect becomes important with the increasing input light 
intensity. The space charge distorts the electric field and generates field non-
uniformities. When reducing the applied electric field, the transit time increases, 
which decreases the internal quantum efficiency. The field non-uniformity causes 
exciton broadening, which leads to a reduction in the exciton peak absorption. 
From Eqs. (66)-(69) the main design parameters for influencing the transit time 
are: the applied electrical field, the temperature, and the structure of MQW 
(material and geometry). The material and geometry determine the effective mass, 
the well thickness, the barrier thickness, and the barrier height. The large electric 
field strength lowers the barrier height Hi(F) and consequently decreases the 
transit time. By increasing temperature, the transit time decreases simultaneously. 
Large effective carrier mass increases the transit time. Typically, for zero strained 
MQW layers, the transit time for the TM absorption is smaller than that for the TE 
absorption, due to the smaller effective mass and the lower barrier height of light 
holes compared to heavy holes. 

2.4.2 DC saturation effects generated by the photocurrent 
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(a)                                                                         (b) 

Fig. 26 Illustration of saturation by (a) excitons filling space and (b) free carrier filling space. 

The optical absorption spectrum of MQW structures, especially the excitonic 
absorption, can be strongly affected by free carriers. Large free carrier densities 
can depress or even fully quench the strong excitonic absorption in MQWs which 
leads to the saturation of the optical absorption. Increasing the input light power, 
more excitons and free carriers are produced in quantum wells. For large free 
carrier densities, the free carrier induced effects on excitonic features are 
essentially due to the many-body effects. The many-body effects can be 
summarized as two main categories: the charge screening and the phase-space 
filling. 
The charge screening effect can be understood as the phenomenon of the 
interaction between charge carriers and excitons. With absorbing light, excitons 
and free carriers are generated in MQW layers. Because of the coexistence of 
excitons and free carriers, the Coulomb interaction between the electron and hole 
of an exciton will be affected, or even screened by the free carriers [36]. Moreover, 
if the input light intensity is very high, only free electrons and holes instead of 
excitons are generated. For this reason, the free carriers reduce the exciton binding 
energy and lifetime, which in turn reduces the excitonic absorption. 
Phase-space filling comes from the Pauli Exclusion Principle. Fig. 26 illustrates 
the saturation absorption due to filling space with excitons and free carriers. Since 
two electrons cannot be in the same state at the same time, the free carriers which 
occupy the states near the bandgap of the well where excitons are located prevent 
creation of more excitons [4]. It causes directly a reduction of exciton binding 
energy by reducing the number of single-particle states that contribute to excitons 
[37]. As a result, the excitonic absorption reduces. 
Both effects reduce the excitonic absorption, leading to saturation of the optical 
absorption. To describe the saturation of the absorption, the dependence of the 
absorption coefficient on the input light intensity I can be expressed as [38] 

 𝛼𝛼(𝐼𝐼) =
𝛼𝛼0

1 + 𝐼𝐼/𝐼𝐼𝑠𝑠
 (73) 

where 𝛼𝛼0 is the absorption coefficient without considering saturation of the optical 
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absorption and 𝐼𝐼𝑠𝑠 is the saturation intensity. 𝐼𝐼𝑠𝑠 can be obtained with [38] 

 𝐼𝐼𝑠𝑠 =
ħ𝜔𝜔𝑁𝑁𝑠𝑠

𝛼𝛼0(𝐷𝐷𝑤𝑤 + 𝐷𝐷𝑏𝑏)
𝑚𝑚𝑒𝑒 + 𝑚𝑚ℎ

𝑚𝑚𝑒𝑒𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,ℎ + 𝑚𝑚ℎ𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑒𝑒
 (74) 

where 𝑁𝑁𝑠𝑠 is the saturation density of the excitons (cm-2) [38], 𝐷𝐷𝑤𝑤 and 𝐷𝐷𝑏𝑏 are the 
thickness of wells and barriers, respectively. 𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑒𝑒  and 𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,ℎ  are the 
lifetime of holes and electrons. The corresponding optical saturation power 𝑃𝑃𝑠𝑠 can 
be obtained as 𝑃𝑃𝑠𝑠 = 𝐼𝐼𝑠𝑠 × 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , where 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  is the area of the optical mode. 
Considering the recombination time 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑖𝑖 and the carrier transit time 𝜏𝜏𝑖𝑖 
from Eq. 69, the carrier lifetime can be expressed as [34] 

 𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖 = �
1

𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑖𝑖
+

1
𝜏𝜏𝑖𝑖
�
−1

, 

 
(75) 

 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑖𝑖 =
1

𝜁𝜁1 + 2𝜁𝜁2𝑁𝑁 + 3𝜁𝜁3𝑁𝑁2 (76) 

where i can be e for electron and be h for hole, 𝜁𝜁1 is the recombination coefficient 
for impurity, defect, or at surface, 𝜁𝜁2  is the coefficient for bimolecular 
recombination, 𝜁𝜁3 is the coefficient for Auger recombination, and N is the carrier 
density (cm-3). 
By increasing the transit time, the internal quantum efficiency decreases and the 
exciton linewidth is broadened, while large free carrier densities saturate the 
exciton absorption. Furthermore, according to Eq. (73) and Eq. (74), the carrier 
transit time affects saturation of the absorption. Typically, free carriers generated 
by absorbing photons are immediately swept out of the quantum well area, 
attributing to the photocurrent. However, because of large transit times, additional 
free carriers will be generated, before the other free carriers transit over the 
quantum wells. Thus, free carriers accumulate, leading to the increasing free 
carrier density. The free carrier density Ni (cm-3) generated with input light 
intensity of I can be expressed by [34]  

 �
𝑁𝑁𝑒𝑒 =

𝐼𝐼𝛼𝛼0𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑒𝑒

ħ𝜔𝜔
 𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝑁𝑁ℎ =
𝐼𝐼𝛼𝛼0𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,ℎ

ħ𝜔𝜔
 𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

. (77) 

The free carrier density is proportional to carrier lifetime. For typical p-i-n PDs, 
the carrier recombination time is large (in the μs range) in intrinsic absorption 
layers. For this reason, the saturation intensity Is depends strongly on the carrier 
transit time. 
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3. Modeling of waveguide 
integrated MQW pin PD 
To design MQW PDs, there are several issues such as carrier transit time and 
carrier density that have to be considered. However, there are no commercial 
design tools for the modeling of MQW PDs. In this chapter, a numerical model is 
introduced for simulating the performances of MQW PDs, such as the responsivity, 
the PDL, the DC saturation of optical absorption, the dark current, and the 
frequency response. Firstly, a theoretical model of the optical absorption 
coefficient of MQW structures is presented. The MQW materials are taken from 
InGaAsP and InGaAlAs material systems for telecommunication applications. By 
solving Poisson equation and Schrödinger equation, the optical absorption with 
different input light intensities, different input light wavelengths, and different 
input light polarization can be accurately described. After obtaining the optical 
absorption spectra of the MQW structures, the responsivity and the PDL are 
modeled. The modeling of the responsivity and the PDL of MQW p-i-n PDs 
includes the optical simulation (evanescent coupling) of waveguide integrated 
MQW pin PDs, the transit time induced internal quantum efficiency, and the 
saturation of optical absorption. After that the modeling of the dark current is 
presented. Finally, the RF performances such as the bandwidth, the maximum RF 
output power, and the nonlinearity of the waveguide integrated MQW p-i-n PDs 
are modeled. 

3.1 Modeling of the absorption coefficient spectra 
To simulate the optical absorption spectra, the Schrödinger equation is solved to 
get discrete energy levels Ej and their corresponding wave-functions φj, as the first 
step according to the theory presented in Chapter 2. To solve the Schrödinger 
equation, the basic physical parameters such as the bandgap, the effective mass, 
and the lattice constant of the InGaAsP and InGaAlAs material systems are 
applied. In this paper, the following model is used for these basic physical 
parameters. The unstrained bandgap of these two material systems is given as [26] 

 
𝐸𝐸𝑔𝑔�𝐼𝐼𝐼𝐼1−𝑥𝑥𝐺𝐺𝐺𝐺𝑥𝑥𝐴𝐴𝐴𝐴𝑦𝑦𝑃𝑃1−𝑦𝑦� (𝑒𝑒𝑒𝑒)

= 1.35 + 0.668𝑥𝑥 − 1.068𝑦𝑦 + 0.758𝑥𝑥2 + 0.078𝑦𝑦2
− 0.068𝑥𝑥𝑥𝑥 − 0.322𝑥𝑥2𝑦𝑦 + 0.03𝑥𝑥𝑦𝑦2 (0 ≤ 𝑥𝑥, 𝑦𝑦 ≤ 1), 

(78) 

 
𝐸𝐸𝑔𝑔�𝐼𝐼𝐼𝐼1−𝑥𝑥−𝑦𝑦𝐺𝐺𝐺𝐺𝑥𝑥𝐴𝐴𝐴𝐴𝑦𝑦𝐴𝐴𝐴𝐴� (𝑒𝑒𝑒𝑒)

= 0.36 + 0.629𝑥𝑥 + 2.093𝑦𝑦 + 0.436𝑥𝑥2 + 0.577𝑦𝑦2
+ 1.013𝑥𝑥𝑥𝑥 − 2.0𝑥𝑥𝑥𝑥(1 − 𝑥𝑥 − 𝑦𝑦) (0 ≤ 𝑥𝑥 + 𝑦𝑦 ≤ 1). 

(79) 
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Other physical parameters J such as the effective mass and the lattice constant of 
the two material systems with arbitrary composition can be derived from the 
interpolations between the corresponding physical parameters of the relevant 
binary semiconductors [26] 

 
𝐽𝐽�𝐼𝐼𝐼𝐼1−𝑥𝑥𝐺𝐺𝐺𝐺𝑥𝑥𝐴𝐴𝐴𝐴𝑦𝑦𝑃𝑃1−𝑦𝑦�

= 𝐽𝐽(𝐺𝐺𝑎𝑎𝐴𝐴𝐴𝐴)𝑥𝑥𝑥𝑥 + 𝐽𝐽(𝐺𝐺𝐺𝐺𝐺𝐺)𝑥𝑥(1 − 𝑦𝑦) + 𝐽𝐽(𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼)(1 − 𝑥𝑥)𝑦𝑦
+ 𝐽𝐽(𝐼𝐼𝐼𝐼𝐼𝐼)(1 − 𝑥𝑥)(1 − 𝑦𝑦) (0 ≤ 𝑥𝑥, 𝑦𝑦 ≤ 1), 

(80) 

 𝐽𝐽�𝐼𝐼𝐼𝐼1−𝑥𝑥−𝑦𝑦𝐺𝐺𝐺𝐺𝑥𝑥𝐴𝐴𝐴𝐴𝑦𝑦𝐴𝐴𝐴𝐴� = 𝐽𝐽(𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼)(1 − 𝑥𝑥 − 𝑦𝑦) + 𝐽𝐽(𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺)𝑥𝑥 + 𝐽𝐽(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑦𝑦  
(0 ≤ 𝑥𝑥 + 𝑦𝑦 ≤ 1). (81) 

The basic parameters at room temperature (300K) of the binary semiconductors 
are listed in Table 1 [26] [39] [40]. mhh// and mlh// are the effective heavy hole and 
light hole mass in plane of the quantum well layers, while mhh+ and mlh+ are the 
effective heavy hole and light hole mass perpendicular to the quantum well layers. 
The elastic stiffness factor G, hydrostatic deformation potential ac and av, and 
shear deformation potential for valence band b are used to calculate the bandgap 
energy considering strains. 
With the calculated strain using Eq. (36)-Eq. (37), the shift of the conduction band 
and the valence bands can be calculated 

 𝛿𝛿𝐸𝐸𝑐𝑐(𝑥𝑥, 𝑦𝑦) = 2𝑎𝑎𝑐𝑐(1 − 𝐺𝐺)𝜖𝜖, (82) 

 𝛿𝛿𝐸𝐸ℎℎ(𝑥𝑥, 𝑦𝑦) = 2𝑎𝑎𝑣𝑣(1 − 𝐺𝐺)𝜖𝜖 + 𝑏𝑏(1 + 2𝐺𝐺)𝜖𝜖, (83) 

 𝛿𝛿𝐸𝐸𝑙𝑙ℎ(𝑥𝑥, 𝑦𝑦) = 2𝑎𝑎𝑣𝑣(1 − 𝐺𝐺)𝜖𝜖 − 𝑏𝑏(1 + 2𝐺𝐺)𝜖𝜖 (84) 

where the strain 𝜖𝜖 is defined as 

 𝜖𝜖 = �𝑎𝑎𝑠𝑠 − 𝑎𝑎(𝑥𝑥, 𝑦𝑦)�/𝑎𝑎(𝑥𝑥, 𝑦𝑦) (85) 

with as the lattice constant of the substrate. The modified bandgaps considering 
the strain can be obtained 

 𝐸𝐸g,e−hh(𝑥𝑥,𝑦𝑦) = 𝐸𝐸𝑔𝑔(𝑥𝑥, 𝑦𝑦) + 𝛿𝛿𝐸𝐸𝑐𝑐(𝑥𝑥,𝑦𝑦) − 𝛿𝛿𝐸𝐸ℎℎ(𝑥𝑥,𝑦𝑦), (86) 

 𝐸𝐸g,e−lh(𝑥𝑥,𝑦𝑦) = 𝐸𝐸𝑔𝑔(𝑥𝑥,𝑦𝑦) + 𝛿𝛿𝐸𝐸𝑐𝑐(𝑥𝑥,𝑦𝑦) − 𝛿𝛿𝐸𝐸𝑙𝑙ℎ(𝑥𝑥,𝑦𝑦). (87) 

The particles (electrons and holes) in MQWs under an external electrical field can 
be described using the Schrödinger equation according to Eq. (65). The 
discontinuity factor (band offset ratio) is obtained as ΔEc/ΔEg = 0.4 for 
InGaAsP/InGaAsP interface and as ΔEc/ΔEg = 0.7 for InGaAlAs/InGaAsP 
interface. 
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Table 1 Physical parameters for the In1-xGaxAsyP1-y and In1-x-yGaxAlyAs material 
systems 

Parameter Symbol(unit) GaAs GaP InAs InP AlAs 
Lattice 
constant 

a(Å) 5.65 5.45 6.058 5.87 5.66 

Electron 
effective 
mass 

me/m0 0.067 0.114 0.024 0.0793 0.15 

Heavy-hole 
effective 
mass 

mhh///m0 0.11 0.19 0.032 0.15 0.18 

mhh+/m0 0.5 0.54 0.517 0.56 0.79 
Light-hole 
effective 
mass 

mlh///m0 0.23 0.34 0.082 0.29 0.36 
mlh+/m0 0.088 0.16 0.024 0.12 0.15 

Elastic 
Stiffness 
Factor 

G 0.45 0.44 0.54 0.55 0.43 

Hydrostatic 
deformation 
potential  

 

for 
conduction 
band 

ac (eV) -7.2 -7.1 -5.08 -5 -5.64 

for valence 
band 

av(eV) 1.16 1.7 1 1.27 2.47 

Shear 
deformation 
potential 
for valence 
band 

b(eV) -1.7 -1.8 -1.8 -1.7 -1.5 

 
With the physical parameters for the MQW material systems, the finite-difference 
analysis method (FDM) is used to solve the Schrödinger equation to get the eigen 
energy levels Ej and their corresponding eigen wavefunctions φj. The FDM is 
listed in the Appendix in Section 8.1. 
As discussed in Chapter 2, the important parameter of the broadening width Γ is 
dependent on temperature and the strength of the electric field. The following 
models are used to calculate the broadening width for the band-to-band transition 
Γcon and for excitons Γex 

 𝛤𝛤𝑖𝑖 = 𝛤𝛤0,𝑖𝑖 + 𝛤𝛤𝑇𝑇,𝑖𝑖(𝑇𝑇) + 𝛤𝛤𝐹𝐹,𝑖𝑖(𝐹𝐹), (88) 

 𝛤𝛤𝑇𝑇,𝑖𝑖(𝑇𝑇) =
𝛤𝛤𝑝𝑝ℎ,𝑖𝑖

exp �ħ𝜔𝜔𝐿𝐿𝐿𝐿,𝑖𝑖

𝑘𝑘𝐵𝐵𝑇𝑇
� − 1

, (89) 
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Table 2 Parameters for broadening width [33] 

Symbol Γ0,con Γ0,ex-e-hh Γ0,ex-e-lh Γph ΓF0 ħ𝜔𝜔𝐿𝐿𝐿𝐿 

Value [meV] 13.5 6 13 4.4 20 36 

 

 𝛤𝛤𝐹𝐹,𝑖𝑖(𝐹𝐹) = F/𝛤𝛤𝐹𝐹0,𝑖𝑖 (90) 

where i = con (for the band-to-band transition), i = ex (for excitons), ΓT and ΓF 
stand for temperature dependent term and electric field dependent term, 
respectively. Γph, Γ0, ΓF0, and ωLO are constant as shown in Table 2. It is worth 
mentioning that these parameters may be different for the continuous band-to-band 
transition, electron-heavy hole excitons, and electron-light hole excitons. 

The exciton binding energy Eb and the exciton radius λex can be calculated by a 
variational method to maximize the exicton binding energy 𝐸𝐸𝑏𝑏 [28] 

 𝐸𝐸𝑏𝑏(𝜆𝜆𝑒𝑒𝑒𝑒) = −
ħ2

2µ𝜆𝜆𝑒𝑒𝑒𝑒
2 +

𝑒𝑒2

4𝜋𝜋𝜋𝜋
�𝜑𝜑𝑒𝑒𝑒𝑒�

1
𝜗𝜗
�𝜑𝜑𝑒𝑒𝑒𝑒� (91) 

where µ is the reduced effective mass parallel to the quantum-well layers which 
can be expressed by 

 µ =
1
𝑚𝑚𝑒𝑒

+
1
𝑚𝑚ℎ

// (92) 

where me and 𝑚𝑚ℎ
//are the effective masses of electron and hole, respectively. φex is 

the wave function of the exciton which is given in Eq. (57). 𝜗𝜗  represents the 
relative position between particles which is denoted by [28]: 

 𝜗𝜗 = �(𝑧𝑧𝑒𝑒 − 𝑧𝑧ℎ)2 + |𝒓𝒓|2 (93) 

where ze and zh are the z coordinates of the electron and the hole, respectively. The 
relative coordinate r= re - rh, where re and rh are the positions of the electron and 
hole [28]. 
Finally, the absorption coefficient of the band-to-band transition αcon and the 
excitonic absorption αex can be calculated by substituting the obtained eigen 
energy levels Ej, their corresponding eigen wavefunctions φj, the broadening width 
Γ, the exciton binding energy Eb, and the exciton radius λex into the Eq. (54)-Eq. 
(56) and into the Eq. (59)-Eq. (62), respectively. The total absorption coefficient α 

is then the sum of αcon and αex. All the calculations are simulated using Matlab. 
The matlab codes are listed in the Appendix. 

3.2 Modeling of the responsivity spectra 
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Fig. 27 Side view of the simulated optical intensity distribution along the waveguide integrated 
PD for TE polarized input light. The intensity is averaged over the x direction 

3.2.1 Modeling of responsivity using light propagation software 
After getting the absorption coefficient α according to the model in Section 3.1, 
without considering the effects of carrier transit time and free carrier density, the 
responsivity spectra Re for TE and TM polarizations of waveguide integrated 
MQW PDs can be calculated using 

 𝑅𝑅𝑒𝑒 = (1 − 𝑅𝑅0)𝜅𝜅[1 − exp (−𝛼𝛼� П𝑥𝑥𝑥𝑥(𝑧𝑧)𝑑𝑑𝑑𝑑
𝑙𝑙𝑝𝑝𝑝𝑝

0
)]𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (94) 

where R0 is the reflectivity of the front surface, κ is the input coupling efficiency 
due to the modal mismatch, lPD represents the length of the photodiode, Пxy is the 
light confinement factor along PD, and R𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑞𝑞

hυ
= 𝜆𝜆

1.24µ𝑚𝑚
[𝐴𝐴
𝑊𝑊

]  is the ideal 

responsivity, being 1.255A/W at a wavelength of 1.55µm. The light confinement 
factor Пxy(z) describes the fraction of the light power confined in the absorber 
cross section Sabs at certain position of z. The confinement factor of the light along 
the PD can be calculated  

 П𝑥𝑥𝑥𝑥(𝑧𝑧) =
𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎(𝑧𝑧)
𝑃𝑃(𝑧𝑧)

=
∫ 𝐼𝐼(𝑥𝑥,𝑦𝑦, 𝑧𝑧)𝑑𝑑𝑑𝑑𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎

∫ 𝐼𝐼(𝑥𝑥, 𝑦𝑦, 𝑧𝑧)𝑑𝑑𝑑𝑑+∞
−∞

 (95) 

where I(x,y,z) is the field intensity. As discussed in Section 2.1.2, for the 
waveguide integrated PD, the input light is evanescently coupled from the single 
mode waveguide to the PD mesa. The distribution of the field intensity along the 
waveguide integrated PD is simulated using commercial light propagation 
software such as Rsoft´s Beamprop or PhotonDesign´s Fimmprop with the 
calculated absorption coefficient α. The light power P(z) is calculated by 
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integrating the field intensity over the interested cross section in xy plane 𝑃𝑃(𝑧𝑧) =
∬𝐼𝐼(𝑥𝑥,𝑦𝑦, 𝑧𝑧)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (entire cross section for P(z) and only the cross section of the 
absorber for Pabs(z)). In this work, Fimmwave has been used to predict and 
simulate quantitatively the optical properties of the waveguide integrated MQW 
PD. Fig. 27 gives an example of a simulated structure from Fig. 3. The materials 
and the thicknesses of the n-contact layer and p-contact layer can be optimized 
based on the beat length lpi and the imaginary part of the effective index of the 
corresponding modes according to Eq. (5) and Eq. (6). 
Furthermore, a multi-mode waveguide called as the advanced waveguide which is 
formed by extending the n-contact layer is inserted between the single-mode 
waveguide and the PD mesa, as shown in Fig. 28. This advanced waveguide helps 
enhance the absorption process in the PD. The optimum device length (=lad+ lPD) 
is related to the beat length lpi. In this case, the n-contact layer not only provides a 
refractive index match between the waveguide and absorber but also controls the 
optical intensity distribution in the PD in dependence of the length of the advanced  
waveguide lad. Moreover, this advanced waveguide helps to reduce the influence 
caused by the misalignment between the single mode waveguide and PD mesa 
during the fabrication. More details of the design of the waveguide integrated 
MQW p-i-n PD can be found in the Fig. 28. 

3.2.2 Modeling of responsivity considering internal quantum 
efficiency and saturation of optical absorption 
After getting the ideal responsivity with the calculated absorption coefficient using 
the light propagation software, the effects of the carrier transit time and the free 
carrier density are to be considered in the model. 
When the carrier transit time through the MQW layers is comparable to or even 
larger than the carrier recombination time, the photocurrent decreases, which can 
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Fig. 28 Side view of the light distribution along the waveguide integrated PD with the 
advanced waveguide. 
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be described as internal quantum efficiency ηin. The internal quantum efficiency 
can be written as 

 𝜂𝜂𝑖𝑖𝑖𝑖 = 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟/(𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜏𝜏) (96) 

where τrecombination is the carrier recombination time which can be calculated using 
Eq. (76) ( 𝜁𝜁1  = 6.6x105 s-1, 𝜁𝜁2  = 1.43x10-10 cm3/s, 𝜁𝜁3  = 8.1x10-29 cm6/s for 
InGa0.47As) and τ is the carrier transit time through the MQW layers from Eq. (66) 
– Eq. (71). According to Eq. (96), ηin equals one when the carrier transit time 
through MQW layers is at least two-order of magnitude smaller than the carrier 
recombination time which is in order of µs for the intrinsic InGaAs material. 
Besides the transit time, the free carrier density affects the responsivity. As 
discussed in Section 2.4.2, a large free carrier density induces the saturation of 
optical absorption. The absorption efficiency due to the saturation of optical 
absorption can be described as 

 𝜂𝜂𝑠𝑠(𝐼𝐼, 𝜏𝜏) =
1

1 + (𝐼𝐼/𝐼𝐼𝑠𝑠)𝑎𝑎
 (97) 

where Is is the saturation light intensity which can be calculated using Eq. (73), 
and a is a correction factor. To obtain the absorption efficiency of 1, the input light 
intensity should be at least two orders of magnitude less than the saturation 
intensity Is. 
Summarizing Section 3.2.1 and 3.2.2, the model for responsivity R can be written 
as 

 𝑅𝑅 = 𝜂𝜂𝑖𝑖𝑖𝑖𝜂𝜂𝑠𝑠(𝐼𝐼, 𝜏𝜏)𝑅𝑅𝑒𝑒 = 𝜂𝜂𝑅𝑅𝑒𝑒 (98) 

where 𝜂𝜂 is the absorption efficiency considering the effects of transit time and free 
carrier density and Re is the responsivity without considering the effects of transit 
time and free carrier density which can be calculated using Eq. (94). The PDL is 
defined as 

 𝑃𝑃𝑃𝑃𝑃𝑃 = 10log �𝑅𝑅𝑇𝑇𝑇𝑇 𝑅𝑅𝑇𝑇𝑇𝑇� � (99) 

where 𝑅𝑅𝑇𝑇𝑇𝑇  and 𝑅𝑅𝑇𝑇𝑇𝑇  are the responsivity with TE and TM polarized input light, 
respectively. 

3.3 Modeling of current-voltage characteristic 
To determine the bandwidth of the PD, the series resistance of the PD should be 
studied. Normally, the series resistance can be analyzed according to the forward 
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current of the PD. The current at forward voltages and reverse voltages can be 
generally modeled as [44] [45] 

 𝐼𝐼(𝑉𝑉) = 𝐼𝐼0 �exp �
(𝑒𝑒𝑒𝑒 − 𝐼𝐼𝑅𝑅𝑠𝑠)
𝑛𝑛𝐹𝐹𝑘𝑘𝐵𝐵𝑇𝑇

� − 1� (100) 

where e is the electron charge, V is the applied voltage, Rs is the series resistance, 
kBT is the thermal energy, I0 is the reverse saturation current, and nF is the ideality 
factor. The series resistance Rs includes contact resistance, bulk and sheet 
resistances, and the resistance in the undepleted MQW region. 
I0 denotes the dark current level for a reverse bias, which can be calculated 

 𝐼𝐼0 = 𝑒𝑒𝑒𝑒𝑝𝑝𝑛𝑛0�
𝐷̇𝐷𝑝𝑝

𝜏𝜏𝑝𝑝0� + 𝑒𝑒𝑒𝑒𝑛𝑛𝑝𝑝0�
𝐷̇𝐷𝑛𝑛 𝜏𝜏𝑛𝑛0�  (101) 

where 𝐷̇𝐷𝑝𝑝 and 𝐷̇𝐷𝑛𝑛 are the diffusion coefficient for holes and electrons, τp0 and τn0 
are the carrier lifetime for holes and electrons which can be calculated using Eq. 
(76), and 𝑆𝑆 is the PD area. np0 and pn0 are the electron minority density in p region 
and the hole minority density in n region under thermal equilibrium condition, 
respectively. 
At the low current injection (low forward biases), the IRs product is negligible in 
comparison to the applied voltage and the model can be simplified as 

 𝐼𝐼(𝑉𝑉) = 𝐼𝐼0 �exp �
𝑒𝑒𝑒𝑒

𝑛𝑛𝐹𝐹𝑘𝑘𝐵𝐵𝑇𝑇
� − 1�. (102) 

The ideality factor nF equals 1 if the diode’s space charge is limited by diffusion, 
while nF equals 2 if the space charge is limited by the recombination. If the transit 
time is much smaller than the carrier lifetime (in the order of µs), the model with 
nF=1 should be used. If the transit time is comparable to or larger than the carrier 
lifetime, nF=2 is used in the model. 
At high current injection (high forward bias), the voltage drop across the series 
resistance controls the I-V characteristics. The current no longer increases 
exponentially with the voltage. Instead, it increases linearly due to the series 
resistance. The model for I-V characteristics at high current injection is described 
as 

 𝐼𝐼(𝑉𝑉) =
𝑉𝑉
𝑅𝑅𝑠𝑠

+ 𝐼𝐼𝑎𝑎 (103) 

where Ia is a fitted parameter. The series resistance Rs can be approximately 
written as: 

 𝑅𝑅𝑠𝑠 =
𝐷𝐷𝑑𝑑2

(𝜇𝜇𝑛𝑛+𝜇𝜇𝑝𝑝)𝐼𝐼𝐼𝐼
+ 𝑅𝑅𝑠𝑠0 (104) 

where Dd is the thickness of the undepleted MQW region at a forward bias, µn and 
µp are the carrier mobility for electrons and holes, respectively, I is the current, τ is 
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the minority carrier transit time through the undepleted MQW region, and 𝑅𝑅𝑠𝑠0 is 
the sum of the contact, bulk, and sheet resistances of the p-contact and n-contact. 
Using the equations above, the dark current at reverse biases and the series 
resistance of the PD can be analyzed. The large transit time reduces the reverse 
saturation dark current according to the Eq. (101). Moreover, the resistance in the 
undepleted MQW region becomes dominant in the series resistance by increasing 
the transit time. As a result, the series resistance increases. 

3.4 Modeling of RF performances 

3.4.1 Modeling of bandwidth 
The bandwidth of a p-i-n photodiode is mainly limited by the carrier transit time 
and the RC constant. To discuss about the RF performances of the p-i-n PD, an 
equivalent circuit of a p-i-n photodiode at the reverse bias condition is shown in 
Fig. 29. In the model, the optical input signal 𝑃𝑃(𝑡𝑡) = 𝑃𝑃0 + 𝑃𝑃1𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔) consists of a 
CW optical power 𝑃𝑃0 and an AC optical power 𝑃𝑃1𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔). The AC optical power 
𝑃𝑃1 is obtained as 𝑃𝑃1 = 𝑚𝑚𝑚𝑚0, where m is the modulation ratio (0 ≤ 𝑚𝑚 ≤ 1) The 
optical input signal P(t) is approximated as an input voltage source 𝑉𝑉(𝑡𝑡) = 𝑉𝑉0 +
𝑉𝑉1𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔). The AC photo current iL is taken as the output. The effects of the 
carrier transit time (region 1 in Fig. 29) and the RC constant (region 2 in Fig. 29) 
are taken into consideration. To analyze the transit time response of the 
photodiode, the RtCt delay block in region 1 is fed with the input AC voltage 
source 𝑉𝑉1. 𝑉𝑉2 is the output AC voltage after the transit time block. The output AC 
voltage controls the AC photo current source i of region 2: i=gmV2, where gm 
represents the optical to electrical conversion efficiency known as the responsivity 
R from Eq. (98). In region 2, the RC-effect is considered as a current source i 
parallel with a capacitance CPD, a resistance RP, a series resistance Rs, an 
inductance LPD, and a load impedance RL. Normally, the parallel resistance Rp is 
very high due to a nA-scale parallel leakage current. RL is the load resistance 

Rt

Ct
V1 V2

+

-
i=

gmV2

CPD RP

Rs

RL

iL

Region 1: Transit time Region 2: RC-delay line

LPD

 

Fig. 29. Equivalent circuit of a lumped photodiode. 
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which is 50Ω for most applications. LPD is the inductance caused by the electrical 
interconnection which is very small because of short electrical connection lines. 
The parallel capacitance CPD is determined by the barrier capacitance C’ in the 
depletion region and the parasitic capacitance Cp. The barrier capacitance C’ is 
determined by the area of the photodiode A=lPD·wPD and the thickness of the 
depletion region Dd [16]. 

 𝐶𝐶𝑝𝑝𝑝𝑝 = 𝐶𝐶′ + 𝐶𝐶𝑝𝑝, (105) 

 𝐶𝐶′ =
𝜀𝜀0𝜀𝜀𝑟𝑟𝐴𝐴
𝐷𝐷𝑑𝑑

, (106) 

where lPD is the length of the PD, wPD is the width of the PD, 𝜀𝜀𝑟𝑟 is the dielectric 
constant of the depleted region, and 𝐷𝐷𝑑𝑑  is the thickness of the depletion region 
which is the thickness of the intrinsic MQW absorber layer in our case. The series 
resistance 𝑅𝑅𝑠𝑠 includes the bulk, the sheet, and the contact resistance.  
The relative frequency response due to the transit time in region 1 is expressed as 
[43] 

 𝐻𝐻𝑡𝑡(𝜔𝜔) =
𝑉𝑉2
𝑉𝑉1

=
1

1 + 𝑗𝑗𝑗𝑗𝑅𝑅𝑡𝑡𝐶𝐶𝑡𝑡
 (107) 

 𝑅𝑅𝑡𝑡𝐶𝐶𝑡𝑡 = 𝜏𝜏
3.5

 (108) 

Where ω=2πf, and 𝜏𝜏  is the transit time according to Eq. (70)-(71). It worth 
mentioning that the transit time for TE and TM input light can be different. The 3-
dB bandwidth due to the transit time limitation can be approximated with 

 𝑓𝑓𝑡𝑡 =
3.5
2𝜋𝜋𝜋𝜋

 (109) 

A relative transfer function for region 2 can be used to describe the frequency 
dependent current which flows through the load 

 𝐻𝐻𝑅𝑅𝑅𝑅(𝜔𝜔) =
𝑖𝑖𝐿𝐿
𝑖𝑖

=
1

1 − 𝜔𝜔2𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝑃𝑃𝑃𝑃 + 𝑖𝑖𝑖𝑖𝐶𝐶𝑃𝑃𝑃𝑃𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡
 (110) 

where Rtot is the total resistance, 

 𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑅𝑅𝑠𝑠 + 𝑅𝑅𝐿𝐿 . (111) 

Neglecting the inductance, the 3-dB bandwidth due to RC limitation is obtained 

 𝑓𝑓𝑅𝑅𝑅𝑅 =
1

2𝜋𝜋𝐶𝐶𝑃𝑃𝑃𝑃𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡
, (112) 

Considering the transit time limitation and the RC limitation, the total relative 
frequency response is obtained as 

 𝐻𝐻(𝜔𝜔) = 𝐻𝐻𝑡𝑡(𝜔𝜔)𝐻𝐻𝑅𝑅𝑅𝑅(𝜔𝜔) =
1

1 + 𝑗𝑗𝑗𝑗𝑅𝑅𝑡𝑡𝐶𝐶𝑡𝑡
∙

1
1 + 𝑗𝑗𝑗𝑗𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝐶𝐶𝑃𝑃𝑃𝑃

 (113) 
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The power related frequency response on a logarithmic scale is 𝐻𝐻(𝜔𝜔)[𝑑𝑑𝑑𝑑] =
20log (𝐻𝐻(𝜔𝜔)). The 3-dB bandwidth is approximated as 

 𝑓𝑓3𝑑𝑑𝑑𝑑 ≈ �
1

1
𝑓𝑓𝑅𝑅𝑅𝑅2

+ 1
𝑓𝑓𝑡𝑡2

. (114) 

3.4.2 Modeling of RF saturation 
The maximum electrical output power is limited by the space-charge effect and the 
thermal failure. In this work, only the space-charge effect is considered because 
the PDs typically operate below the thermal failure limit. The electrical output 
power is calculated 

P𝐿𝐿(ω) = 𝑖𝑖𝐿𝐿2RL = �
𝑅𝑅P1

(1 + jωRtCt)(1 + jωRtotCPD)
�
2

RL

= (H(ω)P1R)2RL. 
(115) 

The electrical output power on a logarithmic scale is calculated as P𝐿𝐿(ω)[dBm] =

10log �P𝐿𝐿(ω)
1𝑚𝑚𝑚𝑚

�. Fig. 30 shows the typical behavior of the electrical output power of a 
PD as the function of the optical input power according to Eq. (115).  
At low optical input power, the electrical field in the depletion region is not 
collapsed and the free carriers drift with constant saturation velocity. The 
parameters R, τ, Rtot and CPD are constant with the optical input power causing the 
constant relative frequency response H(ω) with the continuum wave (CW) optical 

input power �𝑑𝑑�𝐻𝐻(𝜔𝜔)�
𝑑𝑑𝑃𝑃0

= 0�. Thus, the RF output power increases with the square 

of the optical input power (dotted curve in Fig. 30, �𝑑𝑑𝑃𝑃𝐿𝐿 [𝑑𝑑𝑑𝑑𝑑𝑑]
𝑑𝑑𝑃𝑃0 [𝑑𝑑𝑑𝑑𝑑𝑑]

= 2�. This means 

 

Fig. 30. Schematic plot of the electrical output power of a PD versus optical input power. 
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that the PD operates in the linear region. 
At large CW optical input power, the parameters 𝜏𝜏 and 𝐶𝐶𝑃𝑃𝑃𝑃 vary with the optical 
input power leading to the dependence of relative frequency response H(ω) on the 

CW optical input power �𝑑𝑑(𝐻𝐻(𝜔𝜔))
𝑑𝑑𝑃𝑃0

≠ 0� . Thus, the RF output power changes 

nonlinearly with the square of the optical input power. As a consequence, the PD 
operates in the nonlinear region. If the relative frequency response H(ω) increases 

with optical input power �𝑑𝑑(𝐻𝐻(𝜔𝜔))
𝑑𝑑𝑃𝑃0

> 0�, the increase of the RF output power with 

the optical input power satisfies the inequality of 𝑑𝑑𝑃𝑃𝐿𝐿(𝜔𝜔) [𝑑𝑑𝑑𝑑𝑑𝑑]
𝑑𝑑𝑃𝑃1[𝑑𝑑𝑑𝑑𝑑𝑑] > 2. If the relative 

frequency response H(ω)decreases with optical input power �𝑑𝑑𝑑𝑑(𝜔𝜔)
𝑑𝑑𝑃𝑃0

< 0�, the RF 

output power increases slowly with the square of the optical input power 

�𝑑𝑑𝑃𝑃𝐿𝐿(𝜔𝜔) [𝑑𝑑𝑑𝑑𝑑𝑑]
𝑑𝑑𝑃𝑃1 [𝑑𝑑𝑑𝑑𝑑𝑑] < 2�. If the slope of the relative frequency response H(ω) with the 

optical input power is less than -1, the RF output power decreases with the optical 
input power. In the nonlinear region, the RF output power reaches its maximum 

when 𝑑𝑑𝑑𝑑(𝜔𝜔)[𝑑𝑑𝑑𝑑]
𝑑𝑑𝑃𝑃0[𝑑𝑑𝑑𝑑𝑑𝑑] = −1.  

According to the model above, if the relative frequency response 𝐻𝐻(𝜔𝜔) of a PD 
has a weak dependence on the optical input power, more RF output power can be 
achieved. 

3.4.3 Modeling of nonlinearity 
Many effects such as the space-charge effect, the nonzero load resistance, 
scattering, recombination, and trap sites cause the nonlinear behavior of PDs. By 
decoupling the parameters such as R, τ, Rtot , and CPD , the root causes for the 
nonlinearity can be separated and analyzed. 
The nonlinear behavior of the PD can be explained by the variation of the 
parameters R, τ, Rtot and CPDwith the optical input power and the bias voltage. 
The dependence of the parameter on the voltage or the CW optical input power 
can be expressed as 

Υ = a0,Υ + a1,ΥΨ + a2,ΥΨ2 + a3,ΥΨ3 (116) 

where  Υ represents the parameter of R, τ, Rtot  or CPD. Ψ is either the voltage V or 
the CW optical input power P0. a0,Υ  is the voltage and optical input power 
independent constant, an,Υ  (n=1, 2, 3) is the nth-order nonlinear factor of the 
parameter 𝛶𝛶. 
Using Taylor expansion, the AC output photocurrent can be written as: 
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iL(Ψ0 + ΔΨ)
= iL(Ψ0) + k1,RbRΔΨ+ k1,τbτ ΔΨ
+ k1,R𝑡𝑡𝑡𝑡𝑡𝑡bRtotΔΨ + k1,CPDbcPDΔΨ + k2,rbr

2ΔΨ2

+ k2,τbτ
2ΔΨ2 + k2,R𝑡𝑡𝑡𝑡𝑡𝑡bR𝑡𝑡𝑡𝑡𝑡𝑡

2ΔΨ2

+ k2,CPDbC𝑃𝑃𝐷𝐷
2ΔΨ2⋯ ) 

 

(117) 

where b𝛶𝛶 is the weight parameter bΥ = diL
dΥ� , and  

�
k1,Υ = dΥ

dΨ� = a1,Υ + 2a2,ΥΨ + 3a3,ΥΨ2

k2,Υ = dΥ2
2d2Ψ� = 2a2,Υ + 6a3,ΥΨ.  (118) 

The third-order intermodulation distortions (IMD3) are usually used to represent 
the nonlinearity in PDs, since their frequencies are close to the fundamental 
modulation frequencies. To determine the power of the third-order 
intermodulation product, it is assumed that the optical input power P(t) is given as: 
P(t) = P0 + P1 cos(𝜔𝜔1t) + P2 cos(𝜔𝜔2t) . The AC photocurrent 𝑖𝑖𝐿𝐿  is obtained as 
i𝐿𝐿 = i𝐿𝐿1 cos(𝜔𝜔1t) + i𝐿𝐿2 cos(𝜔𝜔2t) + i𝐼𝐼𝐼𝐼 cos�(2𝜔𝜔2 − 𝜔𝜔1)𝑡𝑡� + ⋯ . Using Eq. (117) 
and Eq. (118), the photocurrent i𝐼𝐼𝐼𝐼  at frequency 2𝜔𝜔1 − 𝜔𝜔2  as the third-order 
intermodulation product is obtained as 

|i𝐼𝐼𝐼𝐼(2𝜔𝜔2 − 𝜔𝜔1)|

=
3
8

iL2
2

iL,1�bτ
2a3,τ + bR

2a3,R

+ bRtot
2a3,R𝑡𝑡𝑡𝑡𝑡𝑡 + bcPD

2a3,CPD�. 
 

(119) 

According to Eq. (119) the third-order intermodulation distortion product is 
dependent on the nonlinear coefficient 𝑏𝑏Υ

2𝑎𝑎3,Υ of the parameters of R, 𝜏𝜏, 𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡 , 
and 𝐶𝐶𝑃𝑃𝑃𝑃. The linear coefficient 1

𝑏𝑏Υ2𝑎𝑎3,Υ
 is defined as the reciprocal of its nonlinear 

coefficient. 
If the parameters of a PD have weak dependence on the bias voltage and CW 
optical input power, this PD can achieve high linearity. 
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(b)                                                       (c) 

Fig. 31 (a) 3D view of the waveguide integrated MQW p-i-n PD; (b) Schematic diagram of 
the waveguide integrated MQW p-i-n PD; black: optical connections, grey: electrical 
connections; (c) cross section of the MQW p-i-n PD mesa. 

4. Design and Fabrication 
Based on the model presented in Chapter 3, three MQW-PDs are designed. The 
design “InP” uses lattice matched InGa0.47As as the well layer and InP as the 
barrier layer. The design “Q1.33” uses InGa0.47As/InGa0.3As0.64P (lattice matched 
to InP) as the well/barrier while the design “Al” uses InGa0.47As/InGaAlAs (lattice 
matched to InP) as the well/barrier. The epitaxy layers of the three designs are 
optimized based on the optical propagation simulation using Fimmprop. After 
optimizing the epitaxy layers, the waveguide integrated MQW p-i-n PD chips of 
the design “InP”, the design “Q1.33”, and the design “Al” are fabricated. 

4.1 Design of waveguide integrated MQW p-i-n PDs 
Fig. 31(a) shows the 3D view of the waveguide integrated MQW p-i-n PD chip 
which includes a monolithically integrated spot size converter, a single mode 
waveguide, a single p-i-n PD using MQW layers as the intrinsic absorber, and 
GSG RF probe pads. The spot-size converter is used for an efficient light coupling 
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Table 3 The intrinsic MQW absorber layers and the PD size of the three designs 
 Design “InP” Design “Q1.33” Design “Al” 

Well material InGa0.47As InGa0.47As InGa0.47As 
Well thickness/nm 8 6.5 7.5 

Barrier material InP InGa0.3As0.64P InGa0.29Al0.18As 
Barrier thickness/nm 10 10 10 

Number of QWs 30 20 20 
lPD 20µm 20µm 20µm 
wPD 5µm 5µm 5µm 
lad 2µm 2µm 2µm 

 
 from a cleaved single mode fiber to the single mode waveguide on the chip. The 
light is then evanescently coupled from the single-mode waveguide to the MQW 
p-i-n PD. The MQW p-i-n PD converts the optical signals into the electrical 
domain under a reverse bias voltage. After converting the optical input signal into 
the electrical domain, the RF output signal is coupled out of the chip via the 
integrated GSG RF pads. Fig. 31(b) shows the schematic diagram of the 
waveguide integrated MQW p-i-n PD. All the three designs have the same spot 
size converter, the same single mode waveguide, the same dimensions of the PD, 
and the same GSG RF pads. The length of the PDs of the three designs lPD is 
20µm which is about 1.5lpi. The width of the PDs of the three designs wPD is 5µm. 
The length of the advanced waveguide of the three designs lad is 2µm. Fig. 31(c) 
shows the schematic diagram of the cross section of the MQW p-i-n PD mesa. The 
intrinsic MQW absorber layers of the three designs (W5 layer in Fig. 31(c)) are 
listed in Table 3. Other layers of the three designs (W1-W4 and W6 layers in Fig. 
31(c)) are optimized based on the model presented Section 3.2.1. 

Design “InP” 

Based on the MQW layers as listed in Table 3 and the corresponding physical 
parameters for InGa0.47As/InP as shown in the Table 4, the absorption coefficient 
of the design “InP” can be obtained using the developed simulation program based 
on the model presented in Chapter 3. The parameters for the broadening factor are 
listed in Table 2. Fig. 32 shows the simulated absorption coefficients of the design 
“InP” over the C-band (1530nm – 1565nm) and the L-band (1565nm - 1620nm). It 
can be seen that due to the hh-e transition the exciton absorption peak is clearly 
resolved for TE with the electrical field up to 120kV/cm. The transit time τ, optical 
saturation power Ps, the internal quantum efficiency ηi for TE and TM, and the 3-
dB bandwidth f3dB are calculated at various electrical field strengths in Table 5. 
The optical saturation power is calculated with the calculated optical saturation 
intensity Is and the area of the PD cross section of 5µm x 0.54µm. The 3dB 
bandwidth is calculated using Eq. (113). The 3dB bandwidth is mainly limited by 
the transit time. The carrier recombination time in MQWs is taken as 1.5µs in Eq. 
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Table 4 Parameters used in simulation of the absorption coefficient for 
InGa0.47As/InP MQW 

Parameter Symbol(unit) InGa0.47As/InP 
Lattice constant a(Å) 5.868/5.869 

Bandgap Eg (eV) 0.7519/1.35 
Electron effective mass me/m0 0.053/0.095 

Heavy-hole effective mass mhh/m0 0.5091/0.56 

Light-hole effective mass mlh/m0 
 0.054/0.12 

Conduction band offset ΔEc/ΔEg (eV) 0.4 
Temperature T (K) 300 

Recombination time in 
MQWs τrecombination 1.5µs 

 
Table 5 Calculated transit time, optical saturation power, absorption efficiency η, 

and the transit time limited bandwidth of the design “InP” for TE and TM polarized 
input light of 0.3µW 

 20kV/cm 40kV/cm 60kV/cm 80kV/cm 120kV/cm 
τ(TE) 2 μs  0.83 μs 0.39 μs 0.15 μs 0.06 μs 
τ(TM) 1 μs 0.4 μs 0.15 μs 0.038 μs 0.011 μs 
Ps(TE) 4µW 10µW 24µW 74µW 200µW 
Ps(TM) 19µW 40µW 93µW 370µW 1.28mW 
η(TE) 0.32 0.49 0.7 0.9 0.95 
η(TM) 0.43 0.62 0.84 0.99 1 

f3dB 270kHz 660kHz 1.4MHz 3.6MHz 9MHz 
 

(96) [44]. The large transit time of µs range is mainly caused by the large barrier 
heights ΔEc and ΔEv. Due to this large transit time, the internal quantum efficiency, 
the saturation photocurrent, and the bandwidth are limited. At low electrical field 
strength of 20kV/cm, the absorption efficiency η for TE and TM is only 0.32 and 
0.43, respectively. By increasing the electrical field strength to 120kV/cm, the 
internal quantum efficiency for both TE and TM reaches 1 since the large electric 
field lowers the barrier height decreasing the carrier transit time. As a result, the 
total absorption efficiency increases. The large transit time on one hand reduces 
the transit time limited bandwidth and on the other hand increases the series 
resistance reducing the RC limited bandwidth. As a result, the 3dB bandwidth is 
limited as hundreds of kHz. In general, the performances of TM polarized input 
light are better than that of the TE polarized input light due to the shorter transit 
time of TM polarized input light which is contributed from the lh-e transition. 
The epitaxial layers of the waveguide integrated MQW p-i-n PD design “InP” are 
listed in detail in Table 10 in Appendix. The light propagation of the waveguide 
integrated MQW p-i-n PD design “InP” for TE and TM polarization are shown in 
Fig. 33. It is clear that the TE polarized light is more strongly absorbed than the 
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Fig. 32 The simulated optical absorption spectra of design-InP with the electrical field ranging from 
20kV/cm to 120kV/cm (TE - solid curves, TM - dotted curves). 

 

   
(a)                                                                       (b) 

Fig. 33 The simulated light propagation of the design “InP” for (a) TE and (b) TM. 
 

 

TM polarized light along the PD. 
The simulated responsivities and PDL with different electrical field strengths are 
shown in Fig. 34 at the input optical power of 0.3µW. The simulated responsivity 
considers the coupling loss of 1dB from the single mode fiber to the spot size 
converter. The saturation absorption of CW input light is taken into consideration 
for the electrical field strength from 20kV/cm to 120kV/cm. It is clear that the 
responsivity for TE at 20kV/cm suffers from the low internal quantum efficiency 
and low optical saturation power reaching only 0.3A/W at 1550nm. The larger 
electrical field strength improves the internal quantum efficiency and saturation 
absorption leading to a larger responsivity at 1550nm. However, by further 
increasing the electrical field, the responsivity decreases due to the broadening of 
the exciton linewidth. Fig. 35 (a) plots the calculated PDL spectra according the 
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(a)                                                                      (b) 

Fig. 34 The simulated responsivity spectra of the design “InP” with the electrical field strength 
ranging from 20kV/cm to 120kV/cm for (a) TE and (b) TM. 

  
(a)                                                                      (b) 

Fig. 35 (a) The simulated PDL spectra of the design “InP” with the electric field ranging from 
20kV/cm to 120kV/cm; (b) the normalized responsivity versus the optical input intensity for the 
modeling of a TE polarized input light (black), a TM polarized input light (red). 
 TE and TM responsivity with different electrical field strengths at the optical input 
power of 0.3µW. At 1550nm the PDL reaches 9dB at the electrical field strength 
of 20kV/cm and decreases to 1.5dB at the electrical field of 120kV/cm, since the 
TM responsivity increases to the level of the TE responsivity at the large electrical 
field strength. 
Fig. 35 (b) shows the normalized responsivity versus the optical input power for 
the TE polarized input light with Ps=4µW and a=0.4 in Eq.(97) and the TM 
polarized input light with Ps=19µW and a=0.4 in Eq.(97). Because of the large 
transit time, the responsivity is strongly dependent on the optical input power. 
In summary, the simulation results show that the performance of the design “InP” 
such as the saturation of optical absorption and the bandwidth are limited by its 
large transit time. 

Design “Q1.33” and design “Al” 
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Table 6 Parameters used in simulation of the absorption coefficient for InGa0.47As/ 
InGa0.3As0.64P and InGa0.47As/ InGa0.29Al0.18As MQW 

Parameter Symbol 
(unit) 

InGa0.47As/ 
InGa0.3As0.64P 

InGa0.47As/ 
InGa0.29Al0.18As  

Lattice constant a(Å) 5.868/5.869 5.868/5.869 
Bandgap Eg (eV) 0.7519/0.9384 0.7519/0.9745 

Electron effective 
mass 

me/m0 0.053/0.0671 0.053/0.0831 

Heavy-hole 
effective mass 

mhh/m0 0.509/0.5271 0.509/0.587 

Light-hole 
effective mass 

mlh/m0 
 

0.054/0.0752 0.054/0.0842 

Conduction band 
offset 

ΔEc/ΔEg 0.4 0.72 

Temperature T (K) 300 300 
Recombination 
time in MQWs τrecombination 1.5µs 1.5µs 

Table 7 The calculated transit time, saturation intensity, absorption efficiency, and 
3dB bandwidth of the design “Q1.33” and the design “Al” 

 20kV/cm 40kV/cm 60kV/cm 80kV/cm 
τ(TE) Design 

“Q1.33” 
50 ps 35 ps 17 ps 9 ps 

Design “Al” 33 ps 22 ps 14 ps 8 ps 
Ps(TE) 

W 
Design 

“Q1.33” 0.1 0.15 0.3 0.6 

Design “Al” 0.12 0.18 0.3 0.52 
η(TE) Design 

“Q1.33” 1 1 1 1 
Design “Al” 

f3dB Design 
“Q1.33” 

11GHz 16GHz 32GHz 61GHz 

Design “Al” 17GHz 25GHz 39GHz 68GHz 
 

Since the responsivity, the saturation photocurrent, and the bandwidth of the 
design “InP” are limited by its large transit time, the design “Q1.33” and the 
design “Al” are introduced to achieve short transit time by using different barrier 
materials which are listed in Table 3. The physical parameters for InGa0.47As/ 
InGa0.3As0.64P and InGa0.47As/ InGa0.29Al0.18As are listed in Table 6. It is worth 
mentioning that the bandgap offset ratio between the barriers and wells for these 
two designs is different. 
The absorption coefficients for the design “Q1.33” and the design “Al” are shown 
in Fig. 36 over the C- and L-band. For the design “Q1.33”, the exciton absorption 
peak is clearly resolved for TE with the electrical field up to 60kV/cm while for 
design “Al” the exciton absorption peak for TE can be clearly resolved with the 
electrical field up to 80kV/cm. Since the performance of the TM polarized input 
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(a)                                                                (b) 

Fig. 36 The simulated optical absorption spectra with the electrical field ranging from 20kV/cm to 
80kV/cm: (a) the design “InP”; (b) the design “Al” (TE - solid curves, TM - dotted curves). 
 

light are generally better than that of the TE polarized input light, only the 
electrical field dependent transit time τ, the optical saturation power, the internal 
quantum efficiency, and the 3dB bandwidth for TE are calculated as listed in 
Table 7. The transit time is reduced from the µs range of the design “InP” to the ps 
range for the design “Q1.33” and the design “Al” due to the reduced barrier height 
ΔEc and ΔEv. For the design “Q1.33”, the transit time is mainly determined by the 
heavy hole. For design “Al”, the transit time is determined by the electron due to 
the large conduction band offset ratio of 0.72 for the InGaAsP/InGaAlAs interface. 
Due to the short transit time, the performances regarding the internal quantum 
efficiency, the optical saturation intensity, and the bandwidth are improved. The 
absorption efficiency η for both designs equals 1 and is independent on the 
electrical field strength. The calculated optical saturation power for both designs 
reaches more than 100mW as listed in Table 7. It means that both designs don’t 
suffer the saturation of optical absorption. Assuming that the series resistance is 
10Ω, the 3dB bandwidth is mainly limited by the transit time which is over 10GHz 
at zero bias and increases to 63GHz for the design “Q1.33” and 68 GHz for the 
design “Al” by increasing the electrical field strength to 80kV/cm. 

The p-mesa and n-mesa layers for the waveguide integrated MQW p-i-n PD 
design “Q1.33” and design “Al” are optimized according to the light propagation 
simulation. The epitaxial layers of the both waveguide integrated MQW p-i-n PD 
designs are listed in Appendix Table 11 and Table 12, respectively. 
The simulated responsivities for the design “Q1.33” and the design “Al” with 
different electrical field strengths are shown in Fig. 37. The simulated responsivity 
considers the coupling loss of 1dB from the single mode fiber to the spot size 
converter. Since the internal quantum efficiency for both designs equals 1, the 
responsivities at the low electrical field strengths are improved compared to that of 
the design “InP”. The responsivities at 1550nm decrease with the electrical field 
strength for both designs because of the increasing exciton linewidth (broadening 
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(a)                                                                      (b) 

Fig. 37 The simulated responsivity spectra with the electrical field strength ranging from 20kV/cm 
to 80kV/cm for (a) the design “Q1.33” and (b) the design “Al”. 

  
(a)                                                                      (b) 

Fig. 38 The simulated PDL spectra with the electric field ranging from 20kV/cm to 80kV/cm for 
(a) the design “Q1.33” and (b) the design “Al”. 
 
factor). At 1550nm, the responsivity for the design “Q1.33” decreases from 
0.65A/W to 0.35A/W with the electrical field strength increasing from 20kV/cm to 
80kV/cm. For the design “Al”, the responsivity at 1550nm decreases from 0.7A/W 
to 0.4A/W with the electrical field strength increasing from 20kV/cm to 80kV/cm. 
Fig. 38 plots the simulated PDL spectra for the design “Q1.33” and the design “Al” 
based on the TE and TM responsivity spectra shown in Fig. 37 with different 
electrical field strengths. For the design “Q1.33” at 1550nm the PDL reaches 8dB 
at the electrical field strength of 20kV/cm and decreases to 5dB at the electrical 
field of 80kV/cm. For the design “Al” at 1550nm the PDL reaches 7.5dB at the 
electrical field strength of 20kV/cm and decreases to 5dB at the electrical field of 
80kV/cm. 
In summary, because of the shorter transit time, the performances of the design 
“Q1.33” and the design “Al” such as the saturation of optical absorption and the 
bandwidth are improved compared to the design “InP”. 

4.2 Fabrication of waveguide integrated MQW p-i-n PDs 
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(c) (d)  
Fig. 39 Fabrication flow of the waveguide integrated MQW p-i-n PDs. 

 

The epitaxial layers for the design “InP”, the design “Q1.33”, and the design “Al” 
as shown in Appendix Table 10, Table 11, and Table 12 are grown by a single 
metal organic vapor phase epitaxy (MOVPE) run on 3 inch semi-insulating InP 
substrate. The process steps are shown in Fig. 39 (a)-(d).  
After the single step MOVPE, the P-metal is firstly evaporated on the surface. The 
active photodiode area is structured by Inductively Coupled Plasma (ICP) etching 
and wet chemical etching processes down to the N-contact layer using the P-metal 
as a mask. After that the N-contact is defined using standard lithography and ICP 
etching. The N-metal is deposited and tempered. The waveguide is formed using 
ICP as shown in Fig. 39 (d). Photoresist and SiNx serve as etching masks. To form 
the electrical contacts and generate the on-chip bias circuits using air-bridges, 
gold-electro-plating was applied. For passivation, a layer of Benzocyclobuten 
(BCB) is spun on the entire wafer with the opening at the P- and N-contacts. 
Finally after cleaving, the wafer is anti-reflection coated by sputtering TiOx layers 
on the facet to reduce the insertion loss and to avoid back reflection into the local 
oscillator. The optical return loss of the chip was measured below -35dB over the 
entire C- and L-band. 
The measured photoluminescence (PL) curves for the 3 MQW layer designs are 
plotted in Fig. 40. The center wavelength is 1558nm for the design “InP”, is 
1556nm for the design “Q1.33”, and is 1535nm for the design “Al”. The measured 
well thickness for the design “InP”, the design “Q1.33”, and the design “Al” is 
8.2nm, 6.5nm, and 6.5nm, respectively. The center wavelengths for the design 
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“InP” and the design “Q1.33” agree well with the simulation results as shown in 
Fig. 32 and Fig. 36. It is worth mentioning that the fabricated well thickness of 
design “Al” is 1nm smaller than the designed value of 7.5nm. As a result, the 
center wavelength of the design “Al” shifts to shorter wavelength compared to the 
simulation result and the peak of the photoluminescence is higher because of the 
stronger exciton confinement in wells. In Fig. 41 and Fig. 42, a micrograph and a 
SEM picture of the fabricated photodiode chip are shown, respectively. 

 
Fig. 40 The measured photoluminescence spectra of the fabricated epitaxial layers of the design 
“InP” (black curve), the design “Q1.33” (red curve), and the design “Al” (blue curve). 

spot-size converter

single-mode waveguide
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GSG RF 
probe 
pad1mm

 
Fig. 41 Micrographs of the fabricated complete waveguide integrated MQW p-i-n PD chip 
including the detailed views. 

 
Fig. 42 SEM picture of the cross-section of the MQW p-i-n PD. 
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5. Device Characterization 
In this chapter the fabricated waveguide integrated MQW p-i-n PDs of the 3 
designs are characterized in terms of the dark current, the responsivity, the PDL, 
the DC saturation of optical absorption, the bandwidth, the maximum RF output 
power, and the nonlinearity. 

5.1 DC characterization 

5.1.1 Dark current 
The I-V curves of the three MQW p-i-n PD designs are measured without 
illumination on the chip level as shown in Fig. 43(a). The absolute current in 
plotted in log-scale for clarification. For reverse biases, the design “InP” shows the 
smallest dark current which increases slightly to 0.1nA at -4V. The transit time for 
the design “InP” is in the range of µs resulting in a small reverse saturation current 
I0 and a low dark current according to Eq. (101). The PD chip of the design 
“Q1.33” has the dark current of 0.3nA with the reverse bias voltage up to -4V 
while the PD chip of the design “Al” has the dark current of 8nA with the reverse 
bias voltage up to -4V mainly due to some process irregularities. The 
measurement results agrees well with the theories presented in Section 3.3 that the 
large transit time reduces the dark current. 
In general, the design “Q1.33” and the design “Al” show much higher forward 
currents than the design “InP”, as shown in Fig. 43 (b). Their ps-range transit time 
generates the small series resistances resulting in their high forward currents 
according to Eq. (102)-(104). At low current injection for the forward current, an 
ideality factor of 1.4 for the design “Q1.33” and the design “Al” is derived which 
indicates a combination of the recombination and diffusion current. For the design 

 

Rs

 

(a)                                                        (b) 

Fig. 43 (a) I-V characteristics of the fabricated waveguide integrated MQW p-i-n PDs; (b) I-V 
characteristics at the forwards bias voltage condition black; solid curves: measurement results; 
dotted curves: fitted ideal exponential curves. 
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“InP” an ideality factor of 2 can be obtained which indicates a dominance of the 
recombination current. 
At high current injection, the forward current of the design “InP” chip is mainly 
limited by the large series resistance which is about 1MΩ because of the µs-range 
transit time according to Eq. (104). For the design “Q1.33” chip and the design 
“Al” chip, the forward currents at high current injection are limited by the contact 
resistance of about 10Ω.  

5.1.2 Experimental setup 

The responsivity, the PDL, and the DC saturation absorption of the three samples 
are measured using the measurement setup as depicted in Fig. 44. A tunable laser 
(Keysight 81960A) is used for the CW light source. The wavelength of the input 
light can be swept from 1520nm to 1620nm (the whole C- and L-Band). A 
polarization controller (Keysight N7786B) is used for setting the polarization 
status (TE and TM) of the input light. A variable optical attenuator (VOA) 
(Keysight 81571A) and an erbium-doped fiber amplifier (EDFA) are applied to 
tune the optical input power. The input light is butt-coupled to the PD chips 
(device under test (DUT)) using a cleaved single-mode fiber. The optical input 
power is monitored using an optical power meter (Keysight N7744A). At the 
output a source meter (Keithley 2602B) is used to supply the PD with a voltage 
from 0V to -8V and to monitor the converted photocurrent. 
The spot size converter and the passive single-mode waveguide are supposed to 
have a PDL of 0dB over the wavelength. The measured optical loss considering 
the light coupling loss from a cleaved fiber to the spot size converter and the light 
propagation loss in the passive waveguide adds up to approximately 1dB over the 
wavelength. 

5.1.3 Responsivity, PDL, and DC saturation  

Design “InP” 
Coupling the light with the wavelength ranging from 1520nm to 1620nm and the 
power of 0.3μW into the device, the measured responsivity spectra of the design 

Tunable Laser 
Source

Polarization 
Synthesizer EDFA/VOA

Optical 
Powermeter

DUT SourcemeterCleaved 
fiber

Fig. 44 Experimental setup for optoelectronic CW measurements; gray line: optical connection; 
black line: electrical connection; dashed line: input power reference plane. 
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(a)                                                              (b) 

Fig. 45. Measured responsivity spectra with the voltage ranging from 0V to -8V with a (a) TE and 
(b) TM polarized input light with an input light power of 0.3µW, compared to the simulated 
responsivity spectra from Fig. 34. 

  

(a)                                                                    (b) 

Fig. 46. (a) Measured PDL spectra with the voltage ranging from 0V to -8V compared to the 
simulated PDL spectra from Fig. 35(a); (b) The normalized responsivity versus the optical input 
power; solid curves for the modeling of a TE polarized input light with Ps=4µW and a=0.4 
(black), a TM polarized input light with Ps=19µW and a=0.4 (red), dotted curve for the 
measurement results of the TE polarized input light (black), the TM polarized input light (red). 

 “InP” chip are shown in Fig. 45 (a) for the TE polarization and in Fig. 45 (b) for 
the TM polarization at the revise bias from 0V to -8V. The responsivity is 
calculated by dividing the photocurrent by the optical input power including the 
coupling loss and the single-mode waveguide loss which add up to 1dB. The 
fabricated design “InP” chip has a low responsivity at low inverse voltages, 
suffering from its low absorption efficiency due to the large transit time. 
Increasing the inverse voltage the transit time decreases and the absorption 
efficiency increases. Moreover, the exciton absorption peak for the TE 
polarization and the QCSE can be clearly seen. The absorption peak shifts to 
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longer wavelength (red shift) with the larger inverse voltage. For the TM 
polarization, the responsivity decreases gradually with increasing the input light 
wavelength, since the light-hole to electron transit occurs below 1520nm at an 
inverse voltage up to -8V. Thus, a large PDL is obtained (Fig. 46). Comparing the 
measurement results with the simulation results an excellent agreement between 
simulation and measurement can be observed. 
The responsivity is measured by varying the optical input power from 0.1µW to 
1mW for the TE and TM polarization at -2V as shown in Fig. 46(b). In Fig. 46(b) 
the solid curves denote the measured responsivity versus the different input light 
powers while the dotted curves are the simulated results taken from Fig. 35 (b). 
The responsivity decreases by increasing the input light power for both TE and 
TM polarization. Because of the large carrier transit time, the large number of the 
free carriers produced by the large input light power cause the saturation of the 
light absorption. The obtained saturation optical input power Ps for TE polarized 
light at -2V is 7.5µW while the saturation optical input power Ps for TM polarized 
light at -2V is 35µW. The measurement results agree well with the simulated 
values as listed in Table 5 and the deviation appears at large input light intensity. 

Design “Q1.33” and design “Al” 
The responsivity of the design “Q1.33” chip and the design “Al” chip are 
measured with the TE and TM polarized input light. Fig. 47 and Fig. 48 show the 
responsivity and the derived PDL over whole C- and L-band for the design “Q1.33” 
and the design “Al”, respectively. The optical input power is set to be 1mW. 
The measured responsivity for the TE and TM polarized input light shows the 
same trend compared to the simulation results as shown in Fig. 37 and Fig. 38. At 
the wavelengths below the wavelength of the measured PL peaks, both designs 
show a responsivity of about 0.5A/W which matches the simulated results. The 
QCSE is clearly seen in the measurement results. The large reverse bias voltage 
shifts the absorption peak to the large wavelength. Moreover the PDL decreases 
with the reverse bias voltage because of the increasing responsivity of TM with 
the reverse bias voltage.  
However compared to the simulation results there are no excitonic absorption 
peaks for both designs in the measurement. The responsivity spectra for both TE 
and TM polarized input light are broader than the simulation results. The 
broadening is caused by the weak confined excitons in the wells due to the small 
bandgap discontinuum ΔEg. The weak confined excitons lead to the increasing 
exciton broadening factor of Гex,lh-e and Гex,hh-e. With the large exciton broadening 
factor of Гex,lh-e and Гex,hh-e, the responsivity of TE and TM polarized input light is 
broadened leading to a lower PDL compared to the simulation results in in Fig. 
47(b) and Fig. 48(b). And the responsivities near the PL wavelength for both 
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designs are lower than the simulated results. It is worth mentioning that the 
absorption peak for the design “Al” occurs at lower wavelength compared to the 
simulation results. It is caused by the reduced thickness of the fabricated well of 
the design “Al which is 1nm thinner than the designed value of 7.5nm. 
The responsivities for both designs are measured by varying the optical input 
power from 1mW to 60mW for TE and TM polarization at different reverse bias 
voltages as shown in Fig. 49. At a low bias voltage of -1V, both designs suffer the 
DC saturation absorption due to the relative small saturation CW optical power of 
about 100mW. The large reverse bias voltage increases the linearity of the DC 
response. For both designs, the PDs are in the linear region with the DC 
photocurrent up to 60mA at the high bias voltages of -2V and -3V which agrees 

  

(a)                                                                        (b) 

Fig. 47 (a) The measured TE (solid curves) and TM (dotted curves) responsivity spectra; (b) the 
measured  PDL of the fabricated MQW p-i-n PD of the design “Q1.33” with the voltage ranging 
from 0V to -6V for an input light power of 1mW. 

  

(a)                                                                 (b) 

Fig. 48. (a) The measured TE (solid curves) and TM (dotted curves) responsivity spectra; (b) the 
measured PDL of the fabricated MQW p-i-n PD of the design “Al” with the voltage ranging from 
0V to -6V for an input light power of 1mW. 
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well with the simulation results. The calculated saturation CW optical power is 
about 300mW at -2V and >500mW at -3V thanks to their ps-range carrier transit 
time. 

  

5.2 RF characterization 

5.2.1 Experimental setup 
The O/E heterodyne setup is used for the measurement of the RF response and the 
RF saturation. The principle of the optical heterodyne detection is based on the 
nonlinear relation between the incident electromagnetic fields of the two CW laser 
sources with different carrier frequencies. The mixed signal is detected by the 
photodetector as the RF signal with the corresponding frequency of f1. By tuning 
the f1, the RF response can be measured from 0GHz to 110GHz (or even higher 
frequencies). Fig. 50 shows the measurement setup. The laser signals are provided 
by two tunable laser sources (Keysight 81960A) followed by two polarization 
controllers (Keysight N7786B) and two fiber-based 3dB-couplers. Laser 1 is set at 
the wavelength of 1550nm and to be TE polarized using polarization synthesizer 1. 
Laser 2 is tuned to provide variable wavelengths for the frequency sweep. The two 
laser signals are combined using a fiber-based 3-dB coupler. The optical powers 
and the wavelengths of the two laser signals are monitored by an optical power 
meter (Keysight N7744A) and a wavelength meter, respectively. To get 100% 
modulation depth, the two laser signals are set with the same optical input power 
and with the same state of polarization. The optical power of the mixed optical 
signal can be adjusted from -40dBm to 23dBm range using an EDFA and a VOA. 
The mixed optical signal is coupled into the DUT via a cleaved single-mode fiber. 
At the output side, the DUT is contacted with a high-frequency coplanar probe 

Design “Q1.33”
Design “Q1.33”
Design “Q1.33”

Design “Al”
Design “Al”

Design “Al”

 

Fig. 49. DC photocurrent versus CW optical input power at various reverse bias voltages; solid 
curves (circle): the design “Q1.33”; dotted curves (rectangle): the design “Al”. 
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head (Cascade Infinity Probe i110 G-S-G-100). A source meter serves as the DC 
voltage supplier and the monitor of the DC photocurrent. The RF electrical output 
power is detected with a calibrated electrical microwave power meter (R&S 
NRP2). After calibrating the effects of the microwave components (RF probe, 
bias-T), the RF output power can be obtained. 

Tunable 
laser 1

Sourcemeter

Tunable 
laser 2

3-dB 
Coupler

DUT
RF 

Powermeter
RF Probe + 

Bias-T

3-dB 
Coupler

EDFA/VOA

Wavelengthmeter

Optical 
Powermeter

Polarization 
Synthesizer 1

Polarization 
Synthesizer 2

Fig. 50. Setup for O/E heterodyne measurements. Gray line: optical connection; solid black line: 
DC electrical connection; dotted black line: RF electrical connection. 

5.2.2 Measurement results of the RF response 
By sweeping the wavelength of the tunable laser 2 from 1550nm to 

Design “InP”

 

Fig. 51. Relative RF response of design-InP with different reverse bias voltages. 

  
(a)                                                                               (b) 

Fig. 52. Relative RF response of (a) the design “Q1.33” and (b) the design “Al” with the bias 
voltages ranging from -1V to -3V. 
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1550nm+67GHz, the relative RF responses of the fabricated PD chips for the 
design “InP”, the design “Q1.33”, and the design “Al” are measured with an input 
light power of 1mW. Fig. 51 shows the relative RF response of the design “InP” 
chip with the bias voltage of 0V to -5V. The measured 3-dB bandwidth is only in 
the order of hundred MHz which is limited by its large µs-range transit time. By 
increasing the reverse bias voltage, the 3-dB bandwidth increases slightly. The 
difference between the measured 3-dB bandwidth and the simulation results in 
Table 5 is due to the measurement accuracy because the start frequency of the two 
laser heterodyne measurement setup is 100MHz which is already larger than the 
calculated bandwidth. 
Fig. 52 (a) and Fig. 52 (b) show the measured relative RF response of the design 
“Q1.33” and the design “Al” at the bias voltage of -1V, -2V, and -3V. The ps-
range transit time of the design “Q1.33” and the design “Al” increases their 3-dB 
bandwidths to the tens GHz range. The measurement results agree well with the 
simulated results as shown in Table 7. The 3-dB bandwidth at -1V is 12.5GHz for 
the design “Q1.33” and 14GHz for the design “Al”. For both designs, a large 
reverse bias voltage increases the 3-dB bandwidth. At the bias voltage of -2V, the 
3-dB bandwidth for the design “Q1.33” is 25GHz and for design-Al is 28.5GHz. 
At the bias voltage of -3V, the 3-dB bandwidth for the design “Q1.33” is 30GHz 
and for the design “Al” is 34GHz. It is worth mentioning that at the bias voltages 
ranging from -1V to -3V the bandwidth of both designs is mainly limited by the 
transit time. 

5.2.3 Measurement results of RF saturation effects 
At high optical input power, the RF output power is limited due to a few physical 
effects such as the space-charge effect and heating. The space-charge effect is 
caused by the spatial distribution of the photo-generated carriers in the depletion 
region. At a large optical input power, the electrical field generated by the free 
carriers opposes the electrical field induced by the bias voltage and cannot be 
ignored. The total electrical field can collapse and the carrier transit time increases 
significantly leading to the compression of the RF output power. In this subchapter, 
the RF saturation effects of the design “Q1.33” and the design “Al” are 
characterized. Design “InP” is not measured due to its poor RF performance (3-dB 
bandwidth of hundreds KHz). 
By varying the mixed optical input power from 0dBm to 18dBm, the electrical RF 
output powers for the design “Q1.33” and the design “Al” versus optical input 
power are shown in Fig. 53. The measured frequency is 10GHz. For both designs, 
the maximal RF output power increases with the reverse bias voltage. At -1V, the 
maximal RF output power for both designs is limited by their relative large transit 
time. At -3V, the design “Q1.33” and the design “Al” show a high maximal output 
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power of 3.3dBm and 6.2dBm, respectively. Both designs show a high linearity 
with the optical input power up to 14dBm at -3V. 
The decrease of the RF output power at high optical input power results from the 
reduction of the electrical field in the depletion region leading to a larger transit 
time. The reduction of the electrical field at high optical input power is mainly due 
to the voltage drop at the series resistance and the space-charge effect. Moreover, 
with high optical input power part of the depleted region is not fully depleted 
which increases the capacitance resulting in poorer RF performances. It is worth 
mentioning that at -2V for both designs the RF output power saturates firstly at the 
optical input power level of about 11dBm and increases further with the optical 
input power. The reason can be that by increasing the optical input power an 
increasing number of hot carriers in the quantum wells help the carriers to transit 
through the barriers resulting in a shorter transit time. 

5.2.4 Measurement results of nonlinearity 
The third-order output intercept point (OIP3) is usually used to quantify 
nonlinearities in PDs, since the frequencies of the third-order intermodulation 
distortions are close to the fundamental modulation frequencies. Using a four-laser 
optical heterodyne setup as shown in Fig. 54, the OIP3 values are measured. Laser 
1 is set at the fixed frequency of 194THz with the wavelength of 1550nm. Laser 3 
is set at the fixed frequency of 193THz with the wavelength of 1555nm. The 
frequency of laser 2 is swept from 194THz to 194THz+f1, where f1 is the 
measured frequency for the electrical signal. The frequency of laser 4 is swept 
from 193THz to 193THz+f2, where f2=f1+0.5GHz. All the four lasers deliver the 
same power level of 1mW and the same polarization of TE. The laser set 1 (laser 1 
and laser 2) is used to obtain the electrical signal with the frequency of f1 while the 
laser set 2 (laser 3 and laser 4) is used to get the electrical signal with the 

  
(a)                                                                (b) 

Fig. 53. Detected electrical RF output power of (a) the design “Q1.33” and (b) the design “Al” 
versus optical input power at different reverse bias voltages at the frequency of 10GHz. 
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frequency of f2. The power of the electrical RF signal with the frequency of f1 and 
with the frequency of f1 is the same which is proportional to the CW optical input 
power 𝑚𝑚P0, where 𝑚𝑚 is the modulation ratio. Thus, the RF power can be varied by 
the modulation ratio which can be set from 1 to 0 by changing the polarization of 
the laser 1 and laser 3 simultaneously. The RF output power of the measured PD 
chips is monitored by an electrical spectrum analyzer. Fig. 55 shows a schematic 
spectrum of the detected RF output signal. The detected RF signals consist of two 
fundamental signals with the frequency of f1 and f2, respectively, and two third-
order harmonic signals with the frequency of 2f1-f2 and 2f2-f1, respectively. The 
calculation of the OIP3 values is schematically shown in Fig. 56. For the 
measurement, the RF input power is changed by the modulation ratio. The power 
of the fundamental signal and the third-order harmonic signal is measured with 
different modulation ratios. The OIP3 is a theoretical point at which the third-
order harmonic signal amplitudes equal the input signals. 
The measured OIP3 values versus the DC photocurrent at the frequency of 
f1=10GHz for the design “Q1.33” and the design “Al” are shown in Fig. 57(a) and 
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3-dB Coupler
Polarization 
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Polarization 
Synthesizer 3
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Electrical 
Spectrum 
Analyzer

 
Fig. 54. Setup for O/E heterodyne measurements for OIP3 values, gray line: optical 
connection; solid black line: DC electrical connection; dotted black line: RF electrical 
connection. 

 
Fig. 55. Schematic spectrum of the detected RF output power of the measured PD in the 
electrical spectrum analyzer. 
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Fig. 57(b), respectively. High reverse bias voltages increase the linearity for both 
designs. The reason is that at high reverse bias voltage condition, the parameters 
of the PD have weak dependence on the bias voltage and CW optical input 
increasing the linearity (OIP3 value). Furthermore, from Fig. 57 the OIP3 values 
for the design “Q1.33” and the design “Al” decrease with the DC photocurrent. By 
further increasing the DC photocurrent, the OIP3 values for the both designs 
increase. It can be explained based on the nonlinearity model presented in Section 
3.4.3. Since the bandwidth of design “Q1.33” and design “Al” is mainly limited by 
the transit time, the OIP3 values should follow the trend of the linear coefficient of 
the carrier transit time 1

𝑏𝑏τ2𝑎𝑎3,τ
. And the linear coefficient of the carrier transit time 

1
𝑏𝑏τ2𝑎𝑎3,τ

 decreases firstly with the DC photocurrent to reach its minimum. By further 

OIP3

3IIP

1:1

3:1

 
Fig. 56. Schematic calculation of third-order output interception point and third-order input 
interception point. Circle and square: measured points of the fundamental signal and third-order 
harmonic signal. Dotted curves: the fitted curves. 

  
(a)                                                                 (b) 

Fig. 57. Measured OIP3 value at 10GHz as function of DC photocurrent (a) the design “Q1.33” 
and (b) the design “Al”. 
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Fig. 58. Calculated transit time of the new design with the bias voltage from 0V to -3V 

increasing the DC photocurrent, 1
𝑏𝑏τ2𝑎𝑎3,τ

 for both designs increase. Therefore, the 

changes of OIP3 values of the both designs with the DC photocurrent are “v” 
formed as shown in Fig. 57. 
In summary, for both PDs, the nonlinearity is mainly caused by the strong 
dependence of the carrier transit time on the bias voltage and the optical input 
power. By optimizing the epitaxial structure and the layout of the PD to a 
bandwidth being mainly limited by the RC time constant, the linearity can be 
improved and its photocurrent dependence can be reduced. 

5.3 The new design 

In summary of the three presented designs (the design “InP”, the design “Q1.33”, 
and the design “Al”), the design “InP” provides a higher PDL and a lower dark 
current. However, the design “InP” suffers its DC and RF saturation absorption 
with a limited 3-dB bandwidth of only hundreds of MHz caused by its µs-range 
transit time. In general, the DC and RF performances of the design “Q1.33” and 
the design “Al” are similar due to their comparable transit time. They provide 
much better DC saturation absorption and RF performances including the 3-dB 
bandwidth, the RF saturation power, and the linearity due to the ps-range transit 
time. However, their PDL is limited due to the absence of excitonic absorption. 
There is one question: can you have a waveguide integrated MQW p-i-n PD 
design combing the high-PDL performance of the design “InP” and the high-RF 
performance of the design “Q1.33” and the design “Al”? According to the 
presented model, the answer is “yes”. It is predicted in Section 2.3 that the PDL 
can be increased by introducing compressive strains in the MQW layers. 
A new design of the waveguide integrated MQW p-i-n PD is presented which 
consists of 20, 3.5nm thick InGa0.43As wells with -0.26% strain separated by 10nm 
thick 0.091%-strained InGa0.35As0.73 barriers. The other layer stacks are optimized 
for optimal optical coupling and RF performances. The epitaxial layers are listed 
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in Table 14 in Appendix. All layers except the barriers and wells are lattice 
matched to InP. The wells are compressive-strained and the critical thickness hc is 
calculated to be only 45nm. To get a thicker MQW layers and a good growth 
quality of the MQW layers, the barriers are designed to be tensile-strained. The 
length of the PDs of the three designs lPD is 20µm. The width of the PDs of the 
three designs wPD is 5µm. The length of the advanced waveguide of the three 
designs lad is 2µm. The calculated transit time is shown in Fig. 58. The simulated 
responsivity and PDL are shown in Fig. 59 and Fig. 60. It can be seen that the 
transit time for the new design is below 40ps even for zero-biasing condition. It 
predicts that the internal quantum efficiency equals 1 and the new design should 
have good RF performances regarding the bandwidth and the RF saturation.  
By introducing strains in the MQWs, the new design combines the high-PDL 
performance of the design “InP” and the good RF performances of the design 
“Q1.33” and the design “Al”. The new design with the improved PDL can be used 
in various applications such as polarization-diversity coherent optical receivers. 

 
Fig. 59. Calculated responsivity of the new design with the bias voltage from -1V to -5V; solid 
curves: TE polarized input light; dotted curves: TM polarized input light. 

 
Fig. 60. Calculated PDL of the new design with the bias voltage of -1V and -3V. 
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In the end, the measured dark current, responsivity, PDL, 3-dB bandwidth, DC 
and RF saturation, and linearity of the design “InP”, the design “Q1.33”, and the 
design “Al” are summarized in Table 8. Table 8 lists the predicted DC and RF 
performances of the new design as well.  
 

Table 8 The measured responsivity, PDL, bandwidth, DC and RF saturation 
absorption, and OIP3 of the design “InP”, the design “Q1.33”, and the design “Al”; 

the simulated DC and RF performances of the new design at different reverse 
biases 

Parameter Voltage 
[V] 

Design 
“InP” 

Design 
“Q1.33” 

Design 
“Al” 

New 
design 

Dark current 
[nA] 

-2 0.08 0.18 3.2 - 
-4 0.12 0.28 7 - 

Responsivity 
[A/W] @ 
1550nm 

-2 0.45 0.45 0.49 0.35 

-4 0.53 0.43 0.46 0.12 

Responsivity 
[A/W] @ 
1570nm 

-2 0.35 0.36 0.16 0.32 

-4 0.48 0.35 0.37 0.11 

PDL 
@1550nm 

-2 5.8 3.3 3.7 7.6 
-4 5 2.5 2.4 3.4 

PDL 
@1570nm 

-2 8.7 4.8 4.1 9.3 

-4 7.8 3.2 3.7 5.7 
DC saturation 
optical input 
power [mW] 

-2 7.5e-3 >60 >60 >60 

-4 6.5e-2 >60 >60 >60 

RF maximal 
electrical 

output power 
[dBm] 

-1 - -13.9 -9 - 

-3 - 3.1 5.75 
- 

3-dB 
bandwidth 

[GHz] 

-1 <1 13 14 17 

-3 <1 30 34 37 

Maximal OIP3 
[dBm] 

-2 - 7.6 13 - 
-4 - 17.4 18.6 - 
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6. Advanced Receiver Concepts 
Using Waveguide Integrated 
MQW pin PDs 
6.1 Conventional coherent receiver 

The expansion of new services such as high definition video streaming, mobility 
applications, has led to an increasing demand for a high-capacity photonic network. 
To increase the signal bit rate in the network, advanced modulation formats such 
as quadrature phase shift keying (QPSK) and quadrature amplitude modulation 
(QAM) are used. Furthermore, polarization multiplexing is applied to increase the 
spectral efficiency. Monolithic integration of polarization diversity coherent 
receiver makes the deployment of such advanced modulation formats successful 
thanks to its low cost and compact size [45]. Fig. 61 shows the conventional dual-
polarization coherent receiver. The conventional receiver chip comprises a 
polarization diversity network and a phase detection network. The phase detection 
network is composed of two separate single polarization coherent receivers (the 
upper one for TE and the lower one for TM in Fig. 61). The PBS is used for the 
separation of the TE and TM polarized light to the corresponding coherent 
receiver. The 90° hybrids demodulate the phase-encoded signals into power 
signals which are detected by waveguide integrated PDs. The 90° hybrid can be 
realized using a 2x4 multi-mode interference (MMI). The 2x4 MMI can be 
optimized to have a PDL less than 1dB [46]. The PBS can be realized using modal 
evolution [47], directional couplers [48], MMI devices [49], or MZIs [50]. The 
PBS based on the modal evolution provides good fabrication tolerance of about 
100nm [47], but its large mm-range length limits the compact size of the chip. The 
PBSs based on interference exhibit compact size but poor fabrication tolerance. 
Moreover, these PBSs are quite sensitive on the wavelength. New solutions should 
be found to eliminate the PBSs to get a more compact and more fabrication 
tolerant coherent receiver. 

6.2 Advanced coherent receiver 

6.2.1 Concept of the advanced coherent receiver 

Based on the presented waveguide integrated MQW pin PD with a high PDL, an 
advanced receiver concept is demonstrated as shown in Fig. 62. For the proposed 
advanced receiver, only one 90° hybrid is used as phase diversity network. Four 
PD sets (eight waveguide integrated PDs) are used as power detecting network and 
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polarization diversity network. Each PD set consists of a waveguide integrated 
MQW pin PD and a waveguide integrated bulk pin PD. Both PDs are optically 
connected in series as shown in Fig. 63. The TE polarized light is evanescently 
coupled to the MQW PD and totally absorbed contributing to the response 
photocurrent. The TM polarized light is also firstly evanescently coupled to the 
MQW PD. Thanks to the large PDL of the MQW PD, the TM polarized light 
travels through the MQW PD to the following bulk PD and is converted to the 
photocurrent. In that case, the MQW PD detects only the TE polarized light while 
the bulk PD detects only the TM polarized light. As a result, the proposed PD set 
can be used as the polarization diversity network. 
The size of the proposed advanced receiver is only 1/4 of the conventional 
receiver, since the two PBSs and one 90° hybrid are eliminated in the proposed 
advanced receiver. Furthermore, by eliminating the PBS the fabrication tolerance 
can be improved. 
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Fig. 61. Conventional concept of DP-QPSK coherent receiver chip; S – input data signal, LO – 
local oscillator 
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Fig. 62. Advanced concept of DP-QPSK coherent receiver chip; S – input data signal, LO – local 
oscillator 
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6.2.2 Characterization of the advanced coherent receiver 

The proposed coherent receiver can be characterized in terms of responsivity, 
polarization splitting ratio (PSR), and polarization extinction ratio (PER). 
The ratio between the photocurrents of the PD 1 and PD 2 with TE polarized input 
light is defined as the PSR for TE polarized input light. The ratio between the 
photocurrents of the PD 2 and PD 1 with TM polarized input light is defined as the 
PSR for TM polarized input light 
for TE input light 

𝑃𝑃𝑃𝑃𝑃𝑃 (𝑇𝑇𝑇𝑇) = 20𝑙𝑙𝑙𝑙𝑙𝑙10�𝑅𝑅𝑃𝑃𝑃𝑃1 𝑅𝑅𝑃𝑃𝑃𝑃2⁄ �, (120) 

for TM input light 

𝑃𝑃𝑃𝑃𝑃𝑃 (𝑇𝑇𝑇𝑇) = 20𝑙𝑙𝑙𝑙𝑙𝑙10�𝑅𝑅𝑃𝑃𝑃𝑃2 𝑅𝑅𝑃𝑃𝑃𝑃1⁄ �. (121) 

The PER of PD1 is defined as the ratio between the photocurrents of the PD1 with 
TE and TM polarized input light. The PER of PD2 is defined as the ratio between 
the photocurrents of the PD2 with TM and TE polarized input light 
for PD1 

𝑃𝑃𝑃𝑃𝑃𝑃 (𝑃𝑃𝑃𝑃1) = 20𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑇𝑇𝑇𝑇 𝑅𝑅𝑇𝑇𝑇𝑇⁄ ), (122) 

for PD2 

𝑃𝑃𝑃𝑃𝑃𝑃 (𝑃𝑃𝑃𝑃2) = 20𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑇𝑇𝑇𝑇 𝑅𝑅𝑇𝑇𝑇𝑇⁄ ). (123) 

The epitaxial layers of the PD1 are shown in Table 11 which is the same as the 
design “Q1.33”. The epitaxial layers of the PD2 are shown in Table 13. The width 
of both PDs is 5µm. The length of the advanced waveguide of both PDs is 2µm. 
The length lPD1 of the PD1 is optimized as 34µm to couple the TM light 100% 

 
Fig. 63. The waveguide integrated PD set; a MQW pin- PD1 for TE absorption; a bulk pin PD2 
for TM absorption; black arrow: propagation path of the TE polarized light; white arrow: 
propagation of the TM polarized light. 
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Table 9 Simulated responsivity, PSR, and PER of the proposed advanced coherent 
receiver using the waveguide integrated MQW p-i-n PD design “Q1.33” as PD1 and 

bulk p-i-n PD as PD2 

Wavelength 
[nm] 

Responsivity [A/W] PSR [dB] PER [dB] 
PD1 

(TE)/(TM) 
PD2 

(TM)/(TE) TE TM PD1 PD2 

1530 0.69/0.45 0.35/0.12 17 2 3.6 9 

1550 0.63/0.29 0.4/0.17 13 3 6.6 7.3 

1570 0.54/0.17 0.45/0.22 9 9 9.8 6 

 

back to the waveguide layer. The length lPD2 of the PD2 is set as 20µm. The 
responsivity, PSR, and PER can be simulated as shown in Table 9. 
There are two aspects that limit the PER and PSR. One is the absorption of the TM 
polarized input light of the PD1. The other one is the rest of the TE polarized light 
which is coupled into the PD2. In order to increase the PSR and PER, The 
waveguide integrated MQW p-i-n PD should be optimized to achieve a large PDL, 
such as the new design presented in Section 5.2.5. As the future work, after 
fabricating and characterizing the new design of the waveguide integrated MQW 
p-i-n PD, the advanced coherent receiver should have better performances 
regarding of the PER and PSR by using the new design as PD1. 
Thanks to its unique properties, the proposed advanced coherent receiver can be 
applied for low cost market such as fiber-to-the-home (FTTH) and Ethernet short 
haul data services.  
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7. Summary and further work 
7.1 Summary 

In this work waveguide integrated MQW p-i-n PDs with high PDL are studied. 
Firstly, the following theoretical aspects have been addressed. 
1. The optical absorption in MQWs including the optical absorption due to 

continuum transition and due to exciton absorption was analyzed with different 
electrical field strengths and different polarization statuses of the input light. 

2. The physical effects in waveguide integrated MQW p-i-n PDs were analyzed. 
The important physical effects are the carrier transit time through the MQW 
layers and the free carrier density in the MQWs. Furthermore, the both effects 
influence the internal quantum efficiency, the DC and RF saturation, the RF 
bandwidth, and the nonlinearity. 

3. Based on the physical effects in waveguide integrated MQW p-i-n PDs, a 
model for MQW p-i-n PD was developed. The model accounts for optical 
absorption coefficient spectrum, responsivity spectrum, PDL, dark current, DC 
saturation of optical absorption, 3-dB bandwidth, maximal RF output power, 
and nonlinearity. It worth mentioning that the simulation procedure for 
calculating the responsivity in the model is based on Matlab and commercial 
light propagating software such as Fimmprop. 

Three types of waveguide integrated MQW p-i-n PDs were designed and 
fabricated. All the three types are based on non-strained MQW layers (lattice 
matched to InP). The MQW layers of the design “InP” consist of In0.56Ga0.47As as 
wells and InP as barriers. The MQW layers of the design “Q1.33” consist of 
In0.56Ga0.47As as wells and InGa0.3As0.64P as barriers. The MQW layers of the 
design “Al” consist of In0.56Ga0.47As as wells and In0.53Ga0.29Al0.18As as barriers. 
The epitaxial layers of the three designs are further optimized considering the 
efficient optical coupling and RF electrical performances. The three designs were 
measured regarding of responsivity, PDL, dark current, DC saturation of optical 
absorption, bandwidth, maximal RF output power, and nonlinearity evaluated by 
OIP3. The detailed measurement results are listed in Table 8. The design “InP” 
shows the highest PDL values because of its strongly confined excitons in wells. 
Moreover, the design “InP” has the lowest dark current up to -4V due to its large 
transit time. However, its DC saturation of optical absorption and RF 
performances such as 3-dB bandwidth are limited by its large transit time. 
Compared to the design “InP”, the design “Q1.33” and the design “Al” exhibit 
better RF performances thanks to their reduced transit time. However, for the 
design “Q1.33” and the design “Al” the confinement of excitons in wells becomes 
weaker by lowering their barrier heights. The weaker confinement decreases the 
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excitonic absorption and broadens the total absorption spectrum resulting in low 
PDL values. A new design of the waveguide integrated MQW p-i-n PD using 
compressive strained wells and tensil strained barrier is presented. The simulation 
results show that the new design combines the high-PDL performance of the 
design “InP” and the high RF performance of the design “Q1.33” and the design 
“Al”. 
In the end, a novel advanced coherent receiver using proposed waveguide 
integrated MQW p-i-n PDs is demonstrated. Four sets of MQW PDs and bulk PDs 
are used as the polarization diversity network for the advanced coherent receiver. 
By eliminating PBSs and one MMI, the advanced coherent receiver shows only 
1/4 area of the conventional one and more fabrication tolerances. This advanced 
coherent receiver can be applied for low cost market such as fiber-to-the-home 
(FTTH) and Ethernet short haul data services. 

7.2 Future works 

Using the presented model, the new design of waveguide integrated MQW p-i-n 
PD is simulated with an improved PDL and RF performance. As the next step, the 
new design should be fabricated and fully characterized in terms of responsivity, 
PDL, dark current, DC saturation of optical absorption, bandwidth, maximal RF 
output power, and nonlinearity. Afterwards, the advanced coherent receiver using 
the new design can be designed, fabricated, and characterized regarding of PER 
and PSR. 
Till now, in this thesis, all the waveguide integrated MQW p-i-n PDs are realized 
using an evanescent coupling between the waveguide layer and the MQW p-i-n 
PD. A waveguide integrated MQW p-i-n PD using a butt-joint coupling between 
the waveguide layer and the MQW p-i-n PD can be studied. Compared to the 
waveguide integrated MQW p-i-n PD using the evanescent coupling, the MQW p-
i-n PD using the butt-joint coupling can have a higher responsivity for TE 
polarized input light due to the stronger light confinement in the absorber. 
Moreover, for the application in the advanced coherent receiver, the size of the 
PD1 (the PD length and the PD width) can be more flexibly set compared to the 
evanescent coupling design, since the TM light through the PD1 using the butt-
joint coupling will be directly coupled back to the waveguide layer regardless of 
the PD length. 
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8. Appendix 
8.1 Solving Schrödinger equation using FDM 
The finite-difference expression of the Schrödinger equation can be written as [51] 

 𝛼𝛼𝑤𝑤𝜑𝜑𝑝𝑝−1 + �𝛼𝛼𝑥𝑥 + 𝑈̇𝑈𝑝𝑝�𝜑𝜑𝑝𝑝 + 𝛼𝛼𝑒𝑒𝜑𝜑𝑝𝑝+1 = 𝐸𝐸𝜑𝜑𝑝𝑝      𝑝𝑝 = 1, 2, 3, … , 𝑗𝑗 (124) 

 𝑈̇𝑈𝑝𝑝 = U𝑝𝑝 + qF𝑝𝑝z𝑝𝑝 (125) 

where  

 𝛼𝛼𝑤𝑤 = −
ħ2

2
2
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2

𝑚𝑚∗
𝑝𝑝 + 𝑚𝑚∗

𝑝𝑝+1
, (127) 

 

𝛼𝛼𝑥𝑥 =
ħ2

2
�

2
𝛥𝛥𝑧𝑧𝑝𝑝−1�𝛥𝛥𝑧𝑧𝑝𝑝−1 + 𝛥𝛥𝑧𝑧𝑝𝑝�

2
𝑚𝑚∗

𝑝𝑝−1 + 𝑚𝑚∗
𝑝𝑝

+
2

𝛥𝛥𝑧𝑧𝑝𝑝�𝛥𝛥𝑧𝑧𝑝𝑝−1 + 𝛥𝛥𝑧𝑧𝑝𝑝�
2

𝑚𝑚∗
𝑝𝑝 + 𝑚𝑚∗

𝑝𝑝+1
�

= −𝛼𝛼𝑤𝑤 − 𝛼𝛼𝑒𝑒 . 

(128) 

Fp is the electric field due to applied reverse bias voltage at the position of zp, 
which can be calculated by solving the Poisson equation using FDM 

 −∇2𝑉𝑉𝑒𝑒 =
𝜌𝜌
𝜀𝜀

,𝐹𝐹𝑝𝑝���⃑ = −∇𝑉𝑉𝑒𝑒�𝑧𝑧𝑝𝑝 (129) 

where 𝑉𝑉𝑒𝑒 is the electrical potential in quantum wells, ρ is the local space charge 
density, and ε is the local permittivity. 
The boundary conditions are 

 𝜑𝜑0 = 𝜑𝜑𝑗𝑗+1 = 0. (130) 

Therefore, we get 

 �𝛼𝛼𝑥𝑥,1 + 𝑈̇𝑈1�𝜑𝜑1 + 𝛼𝛼𝑒𝑒,1𝜑𝜑2 = 𝐸𝐸𝜑𝜑1, (131) 

 �𝛼𝛼𝑥𝑥,𝑗𝑗 + 𝑈̇𝑈𝑗𝑗�𝜑𝜑𝑗𝑗 + 𝛼𝛼𝑤𝑤,𝑗𝑗𝜑𝜑𝑗𝑗−1 = 𝐸𝐸𝜑𝜑𝑗𝑗 . (132) 

The matrix equation can be constructed as: 

 𝛬𝛬{𝜑𝜑} = 𝐸𝐸{𝜑𝜑} (133) 

where 𝛬𝛬 is written as: 
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 𝛬𝛬 =

⎣
⎢
⎢
⎢
⎡𝛼𝛼𝑥𝑥,1 + 𝑈̇𝑈1 𝛼𝛼𝑒𝑒,1

𝛼𝛼𝑤𝑤,2 𝛼𝛼𝑥𝑥,2 + 𝑈̇𝑈2

    
𝛼𝛼𝑒𝑒,2   

                 𝛼𝛼𝑤𝑤,𝑝𝑝
            

𝛼𝛼𝑥𝑥,𝑝𝑝 + 𝑈̇𝑈𝑝𝑝 𝛼𝛼𝑒𝑒,𝑝𝑝

𝛼𝛼𝑤𝑤,𝑗𝑗 𝛼𝛼𝑥𝑥,𝑗𝑗 + 𝑈̇𝑈𝑗𝑗⎦
⎥
⎥
⎥
⎤

. (134) 

The matrix 𝛬𝛬 is considered as a sparse matrix. For any band structure, the eigen 
energy levels Ej and their corresponding eigen wavefunctions φj can be obtained 
by using the functions of eig() or eigs() in Matlab to solve the constructed matrix 
equation. 
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8.2 Matlab codes 

8.2.1 Main code 

clear; 
t0 = clock; tic; 
para = [0.4,1,3,0.3,0.64,10,5E10,300]; 
Well.x =para(1); Well.y = para(2); Well.thickness = para(3); 
Barrier.x =para(4); Barrier.y = para(5); Barrier.thickness = para(6); 
Temperature = para(8);d_sub = 20;Num_mqw = 1; Num_sub = 20;h = 6.6260755E-34; h_ = 
h/(2*pi);eV = 1.60217733E-19; c = 299792458; m0 = 9.1093897E-31;  % free electron mass (kg) 
e0 = 8.854187817E-12; 
um = 1e-6; nm = 1e-9;  
Eg_well = Eg(Well.x,Well.y)*eV; 
mc = m_1(Well.x,Well.y).*m0; 
mhh001 = m_hh001(Well.x,Well.y)*m0; 
mlh001 = m_lh001(Well.x,Well.y)*m0; 
u_chh =0.04*m0; 
u_clh = mc * mlh001/(mc + mlh001); 
Eg_strain1 = Eg_strain(Well.x,Well.y); 
permittivity_w = permittivity(Well.x,Well.y); 
permittivity_b = permittivity(Barrier.x,Barrier.y); 
permit = (permittivity_w*Well.thickness + permittivity_w*Barrier.thickness)/(Well.thickness + 
Barrier.thickness); 
InputWave=1.2:0.001:1.8; 
ElectricField=10:10:50; 
InputWave =InputWave'; ElectricField =ElectricField'; 
Index_w =3.56;Index_b = 3.41 
Index_eff = (Index_w*Well.thickness + index_b*Barrier.thickness)/(Well.thickness + 
Barrier.thickness); 
Ry_chh = eV^4*u_chh/(8*(permit*e0*h)^2); 
Ry_clh = eV^4*u_clh/(8*(permit*e0*h)^2); 
B = [0.381,-0.357,0.087;-0.178,0.48,-0.343;0.138,-0.389,0.261]; 
delt0=(Eg(Barrier.x,Barrier.y)*eV-Eg(Well.x,Well.y)*eV)*0.6; 
Mb_2 = 2* m0^2*Eg_well*(Eg_well+delt0*eV)/(12*mc*(Eg_well+2/3*delt0*eV)); 
Gama_0 = Gama0(Temperature); 
for f = 1:length(ElectricField)%%% the first for&end 
    disp(['this time is: ',num2str(toc),'s']); 
    disp(['starting compute absorption at F = ',num2str(ElectricField(f)),'kV/cm']); 
    pause(0.1); 
    QW = Fun_FDM_Esub(Well,Barrier,Num_mqw,d_sub,ElectricField(f),Num_sub,0.4); 
    Absorp_ex_TE = 0; Absorp_con_TE = 0; 
    Absorp_ex_TM = 0; Absorp_con_TM = 0; 
    E_light = 1.24./InputWave*eV; 
    for i=1:1 
    for j=1:1 
           if j==i 
           [Eb_hh,R_ex_hh] = 
BindingEnergy(QW.position,QW.dX,Well.thickness,QW.Wave_c(:,i),QW.Wave_hh(:,j),u_chh,per
mit);  
           Eb_hh = Eb_hh*eV; 
           R_ex_hh =R_ex_hh*nm; 
           Echhn = (Eg_strain1.c_hh + QW.Esub_c(i) + QW.Esub_hh(j))*eV; 
           Eex_hh = Echhn + Eb_hh; 
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           Qex = 
2*eV^2*h_./(e0*c*Index_eff.*m0^2.*Eex_hh.*R_ex_hh.^2*Well.thickness*nm*Num_mqw)*Mb
_2;  
           Mchh_2 = abs(sum(QW.Wave_c(:,i).*conj(QW.Wave_hh(:,j)).*QW.dX))^2; % squre of 
overlap integration 
           Gama_hh =  (0.005+ElectricField(f)/10000)*eV; 
           G = FunLorentzian(E_light, Eex_hh,Gama_hh); 
           Absorp_ex_TE = Absorp_ex_TE + 3/2*Qex.*Mchh_2.*G;           
           dE = 0.001*eV; 
           Qcon = 
u_chh*eV^2./(e0*c*Index_eff.*m0^2.*h_.*E_light*Well.thickness*nm*Num_mqw).*Mb_2; 
           for E = Echhn:dE:max(E_light + 10* Gama_0)  
               a0 =Echhn/E; 
               u_hhj_TE = 3/4*(1+a0.^2);    % a0 <=1; 
               u_hhj_TM = 3/2*(1-a0.^2);   % polarization direction factors for TE and TM 
               K = FunSommerfeld(E,Echhn,Ry_chh); 
               G = FunLorentzian(E, E_light, Gama_0); 
               Absorp_con_TE = Absorp_con_TE + u_hhj_TE*Mchh_2.*Qcon.*K.*G*dE; 
               Absorp_con_TM = Absorp_con_TM + u_hhj_TM*Mchh_2.*Qcon.*K.*G*dE; 
           end  
           end 
        end  
        for k=1:1 
            if k==i 
            Eclhn = (Eg_strain1.c_lh + QW.Esub_c(i) + QW.Esub_lh(k))*eV; 
            [Eb_lh,R_ex_lh] = 
BindingEnergy(QW.position,QW.dX,Well.thickness,QW.Wave_c(:,i),QW.Wave_lh(:,k),u_clh,per
mit);  
            Eb_lh = Eb_lh*eV; 
           R_ex_lh =R_ex_lh*nm; 
            Eex_lh = Eclhn + Eb_lh; 
            Qex = 
2*eV^2*h_*Mb_2./(e0*c.*Index_eff*m0^2.*Eex_lh.*R_ex_lh.^2*Well.thickness*nm*Num_mqw
); 
            Mclh_2 = abs(sum(QW.Wave_c(:,i).*QW.Wave_lh(:,k).*QW.dX))^2; 
            Gama_lh =  (0.005+ElectricField(f)/10000)*eV; 
            G = FunLorentzian(E_light, Eex_lh,Gama_lh); 
            Absorp_ex_TE = Absorp_ex_TE + 1/2*Mclh_2.*Qex.*G; 
            Absorp_ex_TM = Absorp_ex_TM + 2*Mclh_2.*Qex.*G; 
            dE = 0.001*eV; 
            Qcon = 
u_clh*eV^2*Mb_2./(e0*c.*Index_eff*m0^2*h_.*E_light*Well.thickness*nm*Num_mqw);         
            for E = Eclhn:dE:max(E_light + 10* Gama_0);  
                a0 = Eclhn/E; 
                u_lhk_TE = 5/4-3/4*a0.^2; 
                u_lhk_TM = 1/2+3/2*a0.^2;   
                K = FunSommerfeld(E,Eclhn,Ry_clh); 
                G = FunLorentzian(E, E_light, Gama_0); 
                Absorp_con_TE = Absorp_con_TE + u_lhk_TE*Mclh_2.*Qcon.*G.*dE; 
                Absorp_con_TM = Absorp_con_TM + u_lhk_TM*Mclh_2.*Qcon.*G.*dE; 
            end  
            end 
       end  
     end  



88 

 

   Absorp_ex_TE = Absorp_ex_TE/100; Absorp_con_TE = Absorp_con_TE/100;   Absorp_ex_TM 
= Absorp_ex_TM/100; Absorp_con_TM = Absorp_con_TM/100; 
  figure;grid on; plot(InputWave,Absorp_con_TE); 
  figure;grid on;plot(InputWave,Absorp_ex_TE); 
   figure;grid on; plot(InputWave,Absorp_con_TM); 
  figure;grid on; plot(InputWave,Absorp_ex_TM); 
   Absorp_TE(:,f) = (Absorp_ex_TE + Absorp_con_TE);  
   Absorp_TM(:,f) = (Absorp_ex_TM + Absorp_con_TM); 
end  
 

8.2.2 Subcode 

Fun_FDM_Esub (for calculation of the sub energy levels and 
wavefunctions) 

function  [results] = 
Fun_FDM_Esub(Well,Barrier,Num_mqw,d_sub,ElectricField,Num_sub,Ec_Ratio) 
tic; clear results; 
m0=9.1093897*10^(-31); h=6.6260755*10^(-34); h_=h/(2*pi); 
eV=1.60217733e-19; nm = 1e-9; 
ElectricField = ElectricField*1e5; 
Eg_w = Eg(Well.x,Well.y); Eg_b = Eg(Barrier.x,Barrier.y);  
delt_Eg = Eg_b-Eg_w; 
if abs(delt_Eg) < 0.001 
   results.Esub_c = 0; 
   results.Esub_hh = 0; 
   results.Esub_lh = 0; 
   return; 
elseif delt_Eg < -0.001 
    results = []; 
    return; 
end 
mc_b = mc(Barrier.x,Barrier.y); mc_w=mc(Well.x,Well.y); 
mhh_b = m_hhz(Barrier.x,Barrier.y); mhh_w=m_hhz(Well.x,Well.y); 
mlh_b = m_lhz(Barrier.x,Barrier.y); mlh_w=m_lhz(Well.x,Well.y); 
d_cover = d_sub; 
mc0_sub = mc(0,0); mc0_cover = mc(0,0); 
mhh_sub = m_hhz(0,0);  mhh_cover = m_hhz(0,0);   
mlh_sub = m_lhz(0,0);  mlh_cover = m_lhz(0,0);   
Eg_sub = Eg(0,0); Eg_cover = Eg(0,0);  
d = [Barrier.thickness,Well.thickness,Barrier.thickness]; 
mc0 = [mc_b,mc_w,mc_b]; 
mhh = [mhh_b,mhh_w,mhh_b]; 
mlh = [mlh_b,mlh_w,mlh_b]; 
delt_Ec_b = (Eg_b-Eg_w)*0.4;   % the band-offset of 40:60 is used for InGaAsP/InP 
Ec0 = [delt_Ec_b,0,delt_Ec_b]; 
delt_Ev_b = Eg_b - Eg_w - delt_Ec_b; 
Ev0 = [-delt_Ev_b,0,-delt_Ev_b]; 
Eg_strain_w = Eg_strain(Well.x,Well.y); 
Eg_strain_b = Eg_strain(Barrier.x,Barrier.y); 
delt_Ec = [Eg_strain_b.d_Ec,Eg_strain_w.d_Ec,Eg_strain_b.d_Ec]; 
delt_Ehh = [Eg_strain_b.d_Ehh,Eg_strain_w.d_Ehh,Eg_strain_b.d_Ehh]; 
delt_Elh = [Eg_strain_b.d_Elh,Eg_strain_w.d_Elh,Eg_strain_b.d_Elh]; 
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Ec = Ec0 + delt_Ec; 
Ehh = Ev0 + delt_Ehh; 
Elh = Ev0 + delt_Elh; 
if Num_mqw >1 
    for i = 2:Num_mqw 
        d = [d,d(length(d)-1),d(length(d))]; 
        mc0 = [mc0,mc0(length(mc0)-1),mc0(length(mc0))]; 
        mhh = [mhh,mhh(length(mhh)-1),mhh(length(mhh))]; 
        mlh = [mlh,mlh(length(mlh)-1),mlh(length(mlh))]; 
        Ec = [Ec,Ec(length(Ec)-1),Ec(length(Ec))]; 
        Ehh = [Ehh,Ehh(length(Ehh)-1),Ehh(length(Ehh))]; 
        Elh = [Elh,Elh(length(Elh)-1),Elh(length(Elh))]; 
    end 
end   %extent the field to Num_mqw 
d = [d_sub,d,d_cover]; % add the Substrate and cover to the d[1] and d[length(d)+1] 
mc0 = [mc0_sub,mc0,mc0_cover]; 
mhh = [mhh_sub,mhh,mhh_cover]; 
mlh = [mlh_sub,mlh,mlh_cover]; 
delt_Ec_sub = (Eg_sub-Eg_w)*0.4; 
delt_Ec_cover = (Eg_sub-Eg_w)*0.4; 
Ec = [delt_Ec_sub,Ec,delt_Ec_cover]-Eg_strain_w.d_Ec;%norminieren Ec_w=0 
delt_Ev_sub = Eg_sub - Eg_w-delt_Ec_sub; 
delt_Ev_cover = Eg_sub - Eg_w-delt_Ec_cover; 
Ehh = [-delt_Ev_sub,Ehh,-delt_Ev_cover]-Eg_strain_w.d_Ehh; 
Elh = [-delt_Ev_sub,Elh,-delt_Ev_cover]-Eg_strain_w.d_Elh; 
V_bias = ElectricField*(sum(d)-d(1)-d(length(d)))*nm;   %V_bias unit is V; 
 [x,dX,Nx0] = XY(d,100); %grid 0.1nm as step 
x = x.';  dX =dX.'; d = d.'; 
for pp = 1:3  % pp=1,2,3, represent conduction,hh and lh band, respectively 
    clear mass V; 
    if pp==1 
        Band = 'Conduction Band'; 
        m = mc0.'; E = Ec.'; sign0 = 1; Band = 'Ec'; 
    elseif pp == 2 
        Band = 'Heavy Hole Band'; 
        m = mhh.'; E = Ehh.'; sign0 =-1; Band = 'Ehh'; 
        %V_bias = V_bias*sign0; 
    else 
        Band = 'Light Hole Band'; 
        m = mlh.'; E = Elh.';  sign0 = -1; Band = 'Elh'; 
    end 
    mass(Nx0(1,1):Nx0(2,1)) = m(1); 
    mass(Nx0(1,length(d)):Nx0(2,length(d))) = m(length(d)); 
    V(Nx0(1,1):Nx0(2,1)) =E(1); 
    V(Nx0(1,length(d)):Nx0(2,length(d))) = E(length(d))+V_bias; 
    for j = 2:length(d)-1 
       V(Nx0(1,j):Nx0(2,j)) = E(j)+ElectricField*x(Nx0(1,j):Nx0(2,j))*nm;  
       mass(1,Nx0(1,j):Nx0(2,j)) = m(j); 
    end 
    V = V -(V(Nx0(1,3))+V(Nx0(2,3)))/2; 
    mass = mass.'; V = V.'; 
    switch  pp 
        case 1 
            mass_c = mass; Vc = V; 
        case 2 
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            mass_hh = mass; Vhh = V; 
        case 3 
            mass_lh = mass; Vlh = V; 
    end 
    W0 = sum(d)*nm; 
    E0 = (h_*pi)^2/(2*m0*W0^2)/eV; 
    [Energe0,Wave0] = fdm1d(x*nm/W0,dX*nm/W0,mass,V*sign0/E0,Num_sub);  %% length and 
energe are normilized. 
    Energe0 = Energe0*E0; 
    for i = 1:Num_sub 
         Esub(i) = Energe0(i,i); 
         a = sum(Wave0(:,i).*conj(Wave0(:,i)).*dX); 
         Wave(:,i) = Wave0(:,i)./sqrt(a); 
     end 
    Wave = Wave(:,1:length(Esub)); 
   if pp ==1 
       results.Esub_c = Esub;  
       results.delt_Ec = min(V(Nx0(2,2)),V(Nx0(1,length(d)-1))) - Esub; 
       results.Wave_c = Wave; 
    elseif pp ==2 
       results.Esub_hh = Esub;  
       results.delt_Ev_hh = min(-V(Nx0(2,2)),-V(Nx0(1,length(d)-1))) - Esub; 
       results.Wave_hh = Wave; 
    else 
       results.Esub_lh = Esub;  
       results.delt_Ev_lh = min(-V(Nx0(2,2)),-V(Nx0(1,length(d)-1))) - Esub; 
       results.Wave_lh = Wave; 
    end 
end 
results.position = x; results.dX = dX; 
 

BindingEnergy (for calculation of bindingenergy and bohr radius 
of excitons) 

function [Eb,R_ex] = BindingEnergy(z,dz,d_well,wave1,wave2,mass,permittivity) 
h = 6.6260755E-34; h_ = h/(2*pi);  
eV = 1.60217733E-19; 
m0 = 9.1093897E-31;  % free electron mass (kg) 
nm = 10^-9; 
z = z*nm; dz = dz*nm;  
Lambda0 = 2.0*d_well;  
while 1 
    tic; 
    Lambda = d_well/2:0.2:Lambda0;  
    Lambda = Lambda*nm; 
    Eb0 = h_^2./(2*mass*Lambda.^2); 
    Eb = 0; N=0; 
    r0 = 2*Lambda0*nm; dr = 1*nm; 
    dd = dz(1)*dz(1)*dr; 
    for i=1:length(z) 
        A = wave1(i)*conj(wave1(i)); 
        for j = 1:length(z) 
            B = wave2(j)*conj(wave2(j)); 
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            dd = dz(i)*dz(j)*dr; 
            r =0.1*nm:dr:r0; 
                C = wave_cv(r,Lambda)^2; 
                D = V_ev(z(i),z(j),r,permittivity); 
                N = 2*pi*A*B*sum(r*C)*dd; 
                Eb = Eb+2*pi*A*B*C*D*r*dd; 
        end 
    end 
    toc 
    Eb = Eb./N + Eb0; 
    [Eb,n] = min(Eb); R_ex = Lambda(n); 
    Eb = Eb/eV; R_ex = R_ex/nm;    
    if R_ex<Lambda0-2 
        break; 
    else  
        Lambda0 = Lambda0+10; 
    end 

Sommerfeld function 

function K = FunSommerfeld(E_light,E,Ry) 
K = 2./(1+exp(-2*pi.*((E_light - E)/Ry).^0.5)); 

Lorentzian function 

function L = FunLorentzian(E_light,E,Gama_hom)  
eV = 1.60217733E-19; 
L = Gama_hom./(pi*((E_light - E).^2 + Gama_hom.^2)); 
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Table 10 Epitaxy layers of the design “InP” 

Function Material Thickness/n
m Doping  

Substrate InP ~600µm undoped W8 

Waveguide layer InGaAsP/In
P >3µm undoped W7 

N-contact InGaAsP 320 n+ W6 
Non-strain 

well x30 InGaAs 8 undoped W5 
barrier InP 10 undoped 
Grading layer 2 InGaAsP 30 p- W4 
Cladding layer InGaAsP 180 p- W3 
Grading layer 1 InGaAsP 200 p+ W2 

P-contact InGaAs 80 p++ W1 
 

8.3 List of epitaxial layer 

 

 
Table 11 Epitaxy layers of the design “Q1.33” 

Function Material Thickness/nm Doping  
Substrate InP ~600µm undoped W8 

Waveguide layer InGaAsP 
/InP >3µm undoped W7 

N-contact InGaAsP 200 n+ W6 
SCH Q1.33 10 undoped 

W5 
Non-strain 

well x20 InGaAs 6.5 undoped 

barrier Q1.33 10 undoped 
SCH Q1.33 100 undoped 

Grading layer 2 InGaAsP 200 p- W4 
Cladding layer InGaAsP 180 p- W3 
Grading layer 1 InGaAsP 200 p+ W2 

P-contact InGaAs 80 p++ W1 
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Table 12 Epitaxy layers of the design “Al” 

Function Material Thickness/nm Doping  
Substrate InP ~600µm undoped W8 

Waveguide layer InGaAsP/InP >3µm undoped W7 
N-contact InGaAsP 320 n+ W6 

SCH InGaAlAs 50 undoped 

W5 
Non-strain 

well x20 InGaAs 7.5 undoped 

barrier InGaAlAs 10 undoped 
SCH InGaAlAs 100 undoped 

Grading layer 2 InGaAlAs 200 p- W4 
Cladding layer InP 180 p- W3 
Grading layer 1 InP 210 p+ W2 

P-contact InGaAs 80 p++ W1 
 

Table 13 Epitaxy layers of the PD2 for the advanced coherent receiver 

Function Material Thickness/n
m Doping  

Substrate InP ~600µm undoped W8 
Waveguide layer InGaAsP /InP >3µm undoped W7 

N-contact InGaAsP 200 n+ W6 
Absorber InGaAs 480 undoped W5 

Grading layer 1 InGaAsP 30 p- W4 
Cladding layer 2 InGaAsP 200 p- W3 

Grading layer InGaAsP 220 p+ W2 
P-contact InGaAs 80 p++ W1 

 
Table 14 Epitaxy layers of the new design 

Function Material / 
Strains 

Thickness/n
m Doping  

Substrate InP ~600µm undoped W8 
Waveguide layer InGaAsP/InP >3µm undoped W7 

N-contact InGaAsP 320 n+ W6 
SCH InGaAsP 10 undoped 

W5 

Non-
strain 
well x20 InGaAs 3.5 undoped 

barrier InGaAsP 10 undoped 
SCH InGaAsP 100 undoped 

Grading layer 2 InGaAsP 200 p- W4 
Cladding layer InGaAsP 180 p- W3 
Grading layer 1 InGaAsP 200 p+ W2 

P-contact InGaAs 80 p++ W1 
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8.4 List of symbols 

2D Two dimentional 
3D Three dimentional 
AC Alternating current 
BCB Benzocyclobuten 
c.b Conduction band 
CW Continuous wave  
DBR Distributed bragg reflector laser 
DC Direct current 
DFB Distributed feedback laser 
DUT Device under test 
e Electron 
EAM Electroabsorption modulator 
EDFA Erbium doped fiber amplifier 
FKE Franz-Keldysh effect 
FoM Figure of merit 
FTTH Fiber to the home 
Ge Germanium 
hh Heavy hole 
hh-c Heavy hole to conduction 
HHI Heinrich-Hertz-Institute 
ICP Inductively coupled plasma 
IMD3 Third order intermodulation distortion 
InGaAlAs Indium gallium aluminum arsenide 
InGaAs Indium gallium arsenide 
InGaAsP Indium gallium arsenide phosphide 
InP Indium phosphide 
lh Light hole 
lh-c Light hole to conduction  
MIM Metal insulator metal 
MMI Multimode interference 
MOVPE Metal organic vapor phase epitaxy 
MQW Multi quantum well 
MZM Mach-zehnder modulator 
NiCr Nickel chromium 
O/E Opto-electronic 
OIP3 Third order output intercept point 
PBS Polarization beam splitter 
PD Photodetector 
PDL Polarization dependent loss 
PER Polarization extinction ratio 
PSR Polarization splitting ratio 
QAM Quadrature amplitude modulation 
QCSE Quantum-confined Stark effect 
QPSK Quadrature phase shift keying 
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QW Quantum well 
RC Resistance capacitance 
RF Radio frequency 
SEM Scanning electron microscope 
Si Silicon 
SiGe Silicon Germanium 
SiNx Silicon nitride 
SL Superlattice 
SMF Single mode fiber 
SOA Semiconductor optical amplifier 
SQW Single quantum well 
TE Transverse electric 
TiOx Titanium Dioxide 
TLS Tunable laser source 
TM Transverse magnetic 
V Voltage 
v.b Valence band 
VOA Variable optical attenuator 
WG Waveguide 

  



96 

 

8.5 List of abbreviations 

A(r) Vector potential of the photon [V] 
ac Hydrostatic deformation potential for conduction band [eV] 
ae Lattice constant of a epitaxial layer [m] 
as Lattice constant of the substrate [m] 
av Hydrostatic deformation potential for valence band [eV] 
b Shear deformation potential for valence band [eV] 
c Velocity of the light in vacuum 3x108 [m/s] 
C’ Barrier capacitance in the depletion region [F] 
Cp Parasitic capacitance [F] 
CPD Total capacitance of PD [F] 
Db Thickness of the barrier [m] 
Dd Thickness of the depletion region [m] 
Dw Thickness of well [m] 
e Electron charge [C] 
E Energy [eV] 
Eb Binding energy [eV] 
Eex Exciton total energy [eV] 
Eg The bandgap energy of a material [eV] 
Eg,e-hh Band gap of the electron-heavy hole pair [eV] 
Eg,e-lh Band gap of the electron-light hole pair [eV] 
Ej Energy of the jth discrete states [eV] 
Ek Kinetic energy [eV] 
Et Eigenenergy in plane direction [eV] 
Ez Eigenenergy in z direction [eV] 
F Electric field strength [V/m] 
F(r) Envelope function 
f3dB Bandwidth, -3dB cut-off frequency 
fc Probability of the occupied conduction band state 
fRC RC limited bandwidth [Hz] 
ft Transit time limited bandwidth [Hz] 
fv Probability of the occupied valence band state  
G Elastic stiffness factor 
h Planck constant [Js] 
ħ Reduced Planck constant [Js] 
hc Critical thickness [m] 
Hi(F) Barrier height [eV] 
HRC Transfer function due to RC [dB] 
Ht Transfer function due to transit time [dB] 
I0 Reverse saturation current [A] 
iL AC current at load resistance [A] 
IPD Photogenerated current [A] 
Is Saturation density [W/m2] 
k Wave vector 
kB Boltzmann’s constant 
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kBT Thermal energy [eV] 
l Length [m] 
lPD Length of PD [m] 
LPD Inductance of PD [H] 
lpi The beat length [m] 
m Mass [kg] 
m* Effective mass [kg] 
me* Effective mass of electron [kg] 
mhh* Effective mass of heavy hole [kg] 
mlh* Effective mass of light hole [kg] 
MT Transition matrix element 
mW Mill watt 
N Carrier density [cm-3] 
n Refractive index 
nabsorber The refractive index of the absorber 
Neff The effective index of a mode 
nF Ideality factor 
nn-contact The refractive index of the n-contact layer 
nwaveguide The refractive index of the waveguide layer 
p Momentum [kg·m/s] 
P0 CW optical input power [W] 
PDL Polarization dependent loss [dB] 
PL RF output power [W] 
Pmax Maximum RF output power [W] 
Ps Saturation power [W] 
R Responsivity [A/W] 
r Position vector 
R0 Surface reflectance 
Rideal Ideal responsivity [A/W] 
RL Load resistance [Ω] 
Rmax Maximum responsivity [A/W] 
Rmin Minimum responsivity [A/W] 
RP Parallel resistance [Ω] 
Rs Series resistance [Ω] 
Rtot Total resistance 
Ry Rydberg constant 
S In-plane area [m2] 
Sabs Area of absorber cross section [m2] 
T Temperature [K] 
u() Bloch function 
V Applied voltage [V] 
V(z) Position dependent potential [V] 
ve Drift velocity of electrons [m/s] 
vh Drift velocity of holes [m/s] 
wPD Width of PD [m] 
z Position variable [m] 
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αc Absorption coefficient of the band-to-band transition [cm-1] 
β The propagation constant [1/m] 
Γ Broadening width [eV] 
Δ Spin orbit splitting energy of the valence bands [eV] 
ΔEc Conduction band energy difference  [eV] 
ΔEg Bandgap energy difference [eV] 
ΔEv Valence band energy difference  [eV] 
ε// In-plane strain 
ε0 Permittivity of free space [As/Vm] 
εr Relative permittivity 
ηext External quantum efficiency 
ηi Internal quantum efficiency 
λ Wavelength of light [m] 
λex Bohr radius of the exciton [m] 
λg Wavelength in vacuum equivalent to the bandgap [m] 
µ Reduced mass [mg] 
µm Micro meter 
μn Carrier mobility of electrons [cm2/(V.s)] 
μp Carrier mobility of holes [cm2/(V.s)] 
µW Micro watt 
ρ Density of state 
τ Carrier transit time [s] 
τlifetime Carrier lifetime [s] 
τrecombination Carrier recombination time [s] 
τtherm Carrier thermal transit time [s] 
τtunnel Carrier tunneling transit time [s] 
φ Wave function 
ω Angular frequency [Hz] 
Пxy Light confinement factor 
Ḋp Diffusion coefficient for holes [cm2/s] 
Ḋn Diffusion coefficient for electrons [cm2/s] 
𝑏𝑏Υ

2𝑎𝑎3,Υ Nonlinear coefficient of the parameters of R, 𝜏𝜏, 𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡 and 𝐶𝐶𝑃𝑃𝑃𝑃 
1

𝑏𝑏Υ
2𝑎𝑎3,Υ

 Linear coefficient of the parameters of R, 𝜏𝜏, 𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡 and 𝐶𝐶𝑃𝑃𝑃𝑃 
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