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Sometimes things are hidden under the surface.
You just gotta know how to bring ’em out.

— Angus MacGyver

Dedicated to my friends, family, and the memory of my father.





A B S T R A C T

To defend against attackers, knowledge about their approach is help-
ful. This work evaluates attacks on integrated circuits (ICs) using
laser scanning microscopes (LSMs) in combination with semiconduc-
tor failure analysis (FA) techniques. It identifies likely attack paths,
develops suitable setups, and tests attack feasibility. All attacks are
performed through the silicon backside. Three main attack approaches
are evaluated: automated laser fault injection location profiling, mem-
ory readout by laser stimulation, and reverse engineering as well
as data extraction using optical contactless probing. Using these ap-
proaches, commercial application-specific integrated circuits (ASICs)
down to 20 nm technology size are successfully attacked using an
optical resolution of about 1 µm. Additionally, the use of visible light
(VIS) and solid immersion lenses (SILs) for resolution improvement
as well as low-cost approaches to VIS LSMs are assessed. Further-
more, concrete countermeasures are implemented and evaluated. Fur-
ther mitigation approaches are also presented and discussed. The lack
of backside protection is identified as a key factor in all attacks. Flip-
chip devices are found to worsen this situation by removing the need
for any preparation and giving direct backside access. More specifi-
cally, the findings are as follows.

Automated laser fault injection profiling is shown to determine suit-
able attack locations in a time span in the order of minutes. This
is demonstrated by analyzing the configuration memory on 180 nm
technology size Altera MAX V complex programmable logic devices
(CPLDs). Using the profiling information, laser reconfiguration at-
tacks are performed on proof-of-concept (POC) implementations of
physically unclonable functions (PUFs). Additionally, an analysis of
the underlying fault mechanism is carried out.

For laser stimulation, data extraction from static random access
memory (SRAM) and battery-backed SRAM (BBRAM) key memory
is demonstrated. Readout of the 1 KB SRAM of a 180 nm technology
Texas Instruments MSP430 microcontroller is presented with error
rates between 0.4% and 5.5%. BBRAM key recovery from the ASIC
decryption core of a 20 nm technology Xilinx Kintex UltraScale field-
programmable gate array (FPGA) is developed in 7 hours of lab work,
with a single 256-bit key ultimately being extracted in 15 minutes.

For optical contactless probing, two attacks are presented. The first
performs key extraction on a POC implementation of a PUF key stor-
age concept by Xilinx implemented on a 60 nm Altera Cyclone IV
FPGA. A contactless characterization of the employed ring oscillator
PUF is also performed. The second attack enables reverse-engineering
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and plaintext extraction on the decryption ASIC of a 28 nm technol-
ogy Xilinx Kintex 7 FPGA. The plaintext gates are found in less than
10 working days and extraction of decrypted data is demonstrated.

For evaluation of resolution improvements, a suitable setup for
comparison of visible light (VIS) and infrared (IR) illumination is
developed. Additionally, a gallium phosphide solid immersion lens
(GaP SIL) is designed, fabricated, incorporated into the setup, and ex-
perimentally verified. Application of the SIL improves resolution by
190% and 170% in IR and VIS respectively. Switching the illumination
of the SIL from IR to VIS yields an improvement of 60%. Optical con-
tactless probing techniques in VIS are performed by using the setup
on 16/14 nm FinFET test devices. Additionally, a low-cost setup for
VIS LSMs built from optical drive components is presented. The setup
is capable of acquiring reflected light images with sub-micron resolu-
tion with a hardware cost of less than $100.

In connection with implemented countermeasures, two circuits are
presented. The first one is shown to successfully prevent laser stim-
ulation data extraction by injection of a noisy current. The second
circuit combines a PUF with an attack detection circuit to prevent
optical probing. Sensitivity to both 1.1 µm and 1.3 µm laser radia-
tion is demonstrated while also providing PUF functionality. Further
potential attack-specific and general countermeasures are discussed.

In conclusion, this work shows that employing LSM-based failure
analysis techniques for attack development is a promising approach
for attackers and a serious threat to defenders. Especially in the ab-
sence of backside protection, a multitude of attacks can be success-
fully launched. To properly secure integrated circuits in the future,
the development of reliable, thorough, and cost-effective backside
protection structures is indicated.

Z U S A M M E N FA S S U N G

Zur Abwehr von Angreifern ist Wissen über ihre Vorgehensweise hilf-
reich. Diese Arbeit untersucht Angriffe auf integrierte Schaltkreise
(ICs) unter Verwendung von Laserscanmikroskopen (LSMs) in Kom-
bination mit Halbleiterfehleranalysetechniken. Sie identifiziert wahr-
scheinliche Angriffswege, entwickelt geeignete Aufbauten und testet
mit diesen die Durchführbarkeit der Angriffe. Alle Angriffe in die-
ser Arbeit werden über die Siliziumrückseite ausgeführt. Drei Haupt-
ansätze werden evaluiert: automatisiertes Auffinden von geeigneten
Positionen zur Laserfehlerinjektion, Speicherauslesen durch Lasersti-
mulation sowie Reverse Engineering und Datenextraktion mittels op-
tischem kontaktlosem Probing. Mit diesen Ansätzen werden kommer-
zielle anwendungsspezifische integrierte Schaltungen (ASICs) bis zu
einer Technologiegröße von 20 nm mit einer optischen Auflösung
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von etwa 1 µm erfolgreich angegriffen. Darüber hinaus werden die
Verwendung von sichtbarem Licht (VIS) und Festkörperimmersions-
linsen (SILs) zur Verbesserung der Auflösung sowie kostengünsti-
ge Ansätze für VIS LSMs erforscht. Weiterhin werden konkrete Ge-
genmaßnahmen implementiert und evaluiert. Weitere Möglichkeiten
zum Schutz vor Angriffen werden ebenfalls vorgestellt und diskutiert.
Der fehlende Rückseitenschutz wird als Schlüsselfaktor für alle An-
griffe identifiziert. Flip-Chip-Gehäuse verschlechtern diese Situation,
da keine Gehäusebearbeitung mehr erforderlich ist und ein direkter
Zugriff auf die Rückseite erfolgen kann. Im Detail werden die folgen-
den Ergebnisse erzielt.

Es wird gezeigt, dass das automatisierte Auffinden von Laserfehle-
rinjektionspositionen es erlaubt geeignete Angriffsorte innerhalb von
Minuten zu bestimmen. Dies wird durch die Analyse des Konfigu-
rationsspeichers von komplexen programmierbaren Logikbausteinen
(CPLDs) vom Typ Altera MAX V mit 180 nm Technologie demons-
triert. Unter Verwendung der erhaltenen Informationen werden La-
serrekonfigurationsangriffe auf proof-of-concept (POC) Implementie-
rungen von physically unclonable functions (PUFs) durchgeführt. Zu-
sätzlich erfolgt eine Analyse des zugrunde liegenden Fehlermechanis-
mus.

Bei den Laserstimulationsangriffen wird die Datenextraktion aus
static random access memory (SRAM) und sowie aus batteriegepuf-
fertem SRAM Schlüsselspeicher (BBRAM) demonstriert. Das Ausle-
sen von 1 KB SRAM eines 180 nm Technologie Texas Instruments
MSP430-Mikrocontrollers mit Fehlerraten zwischen 0, 4% und 5, 5%
wird gezeigt. Die Extraktion des geheimen Schlüssels aus dem BBRAM
eines ASIC-Entschlüsselungskerns, der Teil eines 20 nm Technologie
FPGAs (Xilinx Kintex UltraScale) ist, wird demonstriert. Der Angriff
wird in 7 Stunden Laborarbeit entwickelt, wobei ein einzelner 256-Bit-
Schlüssel innerhalb von 15 Minuten extrahiert werden kann.

Für das optische kontaktlose Proben werden zwei Angriffe vorge-
stellt. Der Erste führt eine Schlüsselextraktion an einer POC-Imple-
mentierung eines PUF-Schlüsselspeicherkonzepts der Firma Xilinx
durch, welches auf einem 60 nm Altera Cyclone IV FPGA realisiert
wurde. Eine kontaktlose Charakterisierung der verwendeten Ring-
oszillator-PUF wird ebenfalls durchgeführt. Der zweite Angriff er-
möglicht Reverse Engineering und Klartextextraktion auf dem Ent-
schlüsselungs-ASIC eines 28 nm Technologie Xilinx Kintex 7 FPGA.
Die Klartextgatter werden in weniger als 10 Arbeitstagen gefunden
und die Extraktion von entschlüsselten Daten wird demonstriert.

Im Rahmen der Versuche zu Auflösungsverbesserungen wird ein
geeigneter Aufbau zum Vergleich von sichtbarer (VIS) und infraroter
(IR) Beleuchtung entwickelt. Zusätzlich wird eine Galliumphosphid-
festkörperimmersionslinse (GaP SIL) entworfen, hergestellt, in den
Aufbau integriert und experimentell verifiziert. Die Anwendung der

ix



SIL verbessert die Auflösung um 190% bzw. 170% im IR und VIS.
Das Umschalten der Beleuchtung der SIL von IR auf VIS zeigt ei-
ne Verbesserung von 60%. Unter Verwendung des Aufbaus werden
optische kontaktlose Probingverfahren im VIS auf 16/14 nm FinFET
Testtransistoren durchgeführt. Darüber hinaus wird ein kostengüns-
tiges Setup für VIS LSMs vorgestellt, welches aus den Komponenten
optischer Laufwerke aufgebaut wird. Dieses System ist in der Lage
optische Bilder mit einer Auflösung von weniger als einem Mikro-
meter zu erfassen, wobei die Hardwarekosten unter 100 US-Dollar
liegen.

Im Rahmen der implementierten Gegenmaßnahmen werden zwei
Schaltkreise vorgestellt. Der Erste zeigt, dass die Extraktion von Da-
ten durch thermische Laserstimulation mittels Injektion eines Rausch-
stroms erfolgreich verhindert werden kann. Die zweite Schaltung kom-
biniert eine PUF mit einer Angriffsdetektionsschaltung, um kontakt-
lose optische Probingangriffe zu verhindern. Die Empfindlichkeit ge-
genüber sowohl 1, 1 µm als auch 1, 3 µm Laserstrahlung wird demons-
triert, während gleichzeitig PUF-Funktionalität bereitgestellt wird. Da-
rüber hinaus werden weitere mögliche angriffsspezifische und allge-
meine Gegenmaßnahmen diskutiert.

Zusammenfassend zeigt diese Arbeit, dass die Anwendung von
LSM-basierten Fehleranalysetechniken für die Angriffsentwicklung
ein vielversprechender Ansatz für Angreifer und eine ernsthafte Be-
drohung für Verteidiger darstellt. Insbesondere wenn kein Rücksei-
tenschutz vorhanden ist, kann eine Vielzahl von Angriffen erfolgreich
durchgeführt werden. Um integrierte Schaltungen in Zukunft schüt-
zen zu können, ist die Entwicklung von zuverlässigen, umfassenden
und kostengünstigen Rückseitenschutzstrukturen angezeigt.
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1
I N T R O D U C T I O N

Since the first simple integrated circuits (ICs) were presented in the
late 1950s, ICs have demonstrated a triumphant advance into nearly
all areas of modern life. Today, we rely on them in our computers,
mobile phones, cars, passports, and numerous other devices. Some of
these ICs store secret data such as the personal identification number
(PIN) in our banking cards. Others, such as the ones in planes and
power plants, are part of vitally important machinery. If the secrets
from these devices can be extracted or if they can be attacked, this
can lead to severe consequences. Therefore, prevention of attacks
and data extraction is an important task. To defend against attackers,
it is extremely helpful to know how they would proceed. Attacks
thus need to be understood. The evaluation of attack approaches is
the main aim of this thesis.

The relevance of protection against attacks on IC-based systems be-
comes evident when looking at the consequences. Readout of the PIN
from the IC in your banking card would allow for stealing of your sav-
ings. Extracting the private keys from your hardware bitcoin wallet
would enable transfer of the cryptocurrency to the attacker. Imper-
sonating the remote key of your car will allow criminals to drive off
with it in seconds [90]. Apart from these more personal examples, IC
attacks are also relevant for more crucial structures. For example, as
part of a 2015 cyberattack on the Ukrainian power grid, the firmware
on critical devices was overwritten and corrupted to prevent oper-
ators from restoring normal functionality [48, 94]. The attack ulti-
mately left approximately 225, 000 customers without electricity [48].
An example of an extraction attack on data contained in critical ICs is
the claimed readout and decryption of sensitive data from a US spy
drone captured by Iran in 2011 [16]. When considering the relevance
of attacks on IC-based systems, it should also be taken into account
that the number of interconnected embedded devices and wireless
connections is steadily rising. Recent developments such as the “in-
ternet of things” (IoT) and near field communication (NFC) are just
two prominent examples of this trend. This naturally increases the
number of exposed devices and thus the attack surface. From these
examples, it can be seen that the defense against attacks on IC-based
systems is an important aspect.

This directly leads to the question of how attacks could be pre-
vented. As already stated, knowledge about attacks is helpful in the
design of defenses. For that very reason, malicious attackers can usu-
ally not be expected to share details about their approaches. One
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Figure 1.1: Simplified sketch of a laser scanning microscope (LSM) for re-
flected light image acquisition and the usually employed scan
pattern. Figure based on [15].

option to gain attack knowledge would be to analyze performed at-
tacks in retrospect to learn about the employed methods. A second
option is to take the role of the attacker and evaluate different attacks
on the target system. This is often referred to as a “white hat” at-
tack. Such an approach allows to understand likely attack paths and
approaches as well as their limitations, prerequisites, and required
effort. The gained knowledge can then be used to design better coun-
termeasures. It furthermore enables more sound decisions regarding
the assessment of a given threat. This “white hat” attack approach
will be pursued in this thesis.

There is a wide range of attack classes that can be launched against
ICs. One set of attacks that is particularly worrisome are those de-
rived from failure analysis (FA) techniques. IC failure analysis al-
ways needs techniques to extract information and parameters from
the chips currently manufactured. Designers and failure analysis en-
gineers require this information to be able to perform silicon debug
and root cause of failure determination to be able to deliver a reliable
product. However, the existence of these techniques leads to the ques-
tion of how dangerous these or derived techniques would be in the
hand of an attacker. If an attacker can either acquire FA equipment
herself or rent it from an FA lab by the hour, she would have access
to potentially very powerful techniques. Previous work has already
demonstrated that FA techniques such as focused ion beam (FIB) and
photon emission microscopy (PEM) can be used to reverse-engineer
and attack ICs [28, 80]. Another common tool in failure analysis is
the laser scanning microscope (LSM), see Fig. 1.1. LSMs are designed
to quickly scan a laser beam across a device using galvanometric mir-
rors. Simultaneously, they can sample either reflected light or device
parameter values, which can then be analyzed. The use of infrared
wavelengths, to which the silicon is transparent, allows them to ac-
quire images from inside the silicon, change device behavior by in-
fluencing the transistors, analyze internal device activity, and extract
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data. As this class of techniques bears the potential for very power-
ful attacks, an evaluation of likely attack approaches seems beneficial.
Because of this reason, the focus of this thesis was chosen to be the
evaluation of LSM-based attacks on integrated circuits. The main
research question is: what attacks could be performed and what ap-
proaches would likely be taken if an attacker had access to LSM-based
FA equipment.

The approach to answering this question is to develop attacks based
on LSM FA techniques, design suitable setups for them, and then per-
form the attacks to evaluate their feasibility. The thesis will in general
focus on the engineering perspective of the evaluated attacks, i.e. on
the approaches, setups, and procedures. Among the techniques eval-
uated will be laser fault injection, laser stimulation, and optical con-
tactless probing. Additionally, ways to improve optical resolution and
low-cost approaches will be examined. All attacks will be performed
through the silicon backside, as modern devices use many metal inter-
connection layers on top of the transistors and these obstruct optical
frontside access. The chapters of the thesis are designed to be self-
contained. As a consequence, instead of a global background chapter,
compact background information for each employed technique will
be given at the beginning of each chapter. For readers interested
in additional background information, suitable references are given
where appropriate.

The outline of this thesis is as follows. Chapter 2 will combine
scanning test approaches from FA with laser fault injection (LFI) to
quickly identify fault-sensitive locations and perform precision LFI
attacks. Chapter 3 will evaluate the use of laser stimulation for au-
tomated readout of data from internal IC memories. Chapter 4 will
demonstrate the use of optical contactless probing techniques to re-
verse engineer circuits and extract secret data. Chapter 5 will present
a setup using visible light and a solid immersion lens for resolution
improvement. It will furthermore demonstrate a low-cost approach
for building an LSM out of optical disk drive parts. Finally, Chapter 6

will present the results of implementing selected countermeasures
and discuss additional potential attack mitigation strategies.





2
FA U LT I N J E C T I O N AT TA C K S

In the context of hardware security, fault injection attacks are a class
of attack that seeks to disturb normal device operation in such a way
that a faulty behavior is created. This faulty behavior can then be ex-
ploited to break certain security features of the device. Injected faults
can be achieved in a multitude of ways: lowering the device volt-
age momentarily, manipulating the clock or applying electromagnetic
pulses to the device. This chapter, however, will deal with so-called
laser fault injection (LFI).

2.1 laser fault injection

Laser fault injection (LFI) uses an optical approach to disturb normal
device operation: a laser beam with a photon energy larger than the
silicon band gap energy is focused into the device and a laser pulse
is triggered. The incident photons cause the generation of electron-
hole pairs in the active area of the device. These injected carriers
then cause transient changes in internal voltages and currents and
might also change device parameters like switching speed [55]. If the
influence is strong enough, this then leads to faulty behavior of the
device. Changes in the speed of digital circuits might, for example,
lead to incorrect latching of data values, which will then propagate
through the rest of the circuit. If LFI is applied to flip-flops, registers,
SRAM cells or similar memory structures, it can also change the value
held by them. Consequently, attackers can use LFI to manipulate the
behavior of a device and break its security features [70, 74, 89].

This chapter will assess the attack potential of LFI attacks under the
assumption that the attacker has access to a standard failure analysis
(FA) laser scanning microscope (LSM). In particular, the possibility
of the automated discovery of LFI locations through laser scan tech-
niques will be evaluated. The developed techniques will then be used
to execute exemplary attacks against physically unclonable functions
(PUFs). All attacks presented focus on faults injected into the con-
figuration memory of programmable logic devices such as complex
programmable logic devices (CPLDs) and field-programmable gate
arrays (FPGAs). Additionally, an analysis of the underlying fault
mechanism will be performed. Some of the results and figures were
already published in [40, 79].
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6 fault injection attacks

2.2 reconfiguration attacks

Reconfiguration attacks differ from classical laser fault injection in
that they cause a semi-permanent change in the configuration of pro-
grammable logic devices. Instead of altering delays, changing mem-
ory contents or causing transient events, the targeted device will con-
tinue to operate with the faulty behavior until it is reset and recon-
figured. For this reason, they constitute a powerful tool for attackers.
The following sections will briefly explain the underlying principles
and then move on to assess the potential threat posed by an attacker
able to perform reconfiguration attacks using failure analysis equip-
ment.

2.2.1 Configuration of Programmable Logic Devices

Programmable logic devices such as field-programmable gate arrays
(FPGAs) and complex programmable logic devices (CPLDs) can be
used to implement different hardware designs in a reconfigurable
way. The tasks addressed by the implemented design can range in
complexity from simple “glue logic” to complete microprocessors
and cryptosystems. The logic gates inside these devices are config-
urable and can perform arbitrary logic functions. Additionally, rout-
ing structures allow to flexibly connect basic “building blocks” such
as logic gates, memory and I/O structures inside the device to each
other. With this, a reconfigurable hardware implementation of the
desired tasks can be realized. For modern devices, the main archi-
tectural differences between CPLDs and FPGAs lie in their logic size
and routing complexity. This section will briefly review the imple-
mentation of logic functions in programmable logic devices, focusing
on the often used look-up table (LUT) concept.

The basic building blocks of CPLDs and FPGAs are programmable
logic elements (LEs). These are the smallest unit of logic in a device
and are designed to be a flexible primitive for the designer’s imple-
mentation. To perform arbitrary combinational logic functions, LUTs
are used as function generators in the LEs. An exemplary LUT con-
sists of multiple inputs, one output, multiplexers, and memory cells
to define its behavior. See Fig. 2.1 for an example of a 3-input LUT.
In this case, A, B, and C are inputs of the LUT while Y is the output.
The one-bit memory cells B0 to B7 hold the actual configuration and
will also be referred to as the “LUT bits” here. The “select” inputs of
the multiplexers are connected to the LUT inputs and will select their
upper input when they receive a logic high or “1” signal and their
lower input if they receive a logic low or “0” signal.

How the LUT works is best illustrated with an example: If a “1” is
stored in B7 and all other bits are set to “0”, the LUT will perform
the logic function Y = A ∧ B ∧ C, which is equivalent to an AND
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Figure 2.1: 3-input look-up table (LUT) example with inputs A/B/C, output
Y, and 1-bit memory cells B0 to B7. This LUT can perform any
3-input combinational logic function depending on the program-
ming of the memory cells.

gate. Only if all inputs are “1” the multiplexers will select B7 and the
output will also be “1”. The configuration of the LUT bits is often
also written down as a binary or hexadecimal representation of the
memory cell contents. In this case, the AND gate configuration can
be referred to as either 0b10000000 or 0x80 respectively. Inputs of the
LUT can also be ignored, depending on the LUT configuration. For
example, to perform the function of an inverter Y = ¬A, the LUT
could be configured as 0b01010101, causing inputs B and C to be
“don’t care” inputs.

LUTs can be made to accept an arbitrary number of inputs by ex-
tending the structure. For example, a 4-input LUT can be realized by
combining two 3-input LUTs. In this case, both A, B and C inputs
of the 3-input LUTs are connected together and their Y outputs are
fed into an additional multiplexer whose select input is connected to
the new “D” input. The output of this multiplexer then constitutes
the output of the 4-input LUT. It can be seen by these examples that
in the general case an n-input LUT can perform any n-input combi-
national logic function while requiring 2n 1-bit memory cells. Such
a LUT can then perform 2(2

n) different combinational logic functions.
In this context, the inputs of a LUT can also be seen as address inputs
indexing into a 1-bit memory of size 2n.

Apart from the LUTs, the LEs also contain programmable registers
to perform sequential logic functions. Additionally, there are routing
resources available. These consist of programmable switch matrices
which can be used to connect different LEs to each other. The settings
for these elements are also stored in memory cells inside the device.

As many devices use volatile SRAM cells to store their configura-
tion, the values of these cells have to be loaded at each power-on. In
the case of CPLDs, the required non-volatile memory (NVM) is usu-
ally built into the device, while for FPGAs it is an external component.
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(a) Normal OR gate configuration.
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(b) Faulty NAND gate configuration.

Figure 2.2: Truth tables for a reconfiguration attack against a 3-input LUT. If
the attacker manages to flip the bits B0 and B7, she can transform
the OR gate to a NAND gate.

The binary data containing the setting of the configuration memory
cells and therefore also the implemented design is commonly referred
to as the “bitstream”.

2.2.2 Reconfiguration Attack Scenario

Taking the design of LUTs in CPLDs and FPGAs into account, it is
evident that a change in the memory cells will also change the func-
tion that the LUT performs. An attacker can exploit this to mount
a targeted attack on the LUT bit memory cells. Using a high power
laser beam she might be able to flip some bits in the configuration
memory of the LUT. This will allow her to change the logic function
of the gate and thus to deactivate or alter security-relevant functions
which use this gate.

Fig. 2.2 provides an example of such an attack. In this case, a
3-input LUT has been configured as an OR gate, performing the func-
tion Y = A ∨ B ∨ C. The LUT bits are set to 0b11111110 or 0xFE

in this case. If the attacker manages to flip the bits B0 and B7, she
can transform the OR gate to a NAND gate with a configuration of
0b01111111 or 0x7F. The same approach can be used if bigger LUTs
with a larger number of bits are to be attacked. Similarly, changes
can also be introduced into the memory cells controlling the routing
of signals.

However, fault-sensitive locations, as well as their influence on the
circuit, vary with the layout [62]. Thus, as the attacker usually has no
access to the layout, she will have to perform some kind of character-
ization of the fault-sensitive locations. If she does this manually, this
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might be a very tedious task if she wants to characterize the whole
chip area. On the other hand, if she just tests some areas that she
suspects to be susceptible, she will risk missing sensitive locations.

Yet, if she has access to failure analysis equipment, it would be
relatively straightforward for her to automate this task. She can, for
example, use a laser scanning microscope (LSM) for beam position-
ing. LSMs are designed to quickly scan a beam across an area of
interest using galvanometric mirrors and measure the reflected light
simultaneously. A PC is then used to assemble the reflected light data
into a 2D image of the examined chip. With such a system, she would
be able to use a scanning approach for fault injection, potentially an-
alyzing the whole chip within seconds. If she configures the setup to
repeatedly shoot the laser with high power while the chip is scanned
and simultaneously analyzes the device for changes, she will find all
fault-sensitive locations in a small amount of time.

To allow her to determine if she has actually injected a fault at a
certain location she has multiple options. The first is that changes
in the implementation she seeks to attack directly lead to observable
changes outside of the device. This might be a change in an output
pin state or in a ciphertext or plaintext that is output by the device.
If there is no such observable output available, she might be able to
add it. This can be achieved by eavesdropping on the transmission
of an unencrypted bitstream from an external memory to an FPGA,
reverse engineering the bitstream and adding an extra output to the
design by use of suitable tools [58]. If the bitstream is not available to
her, she can also profile the fault-sensitive locations for generic logic
primitives on a training device and later use photon emission analysis
to find such primitives on the target [80] and attack them.

As it seems that with such an approach fast automated detection of
fault-sensitive locations is feasible, an evaluation of the actual capabil-
ities of such an approach is needed. The first step of this assessment
would be the design of a suitable setup.

2.2.3 Automated Detection of Reconfiguration Attack Locations

In this section, a suitable setup for the automated mapping of fault-
sensitive locations will be developed and tested.

2.2.3.1 Hardware Setup

To implement the attack scenario outlined in Sect. 2.2.2, it is required
that the device is first reset and reconfigured, to ensure it is in a clean,
fault-free state. Afterward, the laser spot will be positioned on the
first location of interest and a high power shot will be triggered. Next,
the device will need to be analyzed for changes in its configuration
and the results saved. Finally, the beam will be moved to the next
location and the procedure will be repeated.
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The first step of resetting and reconfiguring the device can be done
in a very straightforward way, by simply power cycling the device.

For the second step, the laser beam needs to be positioned fairly
quickly, to be able to analyze an area of interest in a reasonable
amount of time. If the attacker has access to a failure analysis laser
scanning microscope (FA LSM), this is however already a given. FA
LSMs are designed to quickly scan a laser beam across a DUT while
simultaneously sampling either reflected light or device parameter
values. Since these systems use galvanometric mirrors with very lit-
tle inertia for beam control, their sampling and positioning speed can
be in the order of 512 by 512 locations in two seconds.

To examine the device for changes in the third step, the attacker
will use some form of analysis circuit. This might either be imple-
mented directly into the device, if the attacker is able to modify the
device programming, or might also be realized as an external circuit.
For capturing the device analysis result, the sampling inputs of the
already employed FA LSM can then be used.

An aspect which needs to be considered in this case is the point in
time at which the analysis of the DUT is performed. If the device is
analyzed during or directly after the laser shot, the DUT will still ex-
perience perturbations from the generated carriers, and these effects
will be apparent in the analysis result. However, the effects which
only stem from the generated carriers will be transient effects and
will be temporary. Thus, if the DUT is examined a long enough time
after laser irradiation has stopped, these transient effects will have
subsided. Accordingly, an analysis at this point will only show faults
which have been semi-permanently injected into the configuration
memory. As a result, by changing the delay between laser shot and
DUT analysis, an attacker will be able to choose if she only wants
to map semi-permanent or also transient faults. Therefore, this de-
lay should be implemented as an adjustable parameter in the setup.
Finally, a suitable setup should also be able to supply some basic
control signals to the DUT.

With these concepts in mind, it is relatively straightforward to de-
velop a suitable hardware setup, which is shown in Fig. 2.3. The
optical section of the setup consists of a Hamamatsu Phemos-1000
laser scanning microscope. A 20x/0.4NA Mitutoyo objective lens al-
lows for long distance navigation. For fault injection and short dis-
tance navigation, a 50x/0.76NA Hamamatsu objective is available. A
1064 nm laser (Hamamatsu C9215) is used for fault injection. The
laser can be operated in two modes: high power pulsed mode and
low power mode. For navigation, the low power mode can be used,
while the high power mode is solely used for fault injection. The low
power mode supplies a maximum laser power of 200 mW at the beam
source, while high power mode allows for 1 W of peak power with a
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Figure 2.3: Block diagram of the optical and electrical setup for fault-
sensitive location profiling. © 2015 IEEE. [79]

pulse duration of 200 ns. Adjustment of the laser power is possible
in 0.5% steps from 2% to 100%.

The electrical setup consists of two function generators, designated
“A” and “B” (Rigol DG4162 and Keithley 3390) and a digital storage
oscilloscope (LeCroy WaveMaster 8620A). A pixel clock output that is
synchronized with the scanning mirrors is provided by the Phemos.
This output serves as the primary trigger for the function generators.
Channel one of function generator A is then used to supply control
signals (such as clock) to the DUT, while channel two is used to trig-
ger the laser shot. Function generator B is used to control power to
the device, to allow for triggering of a power-on reset event and de-
vice configuration. The digital storage oscilloscope is used to monitor
the outputs of the DUT for testing and control, as well as acquire time
domain output waveforms.

The analysis of the DUT functions during fault injection is done
by connecting the DUT outputs to the pixel value sampling input of
the image acquisition hardware. Depending on the type of analysis
performed, different filters and circuits can also be inserted into this
signal path. Additionally, for experiments using continuous power, a
Toellner TOE8732 power supply is available.

In total, this concept delivers a flexible setup which can be used to
perform different types of automated fault mapping analyses.

2.2.3.2 Device Under Test

Altera MAX V CPLDs with part number 5M80ZT100C5N and 180 nm
technology size were selected as DUTs. The 100-pin TQFP package
option was chosen and an Ultratec ASAP-1 polishing machine was
used to bring the samples to 30 µm remaining silicon thickness. The
samples were then inversely soldered to a custom PCB and placed in
the Phemos, see Fig. 2.4. In these devices, the programmable logic
is arranged in logic array blocks (LABs), with each LAB containing
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Figure 2.4: The DUT and a custom carrier board are placed in the Phemos
laser scanning microscope. © 2015 IEEE. [79]
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Figure 2.5: Simplified structure of a single logic array block (LAB) with 10
logic elements (LEs) and routing interconnects. The intercon-
nects can be used to route signals to other LEs, LABs, and I/Os,
either directly or through additional “row and column” intercon-
nect structures. Figure based on [3].
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of the LE are fed into routing and interconnect structures. Figure
based on [3].
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500 µm

Figure 2.7: Backside reflectance image of the Altera MAX V 5M80ZT100C5N
CPLD. The framed area contains the programmable logic cells.
The grid corresponds to the placement of 4 by 6 LABs. Each
LAB contains 10 LEs (only shown for one LAB). © 2015 IEEE.
[79]

10 logic elements (LEs), see Fig. 2.5. The structure of an individual
LE can be seen in Fig. 2.6. Each LE contains a 4-input programmable
LUT for combinatorial logic functions. Additionally, each LE has a
dedicated register, which allows implementing sequential logic func-
tions as well. A laser scan image of the DUT with the LAB and LE
positions annotated can be seen in Fig. 2.7. Both the VCCINT and
VCCIO supply voltages of the device are powered with 1.8 V in all
experiments, which is within the nominal voltage rating.

2.2.3.3 Analysis Scenarios

To illustrate the usage of the setup, different analysis scenarios are
explained and tested on the selected DUT. The first case that is con-
sidered is the analysis of fault injection locations for the different bits
of the LUTs of the MAX V CPLD. In this case, it is assumed that
the attacker wants to profile the fault injection locations on a test de-
vice to gain knowledge for an attack on an actual target device of the
same type later. To allow for output of the relevant LUT bits, she will
implement some chosen logic function in a LUT for analysis and an
additional counter, see Fig. 2.8. The counter in this example will be
driven by the “clock in” signal of the setup, while the outputs of the
counter will be connected to the inputs of the LUT. In this way, ev-
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Figure 2.9: Signal flow during LUT bit fault injection analysis. © 2015 IEEE.
[79]

ery pulse on the clock input will advance the counter and cause the
next bit of the LUT to be present at the LUT output. By connecting
the LUT output to a DUT output pin the attacker will then be able
to bring the current value of a chosen LUT bit to the output pin, de-
pending on how many clock pulses she supplies to the clock input of
the DUT. To avoid influencing the counter circuit instead of the LUT
during fault injection, she will have to take care to implement the
LUT in an isolated region separated from the counter circuits. Using
a suitable signal flow, see Fig. 2.9, she will then be able to analyze all
fault locations for a chosen bit.

In this case, as soon as the pixel clock goes low, the DUT supply
voltage will momentarily be lowered, causing a power-on reset. After
this, the device is allowed enough time to perform configuration and
reach a stable operational state. Afterward, a high power laser shot
is triggered followed by an additional delay. After this, 1 to 16 clock
pulses are supplied to the clock input of the counter, see Fig. 2.9. The
number of clock cycles will then determine which bit value is present
at the output of the LUT, compare Fig. 2.8. The output value of the
LUT will then be sampled by the Phemos input, as soon as the pixel
clock goes high. This procedure will then be repeated for the next
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(a) LUT bit 11, normally low
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(b) LUT bit 15, normally high

Figure 2.10: Fault-sensitive location mapping results overlayed on a re-
flected light image of the DUT for an AND gate implemented
in a single LE. Red denotes a low-to-high fault, green a high-to-
low fault. Figure 2.10b shows transient faults in dark green and
semi-permanent faults in light green.

pixel. In this way, a map of the state of the selected LUT bit for every
tested location is obtained, and fault injection locations which change
this bit can easily be identified. By repeating the measurement with a
different number of clock pulses, all LUT bits can be analyzed in this
fashion.

As an example measurement, an AND logic gate implemented in
a single 4-input LUT is considered. In this case, there are 16 possible
input combinations, and therefore 16 bits in the LUT. To perform
the AND function, the value 0x8000 will be programmed into the
configuration memories of the LUT. For the counter, a four-bit-wide
variant is used. The results of the automated fault injection location
mapping can be seen in Fig. 2.10 and were acquired with 80% laser
power in 240 s. In these images, the fault mapping results have been
overlayed onto a reflected light image, to allow for better orientation.
Additionally, the normal state of the bit output has been faded out,
so that only changes in the output are visible as either red (high logic
level) or green (low logic level) spots.

In Fig. 2.10a it is evident that there are two locations which cause
bit 11 to be changed from zero to one. Analysis of the implementation
shows that these locations lie in the area of the LE in which the AND
function was implemented. All other locations can be seen to not
alter the bit. Therefore, using this analysis, two locations for altering
bit 11 of the LUT can be discovered. Note that in the case that the
attacker has no knowledge about the implementation location, this
method will also deliver the implementation’s LE position to her.

In Fig. 2.10b the same measurement is performed for bit 15. In this
case, there are two different types of fault injection locations visible:
areas where the output voltage is slightly below the high level (dark
green) and areas where it is at a clean low level of zero volts (light
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Figure 2.11: Normal and faulty configuration bits for a single LUT. The logic
function is changed from an AND for all four inputs to a buffer
for input D.

green). A detailed analysis in the time domain using the oscilloscope
shows that the dark green areas are transient faults while the light
green areas represent semi-permanent faults, i.e. LUT bit flips. The
semi-permanent fault injection locations again lie in the LE in which
the AND gate is implemented. Thus, two locations for manipulating
bit 15 of the LUT are revealed. However, as opposed to bit 11, there
are also transient faults visible in all other LEs, although these have
not been used in the implementation. This can be explained in the
following way: as bit 15 is normally one, the LUT output at the point
of sampling is usually high, i.e. close to the supply voltage. As dark
green areas represent a DUT output voltage slightly lower than the
high level, this indicates that if the laser is shot at these locations, the
output voltage of the DUT momentarily drops and does not recover
fully until the time of sampling. This might indicate that there is a
general structure in every LE that is sensitive to fault injection. How-
ever, this structure does not cause semi-permanent bit flips in the
LUT, but instead a transient drop in supply and/or output voltage.

Gaining information about fault-sensitive locations in this way al-
lows the attacker to proceed to analyze the effects on the logic func-
tion performed by the LUT in detail. For this, she can simply fire
a single laser shot into a sensitive region of interest. She can then
use the already mentioned counter and clock setup in combination
with the oscilloscope to analyze the change in all LUT bits and con-
sequently logic function. An example of such a measurement can be
seen in Fig. 2.11. Please note that the bits are given in zero-based num-
bering. Additionally, because of the implementation of the counter,
the output starts with the second bit (01) and wraps around after the
16th bit (15) to output the first bit (00).

In this case, the AND gate originally implemented by program-
ming the bits 0x8000 into the LUT has been changed into a buffer for
input D, equivalent to the bits 0xFF00. It is evident from this that a
single laser shot can change multiple bits of the LUT, a fact that also
could already be seen by comparing Fig. 2.10a and Fig. 2.10b. Us-
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Figure 2.12: A ring oscillator (RO) circuit utilizing five inverters and an
AND gate for enable control.

ing a setup like the one presented here, an attacker can easily profile
fault-sensitive locations and their exact impact on the logic functions
programmed into the device. This knowledge will then later allow
her to precisely manipulate the programming of the target device she
seeks to attack.

A second example of the usage of the setup for profiling concerns
a more complex logic circuit: a ring oscillator (RO) spanning mul-
tiple LEs. A ring oscillator is a construct which consists of an odd
number of inverters and an AND gate to enable or disable operation,
see Fig. 2.12. If we assume that the enable (“en”) input of the ring
oscillator is initially low, it follows that the output of the AND gate
is also low. Because of the odd number of inverters, it furthermore
follows that the signal is high at the output of the last inverter and
therefore also at the second input of the AND gate. This situation is
static as long as enable stays low. However, if enable is set to high,
the output of the AND gate will switch to high. This will also cause a
change in logic state of all the following inverters, which will propa-
gate through the inverter chain. When the signal has propagated, the
output of the inverter chain will now be low. Because of the feedback
line leading back to the AND gate, this will cause the AND output
to go low again. This change in state will then once more propagate
through the inverter chain and the whole process will repeat. As a
consequence, the output of the RO will oscillate with a certain fre-
quency.

It is assumed that this time the attacker is interested in simply find-
ing fault injection locations to disable the RO circuit. To test this
scenario, an RO was implemented using multiple LUTs which were
configured to act as five inverters. In this case, the attacker will out-
put the RO signal from the device and feed it through a low pass
filter before connecting it to the image acquisition input of the Phe-
mos. If the RO is running, this will then deliver a signal of half the
supply voltage. If the injected fault causes the ring oscillator to stop,
the low pass output will either be at ground or at the supply voltage.
Employing a similar triggering configuration as used for the LUT bit
analysis, the attacker can then acquire a map of all locations which
stop the RO, see Fig. 2.13.

For this measurement, 75.5% laser power and 240 s scan time have
been used. Again, the fault mapping results have been overlayed onto
a reflected light image. The normal state of the RO (running) has been
faded out and therefore only fault injection locations which cause the
RO to stop show up. In this case, red means the RO stops with its
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Figure 2.13: Fault-sensitive location mapping results overlayed on a re-
flected light image of the DUT for a multi-LE ring oscillator im-
plementation. Red denotes a stuck-at-one fault, green a stuck-
at-zero fault.

output high, while green means it stops with its output low. It can
be seen from this example that the attacker not only gains knowledge
about where to disable the RO but can also choose freely with which
output value it should stop. It can also be seen that the RO circuit
does not utilize LE5 and LE9. This is caused by the automated gener-
ation of the implementation by the synthesis software and shows that
the attacker can directly identify which LEs are relevant to her target
and which are not.

To conclude this section, it can be said that the presented setup
has been shown to allow an attacker to easily profile fault injection
locations and their precise influence in a short time span. However,
since the setup has so far only been used on simple example cases,
it is desirable to assess the potential of such an approach on actual
security implementations.

2.2.4 Reconfiguration Attacks Against PUFs

In this section, the automated fault injection analysis scenarios from
the previous section will be evaluated on proof-of-concept (POC) im-
plementations of different security primitives using physically un-
clonable functions (PUFs) [22, 54] to assess the potential of such at-
tacks. PUFs generate (virtually) unique outputs, so-called responses,
to a given set of input bits, known as challenges. Since they exploit de-
vice manufacturing variability to generate their outputs, they should
be hard to predict or clone. In a simplified way, this can be seen as
generating a “silicon fingerprint” unique for every device. This fea-
ture of PUFs can be used for different tasks such as random number
generation, authentication or key generation.

For assessing the feasibility of fault injection reconfiguration at-
tacks, two PUF implementations were chosen: an XOR arbiter PUF
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Figure 2.14: A basic arbiter PUF. © 2015 IEEE. [79]

and a ring oscillator (RO) PUF. For both, suitable POC implementa-
tions of the core elements were realized. In conjunction with the RO
PUF, attacks on RO true random number generators (TRNGs) are also
discussed.

2.2.4.1 XOR arbiter PUF

In an arbiter PUF, multiple path-selecting stages are interconnected
with each other, see Fig. 2.14. Each of these stages has two inputs,
two outputs, and a challenge input (“c”). The path that the two input
signals take through these stages is selected by the respective chal-
lenge input. For each stage, regardless of the state of the challenge
input, the propagation paths for both input signals are identical by de-
sign. However, due to manufacturing imperfections, they will have
a slightly different propagation delay. At the end of the last stage,
there is an arbiter element, which detects which signal arrives first,
and outputs a binary response accordingly on its “r” output.

To evaluate the response of the PUF, the challenge bits are applied,
and shortly after the enable (“en”) input is set high. The enable signal
now travels simultaneously on both paths through the arbiter PUF.
As both paths are identical by design, there is a race condition for
the arrival of the two signals. However, due to the manufacturing
imperfections, one signal will arrive first and generate a zero or one
response accordingly. Which signal path is faster will depend on the
partial paths selected by the challenge bits. As the variations in prop-
agation delay of the different elements are assumed to be random, a
different response will be generated for every challenge. If the vari-
ations in propagation delay are random, it also immediately follows
that the same implementation, run on a different device, will gener-
ate different responses to the applied challenges. A PUF like this can
thus be used to authenticate a device [19]. In the naive case, while
still at the factory, the PUF is exercised with a number of challenges
and its responses are saved into a database. If the device is to be
authenticated in the field, a challenge or a number of challenges is
sent to the device and its response is compared to the one saved in
the database.

For a straightforward implementation of an arbiter PUF on a CPLD,
each stage could be built using two digital multiplexers. However,
as these multiplexers would be realized by individual LUTs, routing
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Figure 2.15: Switchable LUT propagation path structure based on [44] (left)
and equivalent inverter representation (right). The challenge
input can be seen as a select switch for the internal propagation
path of the inverter.

constraints for the LUT-to-LUT connections would lead to delay im-
balances for the two propagation paths. To address this problem, an
approach based on [44] is used in this work.

The basic building block for this approach is an inverter-equivalent
structure, whose internal propagation path is switchable, see Fig. 2.15.
This structure is explained here with a 3-input LUT as an example, al-
though it can be implemented on any kind of LUT. The LUT input A
constitutes the input of the inverter, while all other LUT inputs are
connected to the challenge bit, and the SRAM cells of the LUT are
set to 0b01010101. The output of the inverter is simply the output
of the LUT. If the state of the input signal is changed, all multiplex-
ers of the first stage will change their output to the inverted state
accordingly. This change in output will then either travel along the
thick dashed or the thick solid path, depending on the challenge bit.
Therefore, the challenge bit decides through which elements the sig-
nal will propagate. This structure can thus be seen as an inverter
whose internal propagation path can be switched using the challenge
input, see Fig. 2.15. Note that it is possible to switch between more
than two paths in the LUT, by connecting all inputs other than A to
individual challenge bits. This is also the case for the original im-
plementation presented in [44]. However, an implementation with a
single challenge bit input is used here for simplicity.

Using this inverter structure, it is now possible to implement an
arbiter PUF suitable for a CPLD, see Fig. 2.16. In this case, there are
two inverter chains consisting of an even number of inverters con-
nected to the data (“D”) and clock (“CLK”) inputs of a D flip-flop.
Each inverter is realized using the structure of Fig. 2.15. Before exer-
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Figure 2.16: An arbiter PUF CPLD implementation. © 2015 IEEE. [79]

cising the PUF, the “en” input is at logic low level. The challenge bits
are then applied to select the path elements to be compared. After-
ward, the PUF is enabled with the “en” input. The signal now travels
down the two inverter chains and arrives at the D flip-flop. If the top
inverter chain is faster, the data input will be high when the rising
clock edge arrives, and thus the “r” output of the flip-flop will also
be high. If the lower inverter chain is faster, data will be low at the
rising clock edge and r will therefore also be low. Thus, this structure
implements the function of an arbiter PUF. It should also be noted
that an implementation like this assures that if the propagation path
delays inside the LUT are different by design (Dashed versus solid
path in Fig. 2.15.), this does not have negative effects on the PUF, as
it always compares the same LUT signal path in the inverters of the
top and bottom inverter chain.

Unfortunately, simple arbiter structures like this have been shown
to be vulnerable to machine learning (ML) attacks [21, 37]. Using ML
attacks, the behavior of a PUF can be learned and modeled, by analyz-
ing the challenges and responses of the PUF, the so-called challenge-
response-pairs (CRPs). As a consequence, the responses of the PUF
can be predicted and the PUF thus cloned in software. To combat
these kinds of attacks, the concept of non-linear XOR arbiter PUFs
has been introduced, impairing the effectiveness of pure ML attacks
[75]. Such an XOR arbiter PUF consists of multiple ordinary arbiter
PUF chains whose responses are fed into an XOR gate to derive the
final response. An implementation of such a PUF based on the previ-
ously introduced structures can be seen in Fig. 2.17.

Although there are effective ML attacks against XOR arbiter PUFs
with a small number of arbiter chains, large XOR arbiter PUFs can
still be considered secure against them [64, 65]. Yet, if the poten-
tial of reconfiguration attacks to alter logic gates as demonstrated in
Sect. 2.2.3 is taken into account, there is an obvious way to attack
them: by disabling the inverters highlighted in Fig. 2.17. Using this
approach, the clock input of the D flip-flop of the targeted arbiter
chains will not receive a clock signal, and thus, all flip-flops except
for the top one will always output a zero into the XOR gate. Con-
sequently, the output of the PUF will be identical to the output of
the first arbiter chain and this chain can now be learned individually.
After learning the first arbiter chain, the attacker can then proceed to
reset the device to restore it to normal operation and then learn the
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Figure 2.17: A CPLD implementation of an XOR arbiter PUF. The high-
lighted inverters are potential reconfiguration attack locations.
© 2015 IEEE. [79]

second arbiter chain using the same approach. When she has man-
aged to learn all individual arbiter chains this way, the combination
of their outputs through an XOR function is trivial.

A detailed mathematical analysis in [79] shows the advantage of
such an approach. To learn an XOR arbiter PUF with a maximum
variation of delay values of M, n inverter stages and k parallel arbiter
chains with an accuracy level of ε and a confidence level of δ, in the
case of a combined ML and reconfiguration attack, the maximum
number of needed CRPs is:

N = O


1 +
2
ε

ln(1/δ)


knM2 +
2k
ε

n2M4


For an attack based solely on ML, the maximum number of CRPs is:

NXOR = O


1 +
2
ε

ln(1/δ)


nk M2k +
2
ε

n2k M4k


It can thus be seen that the combined ML and reconfiguration at-
tack will allow the XOR arbiter PUF to be learned with a significantly
smaller number of CRPs for a large number of parallel chains (k), as
opposed to the conventional approach.

To prove the feasibility of such an attack, one needs to prove that
reconfiguration attacks are actually capable of selectively disabling
the targeted inverter chain, while not affecting the rest of the imple-
mented circuitry. It should be noted that for this attack to work, it is
irrelevant which specific inverter in the chain is targeted, and what
specific logic function it performs after the fault injection. As long as
the attacker is able to change any inverter of the chain to any logic
function which does not propagate the signal, her attack will be suc-
cessful.
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Figure 2.18: Selective deactivation of an inverter chain in the proof-of-
concept implementation.

To demonstrate that such a modification is possible using the au-
tomated fault mapping approach, two inverter chains using the dis-
cussed implementations were realized on the Altera MAX V DUT
already described in Sect. 2.2.3. Each chain consisted of eight invert-
ers. As the DUT contains 4-input LUTs, the fourth (“D”) input was
additionally shorted with inputs B, C, and the challenge bit input,
compare Fig. 2.15. The inputs of the inverter chains were then con-
nected to function generator A of the setup, which supplied a 50%
duty cycle 1 kHz square wave. The outputs of the inverter chains
were then routed to pins of the device and monitored using the os-
cilloscope, compare Fig. 2.3. Using knowledge about fault-sensitive
locations from a mapping approach similar to the one demonstrated
in Fig. 2.10, it was then straightforward to inject faults into the LEs of
the targeted inverter chain, causing its deactivation. For this, continu-
ous power was supplied using the Toellner power supply with 1.8 V
supply voltage and an 18 mA current limit, while the laser power
was set to 75.5%. The results of the fault injection can be seen in
Fig. 2.18. It is evident that inverter chain 2 is immediately deacti-
vated when the laser is shot at 0 ms, while inverter chain 1 continues
to propagate the input signal. Therefore, it is proven that it is possi-
ble to selectively deactivate a single inverter chain, which makes the
described attack against the XOR arbiter PUF feasible. It should be
noted that inverter chain 2 changes its logic state about 7.5 ms after
the actual fault injection. A detailed analysis of this phenomenon and
its underlying mechanisms will be given in Sect. 2.2.5. Nevertheless,
this does not hinder the discussed attack, as the measurements have
shown that inverter chain 2 will indeed stay inactive after this final
logic level change until the device is reset. As a typical scan for the
automated mapping for profiling the fault-sensitive locations for this
attack takes only 240 seconds, this demonstrates the potential of fault
injection reconfiguration attacks carried out using this approach.



24 fault injection attacks

n-
to

-2
M

U
X

en

en

en

en

challenge

counter 1

counter 2

? r

Figure 2.19: A ring oscillator (RO) PUF. The highlighted inverters are poten-
tial reconfiguration attack locations. © 2015 IEEE. [79]

2.2.4.2 RO PUF and RO TRNG

The second PUF that was considered for assessing the feasibility of
fault injection reconfiguration attacks was a ring oscillator (RO) PUF
[75]. Similarly to the arbiter PUF, the RO PUF also exploits intrinsic
timing differences of circuit elements of the implementation device.
However, instead of a race condition between two propagating sig-
nals, the RO PUF uses the frequencies of ring oscillators. An exam-
ple of an RO PUF consisting of four ring oscillators can be seen in
Fig. 2.19. On the left-hand side of this figure, four identical ring os-
cillator circuits are visible. As already discussed in Sect. 2.2.3.3, the
outputs of the ring oscillators will change their state periodically, due
to the feedback from the final inverter into the AND gate. The fre-
quency of each RO will depend on the round trip propagation delay
of the logic gates which make up the RO. Even though the elements of
all ROs are designed identically, there will be small process variations,
which cause each RO to run at a slightly different frequency. As these
variations are expected to be random, the frequencies of the individ-
ual ROs can be expected to be characteristic for each manufactured
device. To now evaluate these characteristics, the complete PUF also
contains an n-to-two-multiplexer, two counters, and a comparison el-
ement, in addition to the already mentioned ROs, see Fig. 2.19. To
generate the characteristic PUF response, the challenge bits applied
to the multiplexer first cause the selection of two ROs for comparison.
Through this, the selected ROs are connected to counter one and two
respectively and are then enabled. After a certain amount of time has
passed, the ROs are disabled and the values of the two counters are
compared. Depending on which RO frequency was higher, counter
one or counter two will have a higher value, and the result of the
comparison is output accordingly. This bit then constitutes the PUF’s
response to the applied challenge bits.

A security primitive similar to the RO PUF is the RO true random
number generator (TRNG) shown in Fig. 2.20. In this case, the output
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Figure 2.20: A ring-oscillator-based true random number generator. The out-
put r is sampled regularly to generate a random stream of bits
[76]. The highlighted inverters are potential reconfiguration at-
tack locations.

of multiple ROs is combined by an XOR and sampled periodically to
generate random bits [76].

A relevant metric for both circuits is the entropy of their output,
which is important if they are used as the basis for cryptographic
functions. If an attacker wants to selectively lower the entropy of one
of these two circuits, she can do so via reconfiguration attacks. For
the PUF, if she disables one of the inverters highlighted in Fig. 2.19,
the corresponding RO will become inactive, i.e. have a frequency
of zero. If multiple ROs are disabled, this will lower the entropy of
the generated PUF response. To be precise, as discussed in [79], the
entropy of the attacked PUF will be log2((N − i)!), with N being the
original number of ROs and i the number of disabled ROs. In the
case of the TRNG, the attacker can choose to only lower the entropy,
or take an even more dramatic approach. If she disables all but one
or even all of the ROs, this will make the output periodic or static
respectively, allowing her to predict the output of the TRNG.

To prove that manipulation and selective RO deactivation is actu-
ally possible using the automated fault injection location mapping
approach, three ROs were implemented in the MAX V DUT. The ROs
consist of five inverters, of which each is implemented in a single
LUT. The RO outputs were again routed to pins of the device and the
RO activity could thus be monitored using the oscilloscope. The map-
ping and attack processes already described in Sect. 2.2.3 were then
carried out and a shot was fired at the sensitive locations for the first
RO with a laser power of 75.5%. Again, for this final fault injection,
the DUT was supplied using continuous 1.8 V supply voltage and an
18 mA current limit.

Fig. 2.21a shows the effect of this shot on all ROs. It is evident that
the first RO is disabled, while the other two ROs continue their oper-
ation. After this successful fault injection, the motorized DUT stage
of the Phemos was used to navigate to the next RO. During naviga-
tion, the laser power was set to a level that just barely allowed a live
image with the LSM to be acquired. This was done to not induce un-
intentional faults into the surrounding circuitry. After arrival at the
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(b) Second shot, targeting RO 2

Figure 2.21: Selective deactivation of ring oscillators in the proof-of-concept
implementation.

second RO location, a second shot was fired. Fig. 2.21b shows that
this successfully disables the second RO, while the third RO still oscil-
lates. This proves that selective deactivation of ROs is possible using
the automated mapping approach and therefore makes the discussed
attacks against RO PUFs and RO TRNGs feasible. Performing the
needed fault injection location mapping merely required 240 s of ac-
quisition time per scan, allowing to map the sensitive locations of all
ROs in a few minutes. It should be noted that while the actual laser
shot is fired at 0 ms, the targeted ROs do not stop their operation until
approx. 6.5 ms afterward. Additionally, there seems to be some influ-
ence on the output voltage of the ROs which are not targeted as well.
A detailed discussion of this phenomenon will be given in Sect. 2.2.5.
Nevertheless, the discussed attack can be considered successful.

2.2.5 Analysis of Fault Mechanism

This section will present a more in-depth analysis of the mechanisms
involved in the fault injection in this particular device. As was already
mentioned in Sect. 2.2.4, deactivation of the targeted logic sometimes
happens several milliseconds after the actual laser shot, compare
Fig. 2.21. Additionally, even if the logic is deactivated instantly, there
might be logic changes several milliseconds later, compare Fig. 2.18.
As the laser pulse duration is only 200 ns, it seems improbable that
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Figure 2.22: Comparison of the inverter chain outputs and the power supply
voltage during a reconfiguration attack on inverter chain 2.

the changes are caused by the injected photocurrent alone, but are in-
stead a result of a more complicated mechanism. To investigate this,
the experimental data of Sect. 2.2.4 was revisited.

During this, it first stood out that the power supply voltage seems
to be influenced by the fault injection, although with a considerable
delay. Fig. 2.22 shows an example of this behavior, where fault injec-
tion into an inverter chain was performed. After the fault injection,
which immediately disables inverter chain 2 at 0 ms, the supply volt-
age stays constant for about 6 ms and then drops with what looks like
a capacitor discharge curve. As soon as the voltage has reached 1.44 V
at 7.6 ms, inverter chain 2 changes its logic state, and the supply volt-
age starts to rise linearly. It then slightly overshoots the set voltage
of 1.8 V to 1.9 V, goes down linearly to 1.73 V and afterward jumps
directly to 1.8 V. After this, the power supply behaves normally.

Apart from this behavior, it can also be found that the output volt-
ages of the device acquire an offset with regard to the supply voltage.
For example, the output voltage of inverter chain 1 can be seen to
immediately drop from 1.8 V to 1.67 V at 0 ms in Fig. 2.22. Interest-
ingly, the low-level output voltages also acquire an offset, although it
is smaller and can hardly be seen in the figure. In the case of inverter
chain 1, the low-level voltage changes from 0 mV to 28 mV at 0 ms.
When the power supply voltage starts to drop at about 6 ms, both of
these offsets can be seen to be decreasing with regard to the power
supply voltage. This is visible for the high-level voltage of inverter
chain 1 in Fig. 2.22. A detailed analysis of the data shows that at the
point where inverter chain 2 changes its logic state at 7.6 ms, these
offsets immediately disappear.

In the case of the attack on the ring oscillators, the same behavior of
the power supply and device output voltages can be observed. Addi-
tionally, all ROs decrease their frequency immediately after the laser
shot. Fig. 2.23 shows this for the targeted RO 1 as well as for RO 2
and RO 3. While RO 1 will stop its operation after 6.5 ms, RO 2 and
RO 3 will continue their operation normally after the disturbances
caused by the fault injection. It should be noted that RO 2 and RO 3
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Figure 2.23: Detailed view of the activity of all ring oscillators at the moment
of fault injection.
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Figure 2.24: Schematic of the model employed for fault mechanism analysis.

are implemented at different physical locations inside the device and
should therefore not receive any laser radiation.

A possible explanation of this behavior is that the laser shot creates
a short circuit of some sort. This is suggested by the drop in supply
voltage after 6.5 ms and especially the immediate creation of offsets in
device output low-level and high-level voltages. If we assume that the
power supply wiring has some parasitic resistance on ground as well
as on the supply line, an increased current in the device will cause
offset voltages to be generated on both lines. As the power supply is
located outside of the microscope, and there are about three meters
of wiring and several connectors required to connect the DUT, this
seems to be a reasonable assumption.

To determine if a short circuit can explain the observed behavior,
a corresponding model was developed. Taking the particular exper-
iment setup into account, this leads to the equivalent circuit shown
in Fig. 2.24. Here, the cable resistance is modeled by RP1/RP2 and
the digital output (OUT) of the device is represented by a CMOS in-
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verter. The voltages UPS and UOUT represent the supply and output
voltages as measured during the experiments, while UDUT represents
the internal device supply voltage. The short circuit itself is modeled
by switch SSC and the equivalent short circuit resistance RSC.

When the short circuit is activated, the current I flows from VCCPS
through the parasitic resistance RP1, into the short circuit and finally
back via RP2 to GNDPS. Because of the current, there will be a voltage
drop across both RP1 and RP2 according to Ohm’s law, effectively
lowering the device’s internal supply voltage UDUT, as

UDUT = UPS − I · RP1 − I · RP2. (2.1)

This can explain the reduced RO frequencies after the laser shot, as
previous experiments have shown that a lower internal supply volt-
age causes the ROs to slow down. As the power supply voltage UPS is
measured directly at the supply, no change would be observed in the
measurements at this point in time, although the internal supply and
ground levels of the device would have changed. This agrees with
the behavior seen during the experiments at 0 ms. However, with
this model, the output voltage UOUT of the device would reflect the
changed internal levels. If the digital output OUT is low, the output
inverter directly connects OUT to GNDDUT. Therefore, UOUT will
effectively measure the voltage drop across RP2, as

UOUTLow = I · RP2. (2.2)

If the output is high, OUT is connected to VCCDUT and will acquire
an offset equal to the voltage drop across RP1 as

UOUTHigh = UPS − I · RP1. (2.3)

In both cases, the offsets would appear at the output as soon as a
short circuit causes an increased supply current. This agrees well
with the behavior seen during the experiments.

The short circuit based model is also able to explain the lowering of
the supply voltage at about 6 ms. This can be simply interpreted as an
attempt of the overcurrent protection of the power supply to reduce
the current. As the supply voltage drops, the model would predict
the current through the short circuit to decrease. As a consequence,
the voltage drops across the parasitic resistors RP1 and RP2 will be
lowered. This would lead to decreased offsets for UOUT during the
lowering of the voltage, see Eq. 2.2 and 2.3, which is exactly what can
be observed in the experiment, see Fig. 2.22. The disappearance of
the offsets at 7.6 ms would then suggest that here the short circuit
condition is somehow resolved. This agrees well with the fact that
the power supply starts to increase the voltage again at this point, see
Fig. 2.22.

Therefore, the behavior seen during the experiments can be ex-
plained by this short circuit based model. There are two probable
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mechanisms to explain the creation of such a short circuit: a sim-
ple latch-up and a short circuit caused by faulty configuration data.
In the first case, the injected photocarriers activate a thyristor-like
parasitic structure and a low resistance path between VCCDUT and
GNDDUT is created. In the second case, faults accidentally injected
into adjacent configuration memory cells could create a connection
between a high-level signal and a low-level signal through routing re-
sources. This would also create a low-resistance connection between
VCCDUT and GNDDUT. Usually, the synthesis software generating
the configuration data for programmable logic devices takes care of
preventing such connections during the design phase. However, they
are still possible at the hardware level and are known to be generated
by faulty configuration data [1].

Both these causes can explain why the short circuit is resolved
when the voltage drops to 1.44 V at 7.6 ms. In the first case, if a
latch-up was the cause, at this point the current might be decreased
below the hold current needed to sustain the latch-up condition. In
the second case, it can be assumed that the low supply voltage of
1.44 V causes additional SRAM cells to flip until the short circuit is
resolved because of routing or logic changes. An indication that this
might be the case is that the device datasheet [3] states: “If there is a
VCCINT voltage sag below 1.4 V during user mode, the functionality
of the device is not guaranteed [...].” This suggests that 1.4 V is the
voltage at which the SRAM cells of the configuration memory fail.

Of these two explanations, the one involving SRAM bit flips seems
more probable. Firstly, latch-ups can often only be resolved by re-
moving power completely and are additionally often destructive. Sec-
ondly, modern CMOS devices have been designed to be robust against
latch-ups caused by, for example, ionizing radiation. Furthermore,
the minimum allowed voltage for the configuration memory and the
voltage at which the resolving of the short circuit occurs match very
closely. Additionally, the latch-up based model is not able to explain
the output state change occurring in the inverter chain at exactly the
point when the short circuit is resolved. The stopping of the ROs
6.5 ms after the actual laser shot can also only be explained by addi-
tional SRAM cells flipping because of the low supply voltage. In total,
SRAM bit flips in the routing or logic configuration memory seem to
be the more probable explanation for the creation and resolving of
the short circuit condition. Consequently, this hypothesis is assumed
through the rest of this section.

What remains to be explained is the characteristic shape of the
power supply voltage curve during and after the short circuit con-
dition. In particular, it needs to be determined if it is caused by the
power supply overcurrent protection circuitry alone or if there are
some other effects in the DUT which need to be accounted for. To
determine this, a resistive load was applied to the power supply and
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Figure 2.25: Power supply overcurrent behavior with a 17.5 Ω load, a set
voltage of 1.8 V and 18 mA current limit. The load is enabled
and disabled using a BUZ11 n-channel power MOSFET.

the resulting voltage curve was measured. To enable and disable the
load, a BUZ11 n-channel power MOSFET was used. The results of
this measurement can be seen in Fig. 2.25. For this, the supply was
set to 1.8 V and 18 mA current limit, as in the fault injection exper-
iments. The gate of the MOSFET was driven with 10 V for 6.5 ms.
A load resistance of 17.5 Ω was empirically determined to give a be-
havior which most closely resembles the one seen in the experiments,
compare Fig. 2.22. It is evident that the power supply requires 5 ms
to show any reaction at all. After this, it starts the process of lowering
the voltage, during which the short circuit is removed by disabling
the MOSFET gate. The behavior seen previously of overshooting and
settling to the set voltage is then also observed. Therefore, the char-
acteristic shape of the power supply voltage curve in the experiments
can be concluded to be caused solely by the overcurrent protection
circuitry.

In view of this, the current model of the fault mechanism can be
summed up as follows: when the laser is shot, it immediately causes
some configuration memory cells to flip. This then creates a short cir-
cuit through a faulty routing configuration. In the case of the inverter
chain, LUT bits seem to be affected as well, as the inverter chain is
disabled immediately. In the case of the ROs, there seems to be no
change in LUT bits at this point, as the ROs continue their operation.
The power supply then reacts to the overcurrent condition caused by
the short circuit by lowering the voltage. When the minimum data
retention voltage (DRV) of the SRAM configuration memory cells is
reached, additional configuration changes occur. These resolve the
short circuit caused by the faulty routing through additional random
routing changes. Furthermore, changes in the LUT bit memory cells
then cause logic state changes in the case of the inverter chain, see
Fig. 2.22, and disabling of RO 1 in the case of the ring oscillators, see
Fig. 2.21a. The power supply then starts to recover from the overcur-
rent condition by increasing the voltage back to nominal levels and
normal operation continues.
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This model is able to explain the observed behavior well, although
there remains one open question: if the voltage drops low enough
for the SRAM configuration memory cells to fail, why is only the
targeted structure affected? A global lowering of the voltage below
the SRAM data retention voltage would suggest that changes could
occur anywhere. However, as demonstrated in the previous sections,
it is always the targeted structure that is altered, while the other im-
plemented structures continue to operate. A possible explanation for
this is a dependency of the DRV on temperature. As the short cir-
cuit will be created in the proximity of the laser spot, the device will
heat up in this area because of the current. If the voltage at which the
SRAM fails is higher for higher temperatures, the cells in the targeted
area would fail first. As a result, the secondary faults caused by the
low voltage would only be generated in the targeted area. Indeed, ex-
perimental results in [61] show an increase in DRV of about 8% when
the temperature is raised from 27 °C to 100 °C in a 130 nm SRAM
device, supporting this theory. However, other so far unrecognized
effects which might still be lingering several milliseconds after the
actual laser shot cannot be excluded as the cause without further ex-
periments. In the future, a measurement of DRV over temperature for
the MAX V DUT could bring additional hints regarding this aspect
of the fault mechanism. However, due to the external inaccessibility
of the configuration memory cells, these could only be performed
indirectly via operational tests of a given implemented design.

2.3 chapter conclusion

This chapter has first outlined the potential of reconfiguration attacks
using laser fault injection (LFI) on programmable logic devices (PLDs)
and has then developed a suitable setup for the evaluation of such
attacks. The development was carried out under the assumption
that the attacker has access to an infrared laser scanning microscope
(LSM). The setup presented is able to detect suitable fault injection
locations in a fully automated way. The functionality of the setup
was demonstrated by using it to profile the locations for reconfigu-
ration attacks on simple logic gates and circuits, such as AND gates
and ring-oscillators (ROs). The capabilities of the setup were then
taken into account during the development of reconfiguration attack
scenarios against physically unclonable functions (PUFs). Said attack
scenarios were then carried out against proof-of-concept implemen-
tations, demonstrating attack feasibility against XOR arbiter PUFs,
RO PUFs and RO true random number generators (TRNGs). It was
shown that the automated mapping approach used can acquire the
information needed for successful LFI attacks in a time span in the
order of minutes. This demonstrates that the attack potential when
the attacker has access to a suitable LSM is high.
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Furthermore, a detailed analysis of the underlying fault mechanism
was performed. This led to a suitable model being developed which
agrees well with the observed behavior. It was shown that the sim-
ple single-bit-flip model usually associated with LFI does not hold
for the experiments performed on this particular device. Instead, it
seems that primary faults in routing lead to a short circuit condition,
which causes additional faults because of an insufficient supply volt-
age during the short circuit. These secondary faults however only
appear in the targeted area, presumably due to the influence of local-
ized heating caused by the short circuit. A thermal increase of config-
uration memory data retention voltage (DRV) was determined to be
the most probable cause for this behavior. However, to fully exclude
other causes, additional measurements would need to be performed
in future work.





3
S T I M U L AT I O N AT TA C K S

Laser stimulation is commonly used in failure analysis and is a ma-
ture technique for isolating faults. Laser stimulation uses laser radia-
tion to influence device parameters and usually monitors the changed
properties indirectly, for example via the current consumption. Anal-
ysis of the spatial stimulation response map then yields information
about the fault cause and location.

However, in a security context, the same information can be used
by an attacker to extract data or secrets from the device. In contrast to
the fault injection approach discussed in Chapter 2, such attacks do
not disrupt normal device operation and do not cause data changes.
Therefore, they are much harder to detect.

This chapter will assess the attack potential of stimulation attacks
under the assumption that the attacker has access to a standard fail-
ure analysis microscope. In particular, the extraction of memory con-
tents from static random-access memory (SRAM) and key memory
will be evaluated. Some of the results and figures are published or
are pending publication in [34, 42].

3.1 laser stimulation techniques

In failure analysis (FA), a number of techniques have been developed
which use laser radiation to influence the device under test (DUT).
These are referred to as laser stimulation (LS) techniques and mea-
sure changes in device parameters in response to the incident laser
radiation. This is usually performed by scanning a region of inter-
est with a laser beam and monitoring the device parameters, see e.g.
Fig. 3.1. As the stimulated area of the DUT behaves differently when
it is affected by faults, this allows FA engineers to isolate the fault
cause.

VCC (+)

GND ()

DUT

Laser

Current
Amplifier

PC

+-
Supply

Figure 3.1: Supply current monitoring laser stimulation setup. Depending
on the laser wavelength, thermal or photoelectric stimulation can
be applied. Figure based on [6]. [42]
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monitored
parameter

stimulation effect

photocarriers thermal

(PLS) (TLS)

current
OBIC OBIRCH

optical beam optical beam induced

induced current resistance change

voltage
LIVA TIVA

laser induced thermally induced

voltage alteration voltage alteration

operating
parameters
(pass/fail)

LADA SDL

laser assisted soft defect

defect localization localization

Table 3.1: Comparison of common laser stimulation techniques used in fail-
ure analysis.

The stimulation effect employed depends on the laser wavelength.
If the photon energy is larger than the silicon bandgap, photocarriers
will be generated in the semiconductor. This is referred to as pho-
toelectric laser stimulation (PLS). If the energy is smaller, the effect
of the stimulation is mainly localized heating. This is referred to as
thermal laser stimulation (TLS). Both the photocarriers as well as the
heating then influence the parameters of the device.

The monitored parameters are often simply voltage or current at a
specific device pin. However, more complex monitoring such as the
pass/fail result of tests performed on the device is also used. As this
chapter will focus on current monitoring techniques, voltage and op-
erating parameter monitoring techniques will not be discussed here.
However, more information about them can be found in [12–14, 63].
For reference, some common laser stimulation techniques are given
in Tab. 3.1, grouped by the stimulation effect as well as the monitored
parameter.

A simplified example of a supply current monitoring laser stimula-
tion setup is given in Fig. 3.1. In this setup, the device is biased with
a specific supply voltage and the current between the supply pins is
monitored via a current preamplifier. The exposed silicon backside is
then scanned by a laser beam which penetrates the silicon and stim-
ulates the structures inside the device. A PC simultaneously samples
the current preamplifier output and plots it as a 2D map of the de-
vice’s response to the stimulation. By choosing a suitable wavelength,
either thermal or photoelectric stimulation can be applied.
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An example of a current monitoring TLS technique is optical beam
induced resistance change (OBIRCH), which can be used to localize
shorts in a device. For this, the device is biased with a small voltage
and the current flowing is monitored. When the thermal stimulation
heats up a part of the device, its resistance will change due to the
temperature change. If that area is carrying a significant part of the
short-circuit current, this will change the overall current and can be
detected. As the current change is often most pronounced at the
cause of the short, it can easily be localized.

A current monitoring PLS example is the use of optical beam in-
duced current (OBIC) to detect faulty connections at p-n junctions.
Here, the device supply pins are biased at zero volts and the current
is monitored. In this case, every p-n junction connected between the
supply pins will effectively act as a photodiode when stimulated by
photocarriers. That is, every connected p-n junction will be detectable
by a current generated on the supply pins. A faulty connection to one
of the p-n junctions will then manifest itself in the absence of such a
current.

These and similar techniques have in the past mainly been used to
localize defects. However, the authors of [67, 73] demonstrated that
photoelectric LS using visible 639 nm/650 nm laser radiation is able
to extract data from SRAM and analyze its operation. Yet, as this tech-
nique was applied on large technologies (e.g. 900 nm) through the
frontside, it is unfeasible on modern devices, as these absorb or reflect
the entering light in the numerous frontside metal layers. Neverthe-
less, more recent publications have demonstrated that when applying
thermal LS through the device backside, the stimulation response of
the SRAM is data dependent [9, 49]. Although these works discussed
the possibility of data extraction, they did not interpret the resulting
response patterns apart from single bits and did not demonstrate ac-
tual data recovery, especially not on a full memory scale. However, as
such data recovery would pose the risk of extraction of key data and
other secrets from the memory of ICs, an assessment of the feasibility
of memory extraction using these techniques is desirable.

3.2 thermal laser stimulation of sram memory

This section aims at giving the necessary background information
on SRAM TLS and presenting a suitable setup for the full memory
analysis attempted in later sections. The basic principles of thermal
SRAM stimulation will first be reviewed and then a suitable setup
for TLS memory analysis will be presented. Finally, exemplary TLS
responses will be discussed to illustrate the data dependency of the
stimulation response.
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Figure 3.2: Seebeck voltage generation in a MOSFET transistor. Figure based
on [9]. [42]

3.2.1 Principle

To illustrate the data dependency of TLS data from SRAM memory
cells, it is first necessary to understand the behavior of a single MOS-
FET transistor under stimulation, which is shown in Fig. 3.2. In this
case, the drain of the transistor is heated by the laser beam, creating
a temperature gradient, which in turn causes a diffusion of carriers
[23, 52]. As discussed in detail in [9, 49], this effectively leads to the
generation of a voltage source between the drain’s metal contact and
the channel of the MOSFET, which is also referred to as a “Seebeck
generator”. If the transistor is on (low-ohmic channel), this Seebeck
generator is basically connected between source and drain. If it is
off (high-ohmic channel) one terminal of the Seebeck generator is
effectively floating. A corresponding situation occurs if the source
is stimulated. However, the voltage generated between source and
drain will have an opposite sign, due to the changed orientation of
the temperature gradient [49]. Due to the doping, the sign will also
change for p- or n-type MOSFETs.

Therefore, it can be seen that the Seebeck generator can only act on
devices connected to source or drain if there is a low-ohmic channel.
Furthermore, the sign of the voltage will change depending on which
side of the MOSFET is stimulated. The sign will also change with the
type (PMOS/NMOS).

With these principles in mind, it is now possible to analyze the
data dependence of the TLS response of a single SRAM cell. Fig. 3.3
shows a schematic of the basic memory element of a typical SRAM
cell consisting of two cross-coupled inverters. For simplicity, the con-
nections and transistors for read/write access have been omitted. It
can be seen that this circuit will keep one of two states due to the
cross-coupling. If, as shown in the schematic, the N1 NMOS tran-
sistor is on, it will pull the gates of the right-hand side transistors
(P2 and N2) low. This will turn the P2 PMOS transistor on and the
N2 NMOS transistor off, which pulls the gates of the left-hand side
transistors (P1 and N1) to high level. This will keep P1 off and N1
on, thus keeping the cell’s state stable. It is evident that by applying
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Figure 3.3: SRAM cell under thermal stimulation and expected simplified
TLS response map under the assumption of transistor size ≈
beam diameter. Figure based on [9].

suitable voltages to the gates of the transistors, the cell can be flipped
into its inverted state. In this case, P1 and N2 would be on and the
cell’s state would be kept stable by the same mechanism. These two
states can then be used to store either a “1” or a “0” bit in the SRAM
cell. Furthermore, for ideal transistors, there would be no current
draw between VCC and GND when the cell is stable.

However, if thermal stimulation is applied to the cell shown in
Fig. 3.3, Seebeck voltages will be generated at the transistors. The ab-
solute voltage generated at the respective transistor is denoted here as
USeebeck. Following the previous reasoning, for high-ohmic transistors
the Seebeck generators will have no chance to act upon the circuit, as
they are floating. However, the voltages generated at N1 and P2 can.
For example, a stimulation at the highlighted drain of P2 will cause
the voltage at its drain to decrease to UVCC − USeebeck. This will then
act upon the gate of P1 (red arrow), causing a slight decrease of its
resistance via exponential sub-threshold operation. As N1 is already
on, this will lead to a leakage current between VCC and GND. As the
cell is symmetric, a similar behavior can be observed when stimulat-
ing the highlighted drain of N1. In this case, the decreased resistance
of N2 would also cause an increased VCC-GND leakage current. This
current can be expected to lie in the nanoampere range [49]. From
this, it can be reasoned that if the area of the SRAM cell is scanned
in a TLS setup and the current consumption is plotted over the X/Y
position, a TLS response map similar to the one depicted in Fig. 3.3
can be expected. If the laser beam diameter is approx. equal to the
transistor size, the areas of the sensitive transistors will be brighter
due to the grayscale-encoded current consumption. The insensitive
transistors, on the other hand, will be darker. From this TLS map, the
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Figure 3.4: Block diagram of the setup used for thermal laser stimulation.
Reprinted with permission of ASM International. All rights re-
served. [34]

current bit state of the cell can be deduced, as the opposite bit state
would have an inverted TLS response map.

Apart from single bit extraction, the 2D response maps generated
by TLS stimulation of larger areas have the potential to extract the
full content of SRAM memory blocks. As this surely poses a threat
to sensitive data contained in RAM, an assessment of the feasibility
and capabilities of such an approach seems to be beneficial. For such
an evaluation, the development of a suitable experimental setup is
needed first.

3.2.2 Setup

Fig. 3.4 shows the setup developed to allow for TLS signal acquisi-
tion. The setup uses a 1.3 µm laser to stimulate a Texas Instruments
MSP430F5131 microcontroller using a Hamamatsu Phemos-1000 fail-
ure analysis laser scanning microscope. The laser has a nominal in-
put power into the system of 100 mW. The MSP430 device under test
(DUT) is equipped with 1 KB of SRAM and manufactured in 180 nm
technology. To allow for optical access to the DUT, a semi-invasive
backside approach has been taken. For this, only the backside packag-
ing material and the metal chip carrier were removed and no thinning
or polishing was applied.

Fig. 3.5 shows a reflected light image of the DUT SRAM area ac-
quired with the Phemos. Later analysis revealed that only the top
block of the SRAM area is active. This is due to the fact that all
MSP430 devices of this family (MSP430F51x1 and MSP430F51x2 de-
vices) seem to be based on a generic silicon die with all possible
features present. For less-capable devices, some of these are then
simply disabled before packaging and labeling. This assumption is
supported by the fact that the die inside the MSP430F5131 package

https://www.asminternational.org/
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Figure 3.5: Reflected light image of the SRAM of the MSP430. Only the top
block containing 1 KB is active. Reprinted with permission of
ASM International. All rights reserved. [34]

is actually labeled MSP430F5172, which is the most feature-rich chip
of the device family. The experiments presented here thus solely take
place in the active SRAM area of Fig. 3.5b.

The MSP430 is connected to a JTAG debugging interface to allow
for SRAM content manipulation. This can either be done directly via
debugging commands or a program can be sent to the flash memory
of the device, which then manipulates the SRAM. Alternatively, the
DUT memory can be left at its uninitialized startup values.

During TLS experiments, the DUT VCC rail is connected to an aux-
iliary power supply (Toellner TOE8732), see Fig. 3.4. VCC powers
all parts of the device except for the core which contains the SRAM
memory. This core is supplied via an internally generated VCORE
voltage, which is also available externally at a pin. To this VCORE
supply net, a Stanford Research Systems “SR570” current amplifier
is connected. The SR570 bias voltage is set slightly higher than the
internal VCORE voltage setpoint. This leads to a significant amount
of the VCORE current consumption being supplied via the preampli-
fier and not internally via the VCC net. The SR570 then converts the
VCORE current consumption into a proportional voltage, which con-
stitutes the actual TLS signal. This signal is then fed into an auxiliary
input of the Phemos image acquisition hardware.

During TLS response acquisition, the 1.3 µm laser source of the Phe-
mos is focused through the silicon backside of the DUT to reach the
active area. The beam is then moved over a region of interest using
galvanometric scan mirrors while the TLS signal of the current pream-
plifier is sampled simultaneously. This data can then be assembled
into a 2D representation of the DUT VCORE current consumption as
a function of the laser beam position. This data constitutes the TLS
response map of the device.

https://www.asminternational.org/
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Figure 3.6: TLS response map of the full 1 KB SRAM of the MSP430. The
memory has been initialized to 0xFF before the measurement. Ir-
regularities are caused by the data of the initialization program’s
variables. Reprinted with permission of ASM International. All
rights reserved. [34]

The described setup can be used for different analysis scenarios.
For example, if no code or memory initialization is executed, the ini-
tial startup values of the SRAM can be analyzed. This can be relevant
for certain types of security concepts such as physically unclonable
functions (PUFs) [22, 54], which can use the SRAM startup values to
generate a “silicon fingerprint” of the device, see e.g. [29]. Alterna-
tively, data that is present during program execution, such as keys or
other sensitive data, can in principle be extracted. For this, the de-
vice clock needs to be halted, or its VCC voltage lowered under the
operating threshold (brownout) after or during program execution.
A brownout approach has the added benefit for an attacker that the
device will be unable to perform defensive actions, such as memory
zeroization. If a suitable brownout voltage is chosen, the CPU will
not be able to operate. At the same time, the SRAM will still hold
the data, as the SRAM fail threshold is usually lower than the lowest
operational voltage. Thus, it can be seen that in connection with these
scenarios the setup should allow for flexible attack evaluations.

3.2.3 Response Map Data Dependency

This section will showcase some results acquired with the setup de-
scribed in Sect. 3.2.2 to illustrate the data dependence of the TLS
response maps.

https://www.asminternational.org/
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Bit = 0

Bit = 1

Figure 3.7: TLS response of a single SRAM cell at different bit values (as-
signed arbitrarily). The cell size is approx. 1.9 µm x 2.5 µm.
Reprinted with permission of ASM International. All rights re-
served. [34]

Fig. 3.6 shows TLS data of the full 1 KB of SRAM memory of the
MSP430. In this case, SRAM initialization was performed prior to
data acquisition. For this, the device was booted with the auxiliary
power supply set to 2.6 V. After power-on, code was run from flash
which sets all SRAM memory that is not needed for program execu-
tion to 0xFF. The MSP430 was then sent to low power mode (LPM4)
to reduce noise on the supply rail. In this mode, many parts of the
device are deactivated, however, the memory remains powered [82].
For acquiring the TLS response, the current amplifier connected to
VCORE was set to 2.1 V, slightly above the set point of the internal
VCORE regulator (1.9 V). The amplification was set to 1 nA/V, the
laser power to 100%, and the scan time to 240 s.

The TLS response of Fig. 3.6 closely resembles the reflected light
images of the area, compare Fig. 3.5b. Because of the initialization,
most of the response map shows a regular structure. The irregular
vertical stripes that are present are most likely caused by the data of
the SRAM fill program itself, for whose execution a small amount of
SRAM needs to be reserved. That the uninitialized cells are clearly
visible already demonstrates the data dependency of the TLS signal.
The stimulation response also reveals that the memory seems to be
divided into four sub-blocks, with a small gap in between. Counting
of the regular structures reveals an amount of 64 by 32 in every sub-
block, which, if interpreted as single bits, gives exactly 1024 bytes
in total. Additionally, it is evident that some cells seem to be more
sensitive to TLS stimulation (bright spots), which can be explained by
manufacturing variability.

To illustrate the data dependency of a single bit, Fig. 3.7 presents
TLS data of a single cell with enhanced contrast for different bit val-
ues. The surrounding cells contain arbitrary values. A grid corre-
sponding to the cell boundaries has been overlaid onto the data to
aid in orientation. It can be seen that the cell’s TLS response follows
the expected simplified TLS map discussed in Sect. 3.2.1, compare

https://www.asminternational.org/
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also Fig. 3.3. The measurements show the top TLS spot of the cell
to be larger than the lower one, which can be explained by different
size PMOS and NMOS transistors in the cell. The TLS data clearly
shows that the highlighted cell is the only one changing its bit state
between the first and the second measurement. This proves the ability
to deduce the bit state from TLS data.

These first measurements with the setup demonstrate that full mem-
ory extraction seems feasible. However, manual cell-by-cell extraction
is a tedious task and therefore cell state recognition would need to be
automated. Furthermore, the analysis showed that the physical place-
ment of the SRAM cells does not follow its logical organization. For
extraction of data, this logical-to-spatial mapping (so-called “scram-
bling”) of the memory would need to be known. An assessment of
the feasibility of these two tasks will thus be carried out in the follow-
ing sections.

3.3 automated memory recovery from stimulation data

This section will determine if automated extraction of memory con-
tents is indeed possible. The basis for this will be the setup presented
in Sect. 3.2.2 and measurement data produced with it. As mentioned
in the previous section, there are two separate challenges present for
an attacker seeking to extract memory contents: automated recogni-
tion of the cell state and reverse engineering of the mapping of phys-
ical cell positions to logical bits. To assess if these challenges can be
overcome, these were handed out as topics for two bachelor’s theses
[71, 85]. As bachelor’s theses are produced with a limited amount of
time (three months nominally) by relatively inexperienced engineers,
the feasibility of said methods can be assumed if the theses can over-
come the mentioned challenges.

3.3.1 Detection of the Memory Cell State

In the first bachelor’s thesis [85] different recognition methods were
evaluated against TLS data to assess feasibility and error rates. For
this purpose, a GUI-based MATLAB software was developed. For
detecting the bit state, the TLS data was first split into individual cell
data. Approaches to automatically detect the cell positions failed and
instead manual specification of the edges of the memory area was
necessary. To increase the accuracy of the cell extraction, distortions
caused by thermal sample drift were compensated by the software.
Example data of two extracted cells is presented in Fig. 3.8a and 3.8c.

Different filters and threshold algorithms were then applied to the
individual cells to extract dark and bright regions. From this, a re-
fined general TLS pattern could be developed, see Fig. 3.8b and 3.8d.
This knowledge was then used to develop three different cell state
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(a) Cell A (b) Pattern A (c) Cell B (d) Pattern B

Figure 3.8: TLS responses of two cells with different bit values and proposed
analysis pattern. [85]

detection algorithms based on thresholding. The first two algorithms
analyze the state of each of the three regions apparent in the patterns
of Fig. 3.8b and 3.8d. The first method assigns states to each region
(bright or dark) and is, therefore, also able to detect erroneous recog-
nition. Taking cell A (Fig. 3.8a) and pattern A (3.8b) as an example,
a cell where the regions are detected black-white-white instead of
black-white-black can be marked as “not recognized”. This method
thus also delivers information about the certainty of cell state detec-
tion. The second method makes a decision in any case by only taking
the central strip into account and determining if it is dark or bright.
Lastly, the third method simply determines the largest area within a
cell automatically and detects if it is dark or bright. This last method
has the added benefit that the boundaries of the pattern regions (com-
pare Fig. 3.8b and 3.8d) do not need to be known beforehand as with
the first two methods.

All three methods were evaluated against TLS data acquired on a
24x32 bit area of the MSP430 SRAM as described in Sect. 3.2.2 and
3.2.3, and achieved detection rates between 87.6% (third method) and
100% (second method). The thesis thus proved that automated bit
state detection is indeed feasible.

3.3.2 Reverse Engineering of the Physical Layout

The second bachelor’s thesis [71] focused on determining the physical-
position-to-logical-address mapping of the memory of the MSP430.
This so-called “scrambling” was examined by writing known data to
the device and then taking TLS measurements to identify where in
the DUT changes occur when certain addresses or bits are changed.
As already demonstrated in Sect. 3.2.3, changes in data content man-
ifest as specific patterns in the TLS response, compare Fig. 3.6. Us-
ing these patterns, it was possible to deduce the physical-to-logical
mapping of the device, which can be summed up as follows: The
SRAM address space ranges from 0x1C00 to 0x1FFF. Although a sin-
gle byte can be addressed, the device basically operates on 16-bit
words placed at every even address. The physical locations of the
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Figure 3.9: Bitwise scrambling of a 16-bit word. The bits of the two con-
tained bytes are simply interleaved with each other and placed
at every eighth column.

Column 127 Column 0

Row 63

Row 0

Addresses 0x1C00 - 0x1C7F Addresses 0x1C80 - 0x1C81

Figure 3.10: Address-wise scrambling of data words (16 bits per word). The
SRAM is filled bottom to top from row 0 to row 63. After row
63 the filling wraps around to row 0 again while shifting one
column to the left. This holds true for the whole memory except
for an anomaly at addresses 0x1D80-0x1E7F.

device are organized as 128 columns by 64 rows. Fig. 3.9 illustrates
the scrambling of a single 16-bit word written at 0x1C00. The orien-
tation of Fig. 3.9 matches the one of Fig. 3.6. It can be seen that the
individual bits of the word are written into every eighth column and
that additionally the two bytes are interleaved with each other. Also
apparent is that the memory is filled starting at row 0. This distri-
bution of bits put in every eighth column in this specific pattern was
determined to be consistent along the whole memory range.

Regarding the address-wise scrambling, it was determined that the
memory is filled from row 0 to row 63, at which point it will wrap
around to row 0 again and shift one column to the left. Fig. 3.10 il-
lustrates this. This was also shown to be consistent along the whole
memory range except for an anomaly in the range 0x1D80 to 0x1E7F.

In this area, the first word at the bottom of the memory is shifted
two columns to the left when the wrap-around occurs, effectively
skipping one column for every bit. When the top of the memory is
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(a) Targeted physical bit distri-
bution.

(b) TLS measurements of the data present in the MSP430.
The data has been post-processed to enhance visibility.

Figure 3.11: Proof of validity of the descrambling algorithm. The target
bit distribution is “reverse-scrambled” and then programmed
into the MSP430 SRAM. The logical-to-physical mapping of the
SRAM then leads to the recreation of the original pattern. [71]

reached, the previously skipped columns are then filled, i.e. the pat-
tern is shifted one column to the right. Upon the next wrap-around,
starting at 0x1E80, the filling of the memory continues as it would
have normally, i.e. at the columns that would have been expected
without the anomaly. In other words, the anomaly behaves as if ev-
ery fourth and fifth physical column of the memory were switched
with each other. A detailed description of the anomaly can be found
in [71]. Additionally, it should be mentioned that the cell orientation
is mirrored for every row.

To allow for automated scrambling and descrambling, a MATLAB
script was developed during the bachelor’s thesis. This script was
then used to verify the determined descrambling rules. For this, a
target physical bit distribution was created in the form of the TU Berlin
logo, see Fig. 3.11a. The script was then used to convert this data
into a “reverse-scrambled” data file which could be programmed into
the MSP430 SRAM. Only if the scrambling rules are indeed correct,
the scrambling in the MSP430 should place the bits at the targeted
physical positions, making the logo visible in the TLS measurements.
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Fig. 3.11b reveals that this is indeed the case and the scrambling rules
seem to have been determined correctly. Although some anomalies
can be seen at the top of Fig. 3.11b, these could later be determined
to be actual extra data placed in SRAM by the debugging tools used
to program the data file.

The feasibility of quick and precise reverse engineering of physical-
to-logical SRAM mapping using TLS is thus proven.

3.3.3 Evaluation of Full Memory Recovery

To evaluate the error rates when attempting full memory extraction,
the code of Sect. 3.3.1 and 3.3.2 was combined. The initial code merge
of the two existing MATLAB codes [71, 85] was conducted at Techni-
sche Universität Darmstadt at the Security Engineering group during
a cooperation project. The resulting program was then handed back
to Technische Universität Berlin, where it was adapted to work on the
MSP430 memory layout and improved. While revising the code, an
additional cell state detection method was added, which proved to
be more robust than the ones discussed in Sect. 3.3.1. This method
simply splits the cell into four quadrants and calculates the sum of
TLS values in each of them to arrive at the total TLS response of each
quadrant. The TLS responses of two diagonally opposing quadrants
are then furthermore summed, arriving at two diagonal TLS sums.
These sums are then subtracted from each other, with a positive dif-
ference indicating a “0” cell state and a negative difference indicating
a “1” state. Additionally, if this difference does not exceed a certain
threshold, the cell can be marked as “unsure/not detected”.

This code was then used to evaluate full memory extraction. For
this, the complete SRAM memory of the device was filled with known
data and the device was sent to low power mode. Afterward, TLS
measurements were conducted, see Fig. 3.6 as an example. The data
was acquired using a 50x/0.71NA lens with 100% laser power (ap-
prox. 13 mW on the DUT), 72 s scan time, and 2 nA/V amplifi-
cation. The stimulation response was acquired in four separate mea-
surements using a 2x scanner zoom in combination with image stitch-
ing [60] to increase the effective pixel resolution. The data was then
fed into the memory extraction software and the resulting binary data
was output. Fig. 3.12 shows an excerpt of a hex dump of the data ex-
tracted via TLS for an experiment where the SRAM was filled with
the string “Hello World! “. It can be seen in the ASCII representation
on the right that the data can be recognized, although there are some
incorrect bits, as evident in the hexadecimal representation.

To analyze TLS memory extraction more thoroughly, this experi-
ment was repeated with different data sets and the binaries extracted
via TLS were compared with binary images extracted directly from
SRAM via the JTAG debugging interface. Tab. 3.2 shows the used fill
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20 57 6F 72 6C 64 21 20 48 65 6C 64 6F 20 57 6F World! Heldo Wo

72 6C 64 21 20 48 65 6C 6C 6F 20 57 6F 72 6C 64 rld! Hello World

21 20 48 65 68 6C 6F 20 5F 6F 72 6C 64 21 20 48 ! Hehlo _orld! H

65 6C 6C 6F 20 57 6F 72 6C 74 21 20 40 25 6C 6C ello Worlt! @%ll

6F 20 57 6F 52 6C 64 21 20 48 65 6C 6C 6D 20 57 o WoRld! Hellm W

6F 72 6C 64 21 20 48 65 6C 6C 6F 20 5F 6F 72 6C orld! Hello _orl

64 21 20 48 65 68 6C 6F 20 57 6F 72 6D 64 21 20 d! Hehlo Wormd!

48 65 6C 6C 6D 20 57 6F 72 6C 64 21 20 48 65 6C Hellm World! Hel

68 EF 60 57 6F 72 6C 64 21 30 48 65 6C 6C 6F 20 h.‘World!0Hello

57 6F 72 6C 64 21 20 48 65 6C 6C 6F 20 57 6F 72 World! Hello Wor

6D 64 21 20 48 65 6C 6C 6F 20 57 6F 72 6C 64 21 md! Hello World!

20 48 65 6C 6C 6F 20 57 6F 72 64 64 21 20 48 6D Hello Wordd! Hm

6C 6C 6F 20 57 6F 72 6C 24 21 20 48 65 6C 6C 6F llo Worl$! Hello

20 57 6F 72 6C 64 21 20 48 65 6C 6C 6F 20 57 EF World! Hello W.

72 EC 64 21 20 48 65 6C 6C 6F 20 53 6F 62 6C 64 r.d! Hello Sobld

21 20 48 65 6C 6C 6F 20 57 6F 72 6C 24 21 20 48 ! Hello Worl$! H

65 64 2C 6F 20 57 6F 72 6C 64 21 20 48 65 6C 6C ed,o World! Hell

6F 20 57 6F 72 6C 64 21 20 48 65 6C 6C 6F 20 57 o World! Hello W

6F 7A 6C 64 21 20 48 65 6C 6C 6F 20 57 6F 72 6C ozld! Hello Worl

64 21 20 48 65 6C 6C 6F 20 55 6F 72 6C 64 21 20 d! Hello Uorld!

48 65 6C 6C 6F 20 57 6F 72 7C 64 21 20 48 65 6C Hello Wor|d! Hel

6D 6F 20 57 6F 72 6C 64 21 20 48 65 6C 4C 6F 20 mo World! HelLo

57 6F 72 6C 64 21 20 48 65 6C 6C 6F 20 57 4F 72 World! Hello WOr

6C 64 21 20 48 65 6C 6C 6F 30 57 6F 76 6E 64 21 ld! Hello0Wovnd!

20 48 65 6C 6C 6F 20 57 6D 76 6C 64 21 20 48 65 Hello Wmvld! He

6C 6C 6F 20 57 6F 72 6C 64 21 20 48 65 6C 6C 6F llo World! Hello

20 57 6F 72 6C 64 21 20 48 65 6C 6C 6E 60 57 6F World! Helln‘Wo

72 6C 64 21 20 48 65 6C 6C 6F 20 57 6F 76 6C 64 rld! Hello Wovld

Figure 3.12: Excerpt from a hex dump (hexadecimal and ASCII representa-
tion) of data extracted by thermal laser stimulation. The SRAM
of the MSP430 was previously filled with the string “Hello
World! “. The data, as well as bit errors, can be seen.

Fill Data Number of Errors Bit Error Rate [%]

0x00 57 0.70

0xFF 35 0.43

0xAA 76 0.93

0x55 32 0.39

“Hello World! “ 123 1.50

random 452 5.52

Table 3.2: Bit error rates achieved using the memory extraction tool with
different data written to the 1 KB (8192 bits) SRAM of the MSP430.
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data, the number of errors, as well as the resulting bit error rate for
these experiments.

It can be seen that between 99.6% and 94.5% of all bits are detected
correctly. The 0x00, 0xFF, 0xAA, and 0x55 experiments indicate that
there is no outstanding difference in detection rate between “0” and
“1” cells. Random data, on the other hand, seems to lead to higher
error rates. This is probably caused by the increased influence of
neighboring cells with different values on the currently analyzed cell.
As a result, an optimization of the “four quadrants” detection method
to disregard the cell border area might decrease this error rate in the
future. Nevertheless, even the current worst-case detection rate of
94.5% makes data extraction feasible. Furthermore, it should be noted
that if data of interest is found using this approach, the remaining bits
can still be analyzed visually by the attacker.

3.3.4 Summary of Results

The previous sections have shown that a complete readout of SRAM
memory is indeed feasible. The presented approach allows attack-
ers to extract secrets such as keys and passwords from memory or,
if they are in control of the clock, to analyze write access to SRAM
for reverse engineering of algorithms. In general, it can be said that
the effort required for TLS full memory extraction depends on the
memory size as well as the detectability of the TLS signal. The de-
tectability itself will be influenced by parameters like technology size,
noise present on the power rail and similar factors. The results pre-
sented have shown that full extraction of SRAM memory contents is
not only feasible but also that the necessary preliminary development
can be carried out by bachelor students in a limited amount of time.
This proves that TLS memory readout can be a powerful tool in the
hands of an attacker. In the future, improvement of detection algo-
rithms might increase the detection rates of between 99.6% and 94.5%
achieved in the first attempt. The developed extraction tool can fur-
thermore be used to evaluate attacks on real-world implementations
in future work.

3.4 decryption key extraction from bbram

The experiments conducted so far in Sect. 3.3 were carried out on
a general purpose microcontroller and not on a security-dedicated
application-specific integrated circuit (ASIC). Furthermore, it is un-
known how the TLS memory extraction technique will fare on devices
with a technology size smaller than 180 nm. It is thus desirable to also
evaluate TLS memory extraction against devices with dedicated secu-
rity ASICs and a smaller technology size. For such a case study, a
Xilinx Kintex UltraScale field-programmable gate array (FPGA) was
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chosen. This device is manufactured in 20 nm technology and con-
tains an advanced encryption standard (AES) decryption core ASIC
with a 256-bit decryption key. The details of the necessity for decryp-
tion cores in FPGAs and their security features will not be detailed
in this chapter, as only the feasibility of extraction of the AES key
from memory is of interest here. However, Chapter 4 will later give
a detailed discussion of FPGA security and evaluate laser-based at-
tacks on them in more detail. In the case presented here, the device is
simply used as a real-world target containing an AES key in memory.

One option for storage of the decryption key in this device is the
so-called battery-backed RAM (BBRAM). This is simply a very low-
power SRAM which is connected to a battery to keep the key in mem-
ory when the main power supply is removed. This constitutes an
ideal scenario for an attacker using TLS for key extraction. As the
BBRAM is the only structure connected to the battery power supply,
a very low amount of noise on the supply rail can be expected. A fur-
ther advantage is the ability to perform the key extraction with the
board completely powered down, except for the battery supply. As
no other components will be active, the noise will be further lowered
and the FPGA will additionally be unable to take defensive actions.
Apart from these aspects, the low number of bits makes it potentially
feasible to extract the key manually, without the need to develop im-
age recognition as in Sect. 3.3.1. However, the small cell size expected
for a 20 nm device will be a challenge.

For the experiments, a development board (Digilent model AES-
KU040-DB-G) was chosen which utilizes an XCKU040-1FBVA676 de-
vice in a bare-die flip-chip package. Because of this, no DUT prepara-
tion or thinning is necessary as the silicon is already exposed directly.
Fig. 3.13 shows a die overview image assembled from multiple re-
flected light images acquired by the Phemos at 1.3 µm wavelength
using a 5x/0.14NA lens. To generate the image, stitching software
was used [60].

The approach to key extraction is rather simple: first, the BBRAM
area needs to be located, then analyzed for data dependency of the
TLS response, and finally examined for scrambling of the key bits.
For this, the same principles and setups described in Sect. 3.2 can be
employed.

To locate the key memory, the battery supply is connected to the
current amplifier whose bias voltage is set to the nominal backup bat-
tery voltage (1.5 V). As TLS will influence the current through the
BBRAM power supply terminal when stimulating the BBRAM area,
this change can be detected by the current amplifier and located in
the stimulation response map. The area for stimulation can be lim-
ited to the configuration and decryption logic area whose position
can be deduced from information given in datasheets and similar
documentation, see Fig. 3.13. Multiple structures were responsive
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2500 µm

Figure 3.13: Overview reflected light image of the Xilinx UltraScale
XCKU040 die. The area containing the configuration and de-
cryption logic is highlighted. [42]

to TLS stimulation when the configuration area was examined using
the 5x lens, see Fig. 3.14. These were analyzed in more detail with
the 50x/0.71NA lens, which revealed the structures seen in Fig. 3.15a.
Of these structures, only one showed dependency on deactivation of
BBRAM key storage, compare Fig. 3.15b. This area was thus assumed
to contain the BBRAM and examined further. The other structure was
disregarded and assumed to be an electrostatic discharge protection
structure for the battery power supply input. Fig. 3.16 shows a de-
tailed reflected light image of the suspected BBRAM area. Its struc-
ture is similar to the one to be expected for standard RAM structures
with word line and bit line access structures in the middle and bottom
and cells seemingly distributed in two blocks.

400 µm

Figure 3.14: TLS measurements for BBRAM key memory localization using
the 5x lens. The thresholded TLS data (yellow) is overlayed onto
a reflected light image for orientation. [42]



3.4 decryption key extraction from bbram 53

40 µm

(a) BBRAM key storage active.

40 µm

(b) BBRAM key storage inactive.

Figure 3.15: TLS measurements for BBRAM key memory localization using
the 50x lens. The thresholded TLS data (yellow) is overlayed
onto a reflected light image for orientation. [42]

20 µm

Figure 3.16: Reflected light image of the BBRAM AES key storage. [42]



54 stimulation attacks

Figure 3.17: Data dependency of the TLS response. A single bit (bit 120)
has been set in the BBRAM key data which manifests as an
irregularity in the measurement result. [42]

Reference Measurement Difference

Figure 3.18: Difference calculation between an “all bits zero” TLS reference
and measurement data quickly reveals which bits are set in the
AES key. As an example, the right-hand half of the BBRAM
with a single bit (bit 126) set is shown here. [42]

TLS measurements in these two blocks confirmed this theory and
also revealed a data dependency of the TLS response map. Fig. 3.17

shows a measurement performed in this area with a single bit set in
the key data. It can be seen that the set bit manifests as an irregularity
in the TLS data. This change is even more evident if a reference
measurement with an “all zeroes” key is subtracted from the TLS
data for the current key. Fig. 3.18 shows an example of this procedure
performed on only the right-hand half of the BBRAM. The single bit
that is set can clearly be identified in the difference image.

Analysis of the memory area for scrambling revealed that there
seems to be no scrambling present. The bits of the key are simply
mapped from left to right and bottom to top, see Fig. 3.19. It also be-
came apparent that there is an additional row of memory (32 bits) at
the top of the BBRAM, compare also Fig. 3.18. The experiments deter-
mined that these 32 bits are used as additional memory for security-
relevant features, such as the so-called “configuration counting” [57]
differential power analysis (DPA) countermeasure feature of the de-
vice, see Fig. 3.19. This mapping already allows for manual extrac-
tion of the key and control data. Additionally, automatic extraction
of the key using image recognition has been tested [42]. For this, five
random keys, an all-zero, and an all-one key were used. All were
recovered without error.

The experiments demonstrated in this section took a total of about
6-7 hours on the Phemos for locating and reverse engineering of the
key memory. Using this knowledge and the automatic bit recognition,
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Figure 3.19: Mapping of the individual AES key bits (K) in the BBRAM. The
bits are mapped from left to right and bottom to top. Addi-
tionally, other security-relevant data is saved at the top row:
EC = error check, DR = DPA countermeasure reserved bits, OE
= key obfuscation enable, DM = DPA countermeasure mode,
DE = DPA countermeasure enable, DC = DPA countermeasure
counter (8 bit, redundant). [42]

a key can now be extracted from the device in less than 15 minutes.
As the rate for the equipment used in this work is about $300/hour,
including the operator, the total cost of attack development would be
$2100, with a single key extraction at $75. The vulnerability was re-
ported to Xilinx and confirmed. It should be noted that the memory
cell size (approx. 2.8 µm x 3.1 µm) was much bigger than expected for
a 20 nm device, which is probably due to reliability and leakage/low
current consumption considerations. As the key is vital for device op-
eration, designers probably opt for a larger but more reliable memory
cell which also delivers a longer battery life. Because of this aspect, it
can be expected that BBRAM key storage solutions on other devices
and from different vendors exhibit the same vulnerabilities. In total,
these experiments showed that TLS is indeed a powerful attack tech-
nique for use in key extraction from real-world devices even on recent
technology nodes and can do so in a very short amount of time.

3.5 chapter conclusion

This chapter has first given an overview of laser stimulation (LS)
techniques common in failure analysis (FA). Following that, previous
works which have shown the general feasibility of data extraction via
photoelectric as well as thermal LS were briefly discussed. Among
these, the authors of [9, 49] demonstrated the potential of secret data
recovery as well as full memory extraction from the backside. As no
actual data extraction has so far been conducted using thermal LS
(TLS) from the backside, an assessment of its feasibility was pursued.
For this, an overview of the findings regarding the principles of TLS
SRAM data extraction by [9, 49] was first given. Based on these princi-
ples, a suitable setup for TLS SRAM data extraction was constructed
and presented. Using this setup, TLS measurements were performed
on a 180 nm technology Texas Instruments MSP430 microcontroller.
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These measurements were used to analyze and illustrate the behav-
ior of single SRAM cells under thermal stimulation and proved the
ability to extract the bit state by TLS. Development of an automatic
cell state detection via image recognition as well as the reverse engi-
neering of the mapping of the physical cell positions to logical bits
was then carried out in two bachelor’s theses. The results from these
theses were then used, partly in a cooperation with Technische U-
niversität Darmstadt, to create a MATLAB software for full memory
extraction. The software was then evaluated on the full 1 KB of SRAM
memory of the MSP430 and achieved error rates between 0.4% and
5.5%.

To evaluate how well the technique would perform on an applica-
tion-specific integrated circuit (ASIC) decryption core manufactured
in a recent 20 nm technology, it was applied to the key memory of an
AES-256 circuit used in a Xilinx Kintex UltraScale field-programmable
gate array (FPGA). Surprisingly, the development of full extraction
took merely around 7 hours, with a single key extraction taking about
15 minutes. The battery-backed SRAM cells (BBRAM) used in this
device turned out to be much larger than the minimum cell size ex-
pected for a 20 nm device, probably due to reliability and leakage
current concerns.

All in all, this chapter has demonstrated the potential of TLS for
full memory extraction with low error rates as well as key recovery.
Key recovery was even possible on very recent technology devices.
Especially from the experiments performed on the FPGA, it was evi-
dent that it is more sensible to discuss actual memory cell size instead
of technology size when evaluating the attack risk. With the current
setup, TLS can be expected to work down to cell sizes of roughly
2 µm, 600 nm if the currently equipped resolution-enhancing solid
immersion lens (SIL) is employed. With a more recent SIL, about
470 nm can be expected. It should be noted, that in the case of the
FPGA, if the same ratio between technology size and BBRAM size as
seen in the experiments is kept, BBRAM can be expected to remain
vulnerable down to the 5 nm node with a recent SIL. However, it is
unclear if the switch to FinFET and similar structures might bring
changes in cell behavior under stimulation.
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O P T I C A L P R O B I N G AT TA C K S

Optical probing is used in failure analysis (FA) to identify areas carry-
ing a specific signal (activity maps) and to analyze the signal present
at individual transistors (waveform probing). This allows debugging
silicon circuits in a similar fashion as one would with an oscilloscope
at the component level. However, as optical probing gives access to in-
ternal signals of the device, it can also be used by attackers to extract
sensitive data. When an attacker employs optical probing, she can
use the generated activity maps to reverse-engineer the circuit and
then extract data that is passing through the transistors using wave-
form probing. As the information is directly carried by the probing
beam, there is close to no influence on the device, as opposed to fault
injection, see Chapter 2, and laser stimulation, see Chapter 3. Prob-
ing attacks can therefore not be detected without dedicated sensor
structures.

This chapter will assess to what extent these common FA tech-
niques pose a threat to data which is present inside devices, in par-
ticular field-programmable gate arrays (FPGAs). For this, the de-
cryption circuits implemented on the reconfigurable logic of FPGAs
as well as application-specific integrated circuits (ASICs) present in
these devices will be analyzed. Both extraction of generated keys and
plaintext will be evaluated. It is again assumed that the attacker has
access to a standard failure analysis microscope, in this case with an
optical probing option. Some of the results and figures in this chapter
were already published in [41, 81].

4.1 optical probing techniques

In failure analysis (FA) several techniques for extracting electrical in-
formation from integrated circuits have been established. One class
of techniques uses light to extract the relevant signals and is therefore
referred to as “optical contactless probing”. Most of these optical con-
tactless probing techniques can be further divided into two subclasses.
The first is the acquisition of electrical waveforms, while the second
is the creation of 2D maps of active circuitry. Ready-to-use optical
probing systems are supplied by a multitude of different manufac-
turers. Depending on the manufacturer, optical waveform probing
is referred to as electro-optical probing (EOP), laser timing module
(LTM), laser time probe (LTP) or laser voltage probing (LVP). Acqui-
sition of 2D activity maps is similarly referred to as electro-optical
frequency mapping (EOFM), signal mapping image (SMI) or laser

57
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Figure 4.1: Simplified contactless optical probing setup. A laser illuminates
the device under test (DUT), whose properties modulate the re-
flected light, which is then analyzed by a detector. Reprinted
by permission from Springer Nature Customer Service Centre
GmbH: Springer Nature, [41], © 2016.

voltage imaging (LVI). Although the names and implementation de-
tails differ from manufacturer to manufacturer, the underlying basic
principles remain the same and will be briefly illustrated here. Fig. 4.1
shows a sketch of a simplified optical probing setup. Here, a paral-
lel laser beam exits the light source, passes through a beam splitter
and impinges onto an objective lens. The lens then focuses the beam
into the active area of the device under test (DUT) through the device
backside. Part of the light is then reflected off metal layers or other
structures in the device and travels back through the lens and the
beam splitter and is finally collected by a detector which evaluates its
intensity. As the device backside consists of silicon, usually infrared
light is employed for this scheme, as silicon becomes transparent at
a wavelength of above 1.1 µm [24]. Inside the active DUT area, the
waveform present at the electrical node of the device modulates the
physical properties of the device. Some of these then modulate the
refractive index n and absorption coefficient αabs. For a detailed dis-
cussion of the causes for the n/αabs modulation the interested reader
is referred to [33] and the sources cited therein. These two param-
eters influence how much light is reflected back onto the detector.
They do so either directly through modulating absorption or indi-
rectly through (parasitic) interference effects caused by modulation
of the optical path length. As a result, the amount of light reaching
the detector is modulated by the electrical waveform present at the
probed DUT area. Therefore, the electrical waveform can be recov-
ered from the output signal of the light detector. However, since the
relative change of light intensity is in the order of a hundred parts per
million (ppm) [33], the signal is usually lost in the noise. A common
approach to avoid this problem is to average multiple waveforms of
the detector signal using a trigger signal while the device is run in a
loop. These averaged waveforms will then deliver the electrical signal
present at the probed device area. This technique will be referred to
here as laser voltage probing (LVP).

An extension of this concept is the creation of 2D circuit activity
maps. In this case, the detector signal is not averaged but directly

http://dx.doi.org/10.1007/978-3-662-53140-2_8
http://dx.doi.org/10.1007/978-3-662-53140-2_8
http://dx.doi.org/10.1007/978-3-662-53140-2_8
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fed into a spectrum analyzer. The spectrum analyzer is then set to
some frequency of interest and zero span, thus effectively acting as
a very narrow frequency filter with a configurable bandwidth. The
laser beam is then scanned across a rectangular area of interest on
the device using galvanometric mirrors, while a computer simultane-
ously samples the output of the spectrum analyzer. If some areas of
the device are switching at the set spectrum analyzer frequency, they
will modulate the light with this frequency. As a consequence, the
detector signal will be able to pass the filter, which will lead to an
increased signal at the spectrum analyzer output. If a certain circuit
area is inactive, or active at a different frequency, the spectrum ana-
lyzer output will be zero. After the whole area is analyzed in this
fashion, the frequency filter output values can be assembled into a
2D representation by a PC. If the numerical data is then grayscale or
color encoded, the resulting image will show active circuitry as bright
pixels above a black background of non-activity. This technique will
be referred to as laser voltage imaging (LVI) in this work.

It should be mentioned that for some circuit to show up on an LVI
activity map, it is sufficient if some frequency component of its electri-
cal signal is able to pass the filter. Therefore, circuits might also show
up in this map even if their fundamental frequency is not at the filter
frequency. For simple waveforms, like rectangular waves, this might
happen due to higher harmonic components, while more complex
signals might have an equally complex frequency spectrum contain-
ing such components. This also means that arbitrary waveforms can
be examined using LVI, as long as their frequency components can
be understood.

As LVP and LVI are specifically designed to extract information
from integrated circuits, the question arises as to which extent they
might constitute a threat to secure integrated circuits and the secrets
contained within them. The following chapters will try to assess this
threat in the context of field-programmable gate array (FPGA) de-
vices. As opposed to custom integrated circuits in national ID doc-
uments, military hardware or other such secure circuits, commercial
FPGAs are freely available. Nevertheless, FPGAs are used in highly
critical applications such as cryptographic, aerospace, and military
systems. Furthermore, the manufacturers of hardware which uses
FPGAs have a strong interest to protect their intellectual property
programmed into the FPGA, both for security and commercial rea-
sons. Therefore, most modern FPGAs feature state-of-the-art encryp-
tion concepts and technology to secure the data loaded into the FPGA,
which makes them an ideal device for the experiments in the follow-
ing chapters.
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4.2 generated key extraction and puf characterization

This section assesses the extraction of key data and characterization
of physically unclonable functions (PUFs, see [22, 54] and Sect. 2.2.4)
using optical probing techniques. In particular, probing of configu-
ration data decryption keys from FPGAs is examined. Furthermore,
characterization of a PUF used in generating these decryption keys is
also evaluated, which then enables manual calculation of the key.

The structure of this section is as follows: the need for and concepts
of FPGA configuration data encryption and decryption will be briefly
explained in Sect. 4.2.1. Sect. 4.2.2 then sketches a proof-of-concept
(POC) implementation of an advanced key generation which follows
the concepts of the previous section. Afterward, Sect. 4.2.3 and 4.2.4
present the concepts of two optical probing attacks against said POC
implementation. A suitable hardware setup for assessing these at-
tacks is then developed in Sect. 4.2.5. Finally, Sect. 4.2.6 reveals the
results of said attacks on the POC implementation.

4.2.1 FPGA Bitstream Encryption Concepts

FPGAs are devices which contain basic building blocks for logic cir-
cuits, such as logic gates, registers, SRAM blocks, multipliers, I/O
buffers and so on. The FPGA allows for flexible setup and connec-
tion of these elements to form more advanced logic circuits. These
can range in complexity from simple logic functions to complete mi-
croprocessors implemented on the FPGA gates. Some of these basic
FPGA concepts have already been discussed in Sect. 2.2.1. The data
that is used to configure the flexible parts of an FPGA is usually re-
ferred to as the “configuration data” or simply the “bitstream”. For
many current FPGAs, this configuration bitstream has to be loaded
into the FPGA from external sources after power-up. The reason for
this is that some FPGA vendors employ volatile memory cells in their
configuration and routing circuits, whose states cannot be preserved
during power-down. If the configuration bits which are transferred
into the device are not protected, an attacker might be able to in-
tercept these bits on the printed circuit board and therefore gain in-
sight into the device configuration. This might then allow her to tam-
per with said configuration, reverse-engineer device operation from
the configuration data, or simply steal intellectual property that is
present in the bitstream. To combat this threat, FPGA vendors have
introduced encryption of the device bitstream. There are different
concepts for bitstream encryption, each with its own advantages and
disadvantages. Some concepts which are relevant to this work will
be explained in the following sections.
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Figure 4.2: Simple bitstream encryption scheme using a secret so-called “red
key” that is programmed into the FPGA device for decryption
purposes. Reprinted by permission from Springer Nature Cus-
tomer Service Centre GmbH: Springer Nature, [41], © 2016.

4.2.1.1 Simple Bitstream Encryption

A straightforward, simple bitstream encryption/decryption scheme
is sketched in Fig. 4.2. In this case, a secret key is first generated,
which is referred to here as the “red key”. At the trusted manufac-
turing site, this red key is used to encrypt the design, which is then
placed in the non-volatile memory (NVM) of the target system. In
this example, the encryption is done using the “AES” (advanced en-
cryption standard) algorithm. Furthermore, still at the trusted site,
the red key is also transferred into the FPGA, see Fig. 4.2. In this
example, a “JTAG” (joint test action group) debug and testing in-
terface is used. Internally, the FPGA saves the red key either to
a battery-backed RAM (BBRAM) or to electronically programmable
fuses (eFuses). BBRAM can be reprogrammed, while eFuses are one-
time programmable only. Both of these memories can never be read
out through the FPGA interfaces. In the untrusted field, the FPGA
will load the encrypted bitstream from the NVM and use the stored
red key to decrypt it. The decrypted bitstream is then used to config-
ure the FPGA.

This simple bitstream encryption has some drawbacks: if the red
key is stored in eFuses, depending on the eFuse size, optical mi-
croscopy or scanning electron microscopy (SEM) can reveal the key
bits, see Fig. 4.3. As the eFuse relies on physical material changes for
bit storage, it will preserve its contents throughout device decapsula-
tion and preparation for SEM. BBRAM, on the other hand, is harder
to readout. To preserve the BBRAM memory content, a constant
power supply needs to be maintained during the whole decapsula-
tion and preparation process, which is needed for many conventional
SRAM readout attacks. An exception is the flip-chip BBRAM stimula-
tion attack demonstrated in Sect. 3.4. In this regard, BBRAM is more
secure than eFuse key storage. However, since BBRAM also requires

http://dx.doi.org/10.1007/978-3-662-53140-2_8
http://dx.doi.org/10.1007/978-3-662-53140-2_8
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Figure 4.3: 90 nm technology eFuses in programmed (left) and unpro-
grammed state (right), as seen with a scanning electron micro-
scope after decapsulation and thinning. The bit state of the indi-
vidual eFuses can easily be determined. © 2008 IEEE. [83]
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Figure 4.4: Advanced bitstream encryption scheme that makes use of a phys-
ically unclonable function (PUF) to wrap the secret “red key”,
thus never directly storing the red key inside the device. The
red key is regenerated only momentarily during each power-on.
Reprinted by permission from Springer Nature Customer Ser-
vice Centre GmbH: Springer Nature, [41], © 2016.

a backup battery which lasts throughout the whole device lifetime,
which can be tens of years, it might raise concerns about reliability.

4.2.1.2 Bitstream Encryption Using PUFs

Because of the drawbacks of the simple concepts described in the pre-
vious section, alternate approaches to key storage have been devised.
One of these, which uses physically unclonable functions (PUFs), is
presented in this section. Fig. 4.4 shows a simplified sketch of a con-
cept employing a PUF for secure key storage as proposed by FPGA
manufacturer Xilinx in [56]. In general, PUFs can be used for differ-
ent tasks such as random number generation, authentication or key
generation, see also Sect. 2.2.4. Since they exploit device manufac-
turing variability to generate their outputs, they should be hard to
predict or clone. In the case of this concept, the PUF is used as a
“silicon fingerprint”, generating a number of bits which are unique to
one specific device. Since the fingerprint is based on said manufactur-
ing variability, simply copying the PUF implementation to a different

http://dx.doi.org/10.1007/978-3-662-53140-2_8
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chip will yield a changed PUF response. This can now be used to
achieve secure key storage.

As before, a secret “red key” is first generated and used to encrypt
the design, which is then placed into NVM, see Fig. 4.4. While still at
the trusted site, the PUF is run inside the FPGA, generating its device-
specific response. This “device fingerprint” is then used to wrap the
secret red key, for example by performing an XOR operation or an
encryption, yielding a wrapped “black key”. The red key can be
regenerated from this black key only if the PUF response for that
specific device is known. The black key can then also be placed into
internal or external NVM. It should be stressed that this black key in
itself is useless to an attacker, as she does not know the PUF response
necessary to calculate the red key.

Now, when the device boots in the untrusted field, first the same
PUF implementation is run inside the FPGA. Using the PUF’s re-
sponse and the black key, the FPGA is now able to calculate the secret
red key and uses it to decrypt the bitstream. As soon as the decryp-
tion has finished, the red key, black key, and PUF implementation
will be erased from memory and the device will be configured using
the decrypted bitstream. The red key is therefore never permanently
stored and only regenerated during bitstream decryption. It is fur-
thermore only present as a volatile on-die-only signal. Additionally,
the use of a PUF prohibits the use of the same encrypted bitstream
on a different device (cloning), as the changed PUF response would
result in an incorrectly calculated red key.

For implementing this concept there are two fundamental options.
The first and straightforward one would be to implement the bit-
stream decryption as an application-specific integrated circuit (ASIC)
block in the FPGA, which is also referred to as a “hard” decryption
core. The second option is to use what is called a “soft” decryption
core. In this case, the decryption is implemented on the configurable
FPGA elements and is also often referred to as a “bootloader”. Here,
the bootloader code is first authenticated and loaded into the FPGA,
which then loads and decrypts the bitstream and uses it to finally con-
figure the device through a feature called “partial reconfiguration”.

Although hard cores seem like the most straightforward way to im-
plement such a bitstream decryption, their unalterability can become
a major disadvantage. In the case of multiple FPGA families, simple
or differential power analysis (SPA/DPA) and electromagnetic (EM)
side-channel attacks have been demonstrated in the past [46, 47, 77].
These attacks make it possible to extract the encryption key by mon-
itoring current/voltage fluctuations on the power supply line or EM
waves radiated by the device. As the attacked bitstream decryption
consists of hard cores, these attacks now pose a threat to each and ev-
ery design using one of the affected devices, as the hard decryption
core cannot be altered.
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Figure 4.5: Sketch of a 128-bit parallel red key calculation. Reprinted by per-
mission from Springer Nature Customer Service Centre GmbH:
Springer Nature, [41], © 2016.

Soft decryption cores, on the other hand, can be replaced using
the standard firmware update procedures, as soon as a vulnerability
is discovered. Both soft and hard cores have in common that they
assume that the temporarily generated red key, as well as the also
security-critical PUF response, are safe, as they are temporary, volatile
signals inside the silicon die.

4.2.2 Proof-Of-Concept Key Generation Implementation

For assessing the vulnerability of these concepts to optical probing,
it is necessary to have access to either a hard or soft decryption core.
As the experimental FPGA platform (Altera Cyclone IV) available at
the time did not contain a hard bitstream decryption core, a soft-core
implementation remained the only option for evaluation. However,
as it was not possible to gain access to commercial PUF-based soft
decryption cores for bitstreams, a proof-of-concept (POC) implemen-
tation was developed. For simplicity, this implementation covered
only the most critical parts: the reconstruction of the red key and a
basic PUF. The implementation followed the concepts of a soft-core
bitstream decryption, as described by FPGA manufacturer Xilinx in
[56]. The main aspects of this concept have already been explained
in Sect. 4.2.1.2. For implementing the red key recreation, two ap-
proaches were implemented: a serial as well as a parallel calculation.
For the PUF implementation, a ring oscillator (RO) PUF was selected.
The following sections briefly explain these aspects of the POC imple-
mentation in more detail.

parallel key calculation In case of a parallel calculation, as
sketched in Fig. 4.5, the 128-bit wide red key will be created by feed-
ing the PUF response (also called the “PUF key”) and the black key
into a 128-bit wide exclusive or (XOR) function. Therefore, the key
will be calculated in a single clock cycle as soon as the PUF and black

http://dx.doi.org/10.1007/978-3-662-53140-2_8
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© 2016.

key registers are loaded and the “set” inputs of the red key registers
are activated. The red key registers can then be used as inputs to the
decryption core. For simplicity, an 8-bit key width was chosen for the
POC implementation.

serial key calculation Fig. 4.6 shows a sketch of a 128-bit
wide serial red key calculation. Here, the registers for the red, black,
and PUF key are connected in series to form three shift registers. The
outputs of the black and PUF key shift registers are fed into a single-
bit exclusive or (XOR) gate whose output feeds the input of the red
key shift register. To calculate the red key, the PUF and black key
registers will first be loaded with their respective values. Following
that, the shift clock is activated, allowing the individual bit values to
get shifted into the XOR, while the resulting red key will get shifted
into the red key registers. Therefore, the calculation of the key will
take 128 clock cycles. As for the parallel calculation, an 8-bit wide key
was chosen for the POC implementation, reducing the needed clock
cycles to 8.

ring oscillator puf To also evaluate possible vulnerabilities of
the PUF itself, a simplified ring oscillator (RO) PUF was realized for
the POC implementation, see Fig. 4.7. In this case, two ROs consist-
ing of 11 inverters were programmed into the FPGA. The ROs are
connected to two counters which count the RO oscillations for a cer-

http://dx.doi.org/10.1007/978-3-662-53140-2_8
http://dx.doi.org/10.1007/978-3-662-53140-2_8
http://dx.doi.org/10.1007/978-3-662-53140-2_8
http://dx.doi.org/10.1007/978-3-662-53140-2_8
http://dx.doi.org/10.1007/978-3-662-53140-2_8
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tain number of clock cycles. A comparison circuit then uses these
counters to determine which of the two ROs was faster and outputs a
binary result accordingly. It should be noted that in case of a full RO
PUF implementation this circuit would contain additional ROs and
multiplexers which would allow for the comparison of multiple RO
pairs. This would then deliver a PUF response with a bit width equal
to the number of examined RO pairs. However, in the case of the
POC implementation, the described simplified version should suffice,
as it already contains all relevant elements of an RO PUF.

4.2.3 Optical Key Extraction Concept

As explained in Sect. 4.1, in failure analysis (FA) both laser voltage
probing (LVP) and laser voltage imaging (LVI) are established tech-
niques. LVP allows probing the waveform present at an electrical
node, similar to an oscilloscope, while LVI allows the creation of an
activity map of circuits switching with a certain frequency. To under-
stand the standard FA workflow using LVI/LVP better, it might be
helpful to consider a simple example: imagine a chain of inverters
or buffers carrying some waveform. If this waveform fails to appear
at the output, an FA engineer could feed a simple square wave sig-
nal with a known frequency into the chain while performing LVI on
the device. All nodes of the chain carrying the waveform would then
show up in the LVI map, while the first failing element and all follow-
ing elements will not be detectable. Using layout and schematic the
FA engineer would then be able to locate the fault in the vicinity of the
last functioning and first failing chain element. If, on the other hand,
a waveform appears at the chain output but is malformed, the FA
engineer could first use LVI to locate the beam modulating locations
of the circuit of interest, and then use LVP to probe the waveforms of
the individual chain elements, to see at which point the degradation
occurs.

However, for an optical probing attack, it cannot be assumed that
the attacker has access to the transistor-level layout. She will further-
more not be able to achieve the same level of control over the input
signals as in the FA example of the previous paragraph. Therefore,
to assess the feasibility of optical probing attacks against the POC im-
plementation, it is necessary to understand in which way an attacker
would most likely approach this challenge. Without transistor-level
layout access, the attacker’s first action will presumably be to per-
form LVI in some way, to analyze the circuit’s operation. Ideally, this
LVI map will already be data dependent and reveal key bits or other
secret information to her. If it does not, it must at least reveal to her
the transistors carrying secret data, which she might then further an-
alyze using laser voltage probing. The following sections will discuss
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Figure 4.8: Waveforms of registers of the parallel implementation in conjunc-
tion with the reset signal. Register A receives a “1” bit during
the calculation, while register B receives a “0” bit.

which approach an attacker might pursue, depending on the basic
implementation type considered.

It should be noted, that it is assumed that the attacker is able to ap-
proximately determine the location of the key registers and PUF, which
will allow her to narrow her search area. To gain this knowledge, she
can analyze the first stage bootloader if it is unencrypted. If it is
encrypted, she can try to extract the key, for example by differential
power analysis (DPA) or stimulation attacks, see also Chapter 3. If all
these approaches fail, she can manually analyze the circuits that are
revealed to her by LVI/LVP measurements. Since during the very first
stage of booting only the PUF key generation is active, the number of
false positives during such an approach should be limited, although
the analysis might be tedious.

4.2.3.1 Parallel Implementation

This section discusses the attack approach for the parallel implemen-
tation. As LVI will be the first step in an attack, and LVI detects
frequencies or frequency components, it is necessary for the attacker
to analyze the circuit in the frequency domain. An analysis of the
parallel implementation introduced in Sect. 4.2.2 reveals that all reg-
isters taking part in the red key calculation receive data exactly once
for every power-on. Therefore, if the attacker places the device in a
reset loop, she can induce the reset loop frequency into the calculation
circuit. Furthermore, there is a fundamental distinction that can be
made for all the registers: each individual register receives either a
one or a zero during the calculation. Therefore, the analysis can be
simplified to the analysis of just these two types of registers. Fig. 4.8
shows a sketch of the waveforms on these two types of registers when
the device is operated in the reset loop scenario.

When the circuit is first powered on, all registers are reset to their
default values by the reset circuitry. These default values are assumed
to be logic “low” level. As soon as the reset signal goes low, the
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circuit will become active and start with the calculations preceding
the setting of the register considered. For register “A”, receiving a
one, it can be seen that as soon as this amount of time, TCalc, has
passed, the register will transition from low to high. It will keep
its high level until the reset signal is asserted, at which point it will
change back to low. Register A will then stay low until the reset
signal is de-asserted at which point the calculation cycle will repeat.
It can be seen from Fig. 4.8 that this causes the waveform present at
register A to repeat after the reset loop period TReset. This directly
implicates that the fundamental frequency of that waveform will be
the reset loop frequency. Therefore, if the attacker performs LVI at
this frequency, this register should show up in the LVI activity map.
For register “B”, receiving a zero, the case is much simpler. As this
register does not change its state at all, it should not be detectable
by LVI. Therefore, if the output values of the LVI spectrum analyzer
are color-encoded in the LVI activity map, the attacker can expect
registers receiving a one to show up bright, while registers receiving
a zero should stay black. Thus, she should be able to directly extract
the key bits from the LVI activity map.

4.2.3.2 Serial Implementation

In the case of the serial POC implementation, see Sect. 4.2.2, the data
cannot be extracted by a simple bright/dark LVI map distinction,
as opposed to the parallel case. Because the key values are shifted
in serially through the individual registers of the shift registers, the
waveform present at each register depends on its position in the shift
register. However, since the device is placed in a reset loop, the fun-
damental frequency of the register waveforms will still be the reset
loop frequency. The registers should therefore still show up in an
LVI activity map taken at the reset loop frequency. The attacker can
then proceed to analyze the individual registers using laser voltage
probing until she finds the first, or “shift-in” register, through which
the whole key will be shifted. As soon as she has found this register
she can extract the key data from the LVP waveform data.

As the LVI signal intensity is dependent on the strength of the
frequency components at the boot loop frequency, and these only
depend on the register waveforms, the attacker might even calculate
the expected LVI intensity beforehand. In Fig. 4.9 the result of such a
calculation can be seen. In this case, a simple script for the numerical
computational software “Scilab” was written, which calculates the
boot loop frequency component of the waveforms of all possible keys
and for all registers. The script is documented in appendix A.3. The
calculation is performed using a fast Fourier transformation (FFT)
and takes about one minute in total on a 2.7 GHz quad core laptop.
Register 7 is the shift-in register in this case, compare Sect. 4.2.2.
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Figure 4.9: Theoretical LVI intensity as a function of register position and
key value for a 1 MHz boot loop frequency. Calculated for a se-
rial implementation using an 8-bit key with a key shift duration
of 200 ns.

It is evident that every key value has a unique signal intensity dis-
tribution along the different registers. This means that even without
probing the register waveforms, the attacker might be able to deter-
mine the key directly from this distribution in the LVI map. It should
be mentioned that this calculation assumes that all registers would
create an equally strong signal if they are pulsed with the same wave-
form. However, in a real-world scenario, this might not be the case, as
varying remaining silicon thickness among the electrical nodes might
lead to different amounts of signal strength due to interference effects.
In this case, an attacker would need to perform an LVI reference mea-
surement first, by pulsing all the nodes with a known waveform and
registering their relative signal intensity. She could then use this later
to correct her measurements for the signal intensity distribution and
identify the correct key using the corrected data. Furthermore, if the
system used for LVI does not have a high enough signal to noise
ratio (SNR) to distinguish the required nuances in the intensity distri-
bution (one nuance per key bit), it should still be possible to reduce
the number of key candidates significantly and perform a brute-force
attack using this knowledge.

It is evident that the time required for this calculation scales expo-
nentially with the key length, and therefore calculations for long keys
are infeasible using an FFT. However, the observation that registers
receiving more “1” bits during the key shift will deliver a stronger
LVI signal will remain true for any given key length and a fast simpli-
fied analytical calculation could be developed for longer keys. Thus,
it is conceivable that key extraction from the serial implementation
using only LVI is at least theoretically possible.

However, a more straightforward way is available to the attacker, if
it is assumed that she is able to also perform LVP. It can be seen in
Fig. 4.9 that if the attacker wants to find register 7 for some fixed key,
her best guess is always to probe registers with the largest LVI signal
first. Therefore, she can take an LVI measurement and systematically
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probe the register waveforms, starting with the one with the largest
LVI signal intensity.

The overall result of the previous discussions is the following: if the
attacker has LVP capabilities at her hands, the combination of an LVI
measurement and the subsequent LVP probing of the registers with
the largest LVI signal is the most simple and straightforward way
to extract the secret serial data. If probing is not possible for some
reason, she can move on to analyze only the LVI intensity distribution
as discussed.

4.2.4 Ring Oscillator PUF Characterization Concept

If the attacker is unable to extract the red key directly, there might
still be a threat towards the bitstream encryption security. As the
black key is present in NVM, it is conceivable that the attacker is able
to acquire it. If she can now somehow characterize the used RO PUF,
she will be able to derive the PUF response, or “PUF key”, and will,
in consequence, be able to calculate the red key manually. This sec-
tion will discuss how she might achieve this RO PUF characterization
through a combination of simple power analysis (SPA) and LVI/LVP.
It should be mentioned that the same assumptions about knowledge
of the approximate location of the PUF and its components already
discussed in Sect. 4.2.3 apply here too.

As the attacker does not have knowledge of the approximate RO
frequencies, she will not be able to directly perform LVI to find the lo-
cation of the RO nodes. However, active ring oscillators on an FPGA
will consume a fair amount of power. This is due to the fact that
they constantly have to charge and discharge the parasitic capaci-
tance of the gates and wiring with a high frequency. Furthermore,
the current draw of the circuits which make up the RO is increased
during switching when both PMOS and NMOS transistors are con-
ducting for a short time. Thus, the ROs will modulate the power
supply current with their own operating frequency. In combination
with the non-zero power supply output impedance, this should lead
to voltage fluctuations, which can then be analyzed using spectrum
analysis. Therefore, if the attacker performs spectrum analysis on the
power supply line while the ROs are active, this should deliver to her
a superposition of all active RO frequencies and thus a first estimate
of the RO frequencies. She will however not be able to characterize
individual ROs this way.

Nevertheless, she can now use this frequency estimate to perform
LVI with a broad filter bandwidth. In this way, she will be able to
spatially locate all the ring oscillator nodes on the device under test.
She can then move on to characterize each individual ring oscillator
by probing its electrical nodes with a modified LVP setup. As in
normal LVP, she will hold the laser beam stationary on an electrical
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Figure 4.10: Block diagram of the optical and electrical hardware setup for
both key extraction and PUF characterization. Reprinted by per-
mission from Springer Nature Customer Service Centre GmbH:
Springer Nature, [41], © 2016.

node of interest. However, the detector signal will then not be fed
into an analog-to-digital converter card in a PC for averaging, but
instead into a spectrum analyzer. The running ring oscillator will
then modulate the reflected light with its own operational frequency,
which will then also be present in the electrical detector signal. Using
the spectrum analyzer on this signal should then reveal the precise
RO frequency as a distinct peak in the spectrum.

If the attacker performs this procedure for all the ROs of the PUF,
she will be able to predict the outcome of the frequency comparison
of any two ROs and will thus be able to predict the binary PUF re-
sponse.

4.2.5 Combined Hardware Setup

Following the concepts of Sect. 4.2.3 and 4.2.4, a hardware setup was
devised which allows for experimental evaluation of the discussed
attack scenarios. This section will present and explain said setup
briefly.

Fig. 4.10 shows a block diagram of both the optical and electri-
cal hardware setup created for the LVI/LVP experiments. The optical
setup consists mainly of a Hamamatsu ”Phemos-1000” laser scanning
microscope. For laser voltage probing and laser voltage imaging mea-
surements, the Phemos is equipped with a highly stable laser light
source (Hamamatsu C12993), as well as an LVI/LVP preamplifier
(Hamamatsu C12323). It furthermore incorporates an Agilent Acqiris
analog-to-digital converter (ADC) card and an Advantest U3851 spec-
trum analyzer. The laser source used for this setup emits radiation
at 1319 nm wavelength. The laser beam is input into the system, de-

http://dx.doi.org/10.1007/978-3-662-53140-2_8
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flected by galvanometric scanning mirrors and then focused using the
objective lens. The focused laser beam then penetrates into the DUT
through the device backside. The reflected portion of the laser light
is captured by a detector, whose signal is then fed into the LVP/LVI
preamplifier. The output of the preamplifier can then either be routed
into the ADC card for averaging and waveform creation (LVP) or can
be sent to the spectrum analyzer (LVI). For coarse navigation 5x and
20x objective lenses are available. For detailed measurements with
high resolution, a 50x/0.76NA lens with silicon thickness correction
can be used. The optical setup is able to deliver a beam of about
50 mW power into the DUT if the laser is set to 100% optical power.
A PC with the Phemos control software is used to operate the optical
setup and create reflected light images as well as LVI/LVP data.

For the device under test (DUT), Altera Cyclone IV FPGAs with
part number EP4CE6E22C8N were chosen, which are manufactured
in a 60 nm process. The devices come in a 144-pin TQFP package,
which was opened from the backside and thinned to 25 µm using
an Ultratec ASAP-1. The samples were then inversely soldered to a
custom PCB. Bond wires originally leading to the removed “exposed
ground pad” were reconnected using silver conductive paint. For
configuration, a JTAG connection was used.

The electrical setup uses two power supplies to provide power to
the DUT. For the VCCINT power rail, which powers the internal logic,
an Agilent E3645A is used. For the I/O power rail (VCCIO) and the
analog/PLL power rail (VCCA), a Power Designs Inc. model 2005
is used. VCCIO and VCCA are both set to 2.5 V and VCCINT is set
to 1.2 V. All these voltages lie within the range recommended by the
DUT manufacturer [2]. A Rigol DG4162 function generator supplies
reset as well as clock signals to the DUT. The reset signal is further-
more connected to the Phemos hardware, to be utilized as a trigger
for LVP waveform acquisition. The reset and clock signal, as well as
an auxiliary DUT output, are connected to a Teledyne LeCroy Wave-
Master 8620A oscilloscope to monitor proper DUT operation, as well
as to conduct simple tests. To be able to perform the spectral anal-
ysis on the power rail mentioned in Sect. 4.2.4, a software-defined
radio (SDR) is AC-coupled to VCCINT. The SDR is a $20 USB dongle
type which uses a Rafael Micro R820T tuner and a Realtek RTL2832U
chipset. As this chipset is well supported by free and open source
software, multiple options for control are available. For this setup,
the ”Gqrx” program [18] and the python script ”RTLSDR Scanner”
[20] are chosen. If the desired spectral bandwidth is below 2.4 MHz,
Gqrx can be used for live viewing of the power supply line spectrum.
If a larger bandwidth is needed, RTLSDR Scanner can be used to cre-
ate a wider spectrum using multiple measurements, at the cost of an
increased measurement time.
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Figure 4.11: LVI overview map of the area containing the parallel POC im-
plementation, taken at the boot loop frequency. The locations
of the red key, black key, and PUF key register blocks have been
highlighted in white.

4.2.6 Experimental Results

This section presents the results achieved by performing the attack
approaches of Sect. 4.2.3 and 4.2.4 using the setup of Sect. 4.2.5.

4.2.6.1 Key Probing

For achieving the experimental results in this section, the hardware
setup and POC implementation were used in a boot loop configura-
tion, as described in the previous sections. For these experiments, the
black key was set to 0b10101101, the PUF key was 0b11011011 and the
resulting red key therefore 0b01110110. All I/O signals were supplied
using a 2.4 V high and 0 V low level.

parallel implementation For the parallel implementation as
previously presented in Sect. 4.2.2, a 5 MHz reset loop frequency was
used. The clock used to drive the key generation logic was set to
50 MHz. Both clock and reset signal were 50% duty cycle. For LVI,
the 50x objective lens was used, along with 10% laser power and a
3.3 ms pixel dwell time. The spectrum analyzer of the LVI setup was
set to the reset frequency and 300 Hz bandwidth.

With these settings, an overview LVI map of the area containing the
POC implementation was acquired, which can be seen in Fig. 4.11. It
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Figure 4.12: Detailed LVI measurements for the red key, black key, and PUF
key register blocks with bit states annotated. Logical element
(LE) boundaries are indicated by the dashed lines. The key bits
can easily be extracted from the LVI activity in each register.
Register 7 is on the right-hand side and register 0 is on the left.

is evident that there is some circuitry actively switching at the boot
loop frequency. Furthermore, three distinct main areas of activity can
be identified which have been highlighted in Fig. 4.11. Comparison
with the POC implementation placement shows that these three areas
are indeed the register blocks for the black key, the PUF key, and
the red key. It should be noted that for an attacker to perform the
same unambiguous register block identification, she would need to
have partial knowledge of implementation or instead would have to
examine all potential key register locations individually, as already
discussed in Sect. 4.2.3.

To examine if the key data can actually be extracted, detailed LVI
maps utilizing the 50x lens and a 4x scanner zoom were performed
on the register block areas. The results of these measurements are
depicted in Fig. 4.12. In this figure, the boundaries of the FPGA logi-
cal elements (LEs), which contain one register each, are indicated by
dashed lines. The bit states of the individual registers are also given
in the figure. It should be noted that register 7 is on the right-hand
side and register 0 is on the left because of device orientation. These
results clearly show that the expected behavior discussed in Sect. 4.2.3
is occurring: registers receiving a “1” bit contribute to the LVI signal
while registers receiving a “0” remain inactive. The peculiar activ-
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Figure 4.13: LVI map of the red key register block for the serial POC imple-
mentation. Locations chosen for probing are indicated by cir-
cles. The resulting probing waveforms are depicted in Fig. 4.14.
Note that register 7 is on the right-hand side and register 0 is
on the left.

ity patterns inside each active LE are caused by the underlying ASIC
structure of the LEs and will not be analyzed further. However, it is
evident that it is possible to extract the black, PUF and red key bits
from these measurements using a simple activity/no activity distinc-
tion. Detailed examination of the LVI maps reveals a change in signal
intensity and pattern shape among the three different measurements.
This can be explained by a slightly different focus position for each
measurement due to refocusing. Furthermore, the inverted register
order already hints at a possible countermeasure: if the registers are
not implemented in this straightforward way but are instead scram-
bled in their order or even dispersed among other active circuitry,
the attacker will have a much more challenging task in figuring out
the actual register-to-bit mapping. As a result, the only information
about the key that she might gain is the number of “1” bits in the
key or even no information at all. Nevertheless, if the registers are
implemented naively or if the register-to-bit mapping can otherwise
be acquired, the key can be extracted directly.

serial implementation For the serial implementation, the re-
set frequency was lowered to 1 MHz, as it needs a larger number of
clock cycles to execute the key shift through all registers. Further-
more, the reset signal duty cycle was changed to 58% as a makeshift
trigger delay. Also, the laser power was slightly increased to 15% and
the pixel dwell time was set to 1 ms. With these settings, an LVI map
was acquired for the red key register block using the 50x lens and a 4x
scanner zoom. The resulting LVI data can be seen in Fig. 4.13. As ex-
pected, no simple activity/no activity distinction for the key registers
can be made. Instead, the registers show different levels of activity
as already discussed in Sect. 4.2.3. Following the same discussion, an
attacker could expect one of the registers on the right-hand side to
be the shift-in register, as they have the highest level of LVI activity.
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Figure 4.14: LVP waveforms for the red key registers, probed at the locations
indicated in Fig. 4.13. The registers can easily be identified by
the number of bits shifted through. The bottom signal turns out
to be register 7, whose waveform reveals the complete key.

Indeed, probing of the rightmost register reveals it to be register 7,
which is the shift-in register. Of course, this could also have been
determined by looking at the POC implementation placement in the
FPGA, however, as discussed previously, an attacker might not have
access to this data.

To illustrate the data extraction, laser voltage probing was per-
formed on register 7, 5, and 3, at the locations indicated in Fig. 4.13.
Probing was not performed directly on the main activity area in the
lower LE half as the chosen locations at the top were able to deliver a
better signal to noise ratio, probably due to their more isolated char-
acter. The resulting probing waveforms are depicted in Fig. 4.14. It
is evident that all the red key bits can be recovered from the wave-
form of register 7. For completeness, the waveforms of register 5
and 3, which are further down the shift register, are also given. It
is evident that they only receive a part of the key bits during the
shift-in operation. For acquiring the probing waveforms shown here,
the data of multiple reset loops was integrated. Unfortunately, the
Phemos control software does not output the number of integrations,
as this value is generated automatically from a number of measure-
ment parameters. However, if all parameters are set to the fastest
possible acquisition there is a known lower limit for the number of in-
tegrated waveforms in the software. This limit is 100, 000 waveforms
in the case discussed here. The probing measurements of Fig. 4.14

were repeated using this setting and the signal to noise ratio was still
good enough to easily distinguish bit states. It is therefore expected
that the data extraction illustrated in this section will still work for a
much lower number of integrations if the limit is removed from the
software.

Thus, key extraction is also demonstrated for the serial implemen-
tation. In conclusion, it can be said that an attacker should be able
to extract the key bits using just LVI or a combination of LVI/LVP,
depending on which implementation is used.
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Figure 4.15: LVI map (left) and LVP spectrum (right) of the examined ring
oscillator circuit. Logical element (LE) boundaries are indicated
by the dashed lines in the LVI map. The spectrum can be ac-
quired at any of the active locations in the LVI map.

4.2.6.2 PUF Characterization

To perform the characterization of the ring oscillator (RO) PUF, a first
rough frequency estimate of all running ROs was determined using
the software-defined radio (SDR) and power analysis in the frequency
domain, as discussed in Sect. 4.2.4. Using this estimate with slight
variations while setting the spectrum analyzer of the LVI setup to a
wide bandwidth (about 100 kHz) led to the discovery of the ROs in
the LVI map. One of the ROs was then chosen for further analysis.
The LVI map of 8 inverters of said RO is shown on the left side of
Fig. 4.15.

This data was acquired using the 50x lens, a bandwidth of 100 kHz
and a frequency of 127.3539 MHz for the spectrum analyzer, 60%
laser power, and 0.33 ms pixel dwell time. When comparing the band-
width of this measurement to that of the measurements for the key
data extraction from the previous sections, it becomes clear that a
much wider filter bandwidth was used (100 kHz vs. 300 Hz). This is
due to the fact that ring oscillators, especially with few inverters, are
relatively poor clock sources as compared to a conventional clock gen-
erator. Their spectrum is more widespread, and therefore the overall
power of their signal is distributed over a larger range of frequencies.
As a result, the spectrum analyzer bandwidth has to be increased to
allow the capture of a decent total amount of signal power. Unfortu-
nately, this also leads to a higher level of noise power being registered
by the spectrum analyzer, as the wider bandwidth allows more noise
to enter the system. As a consequence, this leads to a worse signal
to noise ratio in the LVI map. This effect can be seen clearly when
comparing Fig. 4.13 and Fig. 4.15, where the LVI signal has dropped
significantly even though the laser power has been raised from 15%
to 60%.

However, although ROs seem to be more challenging to analyze
using LVI because of the aspects just discussed, the active electrical
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nodes of the ring oscillator can still be identified in the LVI map in
Fig. 4.15. Therefore, it was possible to hold the laser beam stationary
on one of these nodes and feed the resulting detector signal directly
into the spectrum analyzer, instead of the waveform acquisition card,
as discussed in Sect. 4.2.4. For this measurement, the laser power was
further increased to 73% and the spectrum analyzer put into its con-
ventional (non-LVI) frequency sweep mode. The spectrum analyzer
resolution bandwidth was then set to 30 kHz and the video band-
width to 10 Hz. The resulting measurement data can be seen on the
right in Fig. 4.15. The spectrum of the RO activity is clearly visible
about 10 dBm above the noise floor. The position of the peak value of
this spectrum can be determined to lie at 127.168 MHz. The frequency
at which this RO operates can thus be determined precisely. It should
also be mentioned that the resolution bandwidth of the spectrum ana-
lyzer does not constitute the limit for the precision with which the RO
frequency can be determined. As the measurement shown here con-
sists of just a single spectrum analyzer frequency sweep, an attacker
would be free to average multiple measurements. As she will only be
interested in the average frequency of each RO, to determine which
one is faster (see Sect. 4.2.4), she can choose to evaluate the peak of
an averaged spectrum for each RO. This way she can increase the pre-
cision of her measurements comfortably by choosing an appropriate
number of averaged measurements. It should be noted that a shift in
frequency of about 0.15% was discovered in the probed RO when the
laser power was increased from 60% to 73%. However, as all ROs are
made up of the same elements, the same frequency shift should occur
if a different RO is probed in the same way with the same laser power.
Therefore, this should not hinder the attacker in deciding which ROs
are faster than others. On the other hand, if the characteristic of the
frequency shift with varying laser powers can be determined, an at-
tacker might also measure a single RO with different laser powers
and extrapolate to the value at zero power. Nevertheless, the exis-
tence of a frequency shift caused by the laser irradiation points at a
possible countermeasure, which might use this fact to detect a prob-
ing attack while only using the standard FPGA logic fabric. For an
example of such a protection scheme see Sect. 6.1.2.

With a technique such as optical probing in mind, it becomes appar-
ent that the exchange of direct NVM key storage for implementations
using PUFs does not raise the security level as high as one would
have expected in the first place. However, they still offer a significant
advantage over conventional key storage schemes, as they raise the
effort required for an attack, compare also the key extraction attacks
from Chapter 3. Yet, as more and more sophisticated key storage so-
lutions can be thought of to hinder the attacker, it should be kept in
mind that optical probing has the potential to circumvent all of them.
As LVP has the potential to probe the bitstream data directly after on-
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chip decryption, it might make all schemes protecting the key itself
irrelevant. As this approach is also a viable option for an attacker, it
will be evaluated in the next section.

4.3 plaintext data extraction

The main aim of this section is to assess the feasibility of directly
extracting the plaintext as opposed to the key data. This can under
certain circumstances be advantageous for an attacker. For example,
key extraction can be hindered by more sophisticated key storage
solutions. Examples of such techniques are the PUF-based storage
solutions as discussed in the previous sections or other approaches,
such as “secret sharing”. In the latter case, the secret key data is
spread across several shares, requiring an attacker to acquire all of
the shares to reconstruct the key, thus raising the required effort. If
the plaintext is attacked instead, there is no such protection scheme
available. As the plaintext bitstream needs to be used by the FPGA to
configure itself, it inevitably needs to be present at some point in the
device.

Moreover, this section also aims to address the following questions
raised by the results of the previous experiments: for extracting secret
data from FPGAs the previous sections used package modifications
to access the silicon die. However, more modern devices use flip-chip
packages which expose the silicon backside directly. This leads to the
question if such packages might be used for non-invasive optical prob-
ing attacks, eliminating the need for DUT modification. Additionally,
previously a proof-of-concept implementation on the FPGA logic fab-
ric was used. It is therefore questionable if similar attacks are pos-
sible on real commercial devices which employ application-specific
integrated circuits (ASICs) for their decryption cores. Assuming the
same technology size, a decryption ASIC can have a much smaller
size than a decryption core on the logic fabric, potentially making
the features relevant for the attack optically unresolvable. Further-
more, no information is usually released about the layout and imple-
mentation of the decryption ASICs, requiring an attacker to reverse
engineer these complex circuits.

To evaluate these questions, the feasibility of plaintext extraction
will be assessed on an actual commercial device, with only public in-
formation about the decryption ASIC available. The scenario is that
an attacker has physical possession of such a device and seeks to ex-
tract the plaintext bitstream. For this, she has limited access to FA
equipment, for example by renting. The main idea is for the attacker
to analyze the decryption core, find the location where the plaintext
data leaves the core, and then extract it. The setup is mostly the same
as in Sect. 4.2, however, the coherent laser source has been exchanged
for an incoherent light source, details about this will later be given
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in Sect. 4.3.2. For this reason, the optical probing techniques can no
longer correctly be referred to as laser voltage probing and imaging
(LVP/LVI), but will instead be referred to as electro-optical probing
and electro-optical frequency mapping (EOP/EOFM). Apart from the
difference in coherence, these terms can be seen as interchangeable
with regard to the functionality they provide, and EOP/EOFM func-
tions by the same terms that were already explained in Sect. 4.1.

The structure of this section is as follows: first, the concept for
the analysis of the decryption core will be described in Sect 4.3.1.
Following that, a suitable hardware setup will be developed and an
appropriate DUT will be selected in Sect 4.3.2. Finally, the attack
concept will be applied to the DUT and the results thereof will be
presented and analyzed in Sect 4.3.3.

4.3.1 Plaintext Data Extraction Concept

This section will describe how an attacker would most likely proceed
to analyze an unknown decryption ASIC in an FPGA and find the
locations from which the plaintext can be extracted. The scenario is
as follows: it is assumed that an attacker is in possession of a board
containing an FPGA in a flip-chip bare-die package. The FPGA loads
the encrypted bitstream data from an NVM to configure itself. The
attacker now seeks to gain access to the plaintext bitstream to extract
either intellectual property (IP) or secrets such as authentication keys
contained therein.

Apart from conventional tools such as a soldering iron and a lap-
top, the only professional equipment the attacker has access to is an
optical probing microscope which she rents at a failure analysis lab.

To perform her attack, there are four basic steps that she will need
to execute:

• Localize the general configuration logic area on the silicon die

• Localize the decryption core in the configuration logic

• Localize the logic gates carrying plaintext data in the decryption
core

• Extract the data from the found plaintext gates

To avoid harming the target device, the attacker will probably per-
form these steps first on a training device of the same type. This will
also enable her to transfer manipulated bitstreams to the device and
allow her to set arbitrary security settings and keys and have full con-
trol of the device in general. As soon as she has analyzed the training
device in this way and found the plaintext gates, she can move on to
mount her attack on the actual target.

Her first step will be to acquire reflected light images of the device,
to look for general structures in the layout. As it is assumed that she
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has access to an optical probing system by renting, this system can be
expected to use the common optical probing wavelength of 1.3 µm
for illumination. As this wavelength is able to penetrate through
hundreds of micrometers of silicon and the device is in a bare-die
flip-chip package, she will be able to acquire reflected light images
without any modifications to the DUT.

In these images, she will directly be able to distinguish the FPGA
logic fabric from dedicated functions realized as ASIC blocks. As the
FPGA’s logic fabric consists of many identical structures, such as look-
up tables (LUTs) and SRAM memory, which are arranged in rows and
columns, it should have a highly ordered appearance. ASIC blocks,
on the other hand, should have a more irregular appearance. As the
configuration logic will be implemented as an ASIC, the attacker will
focus on the more irregular structures. As she knows that there will
be only one configuration ASIC, she can disregard all blocks which
are appearing multiple times across the DUT. Additionally, she can
consult the datasheets and technical description of the device to ac-
quire additional hints.

She can then start to use optical probing to exclude further candi-
dates. If she is able to estimate some frequency present in the config-
uration logic, she can perform EOFM at this frequency. In the ideal
case, this should then reveal activity in only one of the candidate
locations. Alternatively, she might also try to induce a certain fre-
quency into the configuration logic, as was done for the experiments
of Sect. 4.2.3.

To then find the decryption core, she can compare the activity for
encrypted and unencrypted bitstreams. Areas that are only active
for encrypted bitstreams have a high probability of taking part in
the decryption process and are therefore strong candidates for the
decryption core. When she has narrowed down her search to these
areas, she will then have to find a way to distinguish gates carrying
the plaintext from all other logic.

This step will not be as straightforward as the previous steps. How-
ever, if she recalls some basic properties of bitstream encryption ci-
phers, she will be able to induce a frequency into the plaintext gates
which she can then detect using EOFM. Most modes of operation
used for block ciphers for FPGA bitstream encryption have the valu-
able property of destroying structures and frequencies present in the
plaintext during ciphertext creation. This property raises the security
of the cipher as it hinders attacks such as frequency analysis. Fur-
thermore, it also means that the encrypted bitstream data is basically
indistinguishable from noise in the frequency domain.

However, when the plaintext is regenerated inside the device, it
will obviously possess all the structures and frequency components
of the original plaintext. Thus, if a certain frequency is inserted into
the plaintext data, this frequency will vanish in the ciphertext, and
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Figure 4.16: Plaintext frequency induction. The spectrum C( f ) of the cipher-
text function c(t) contains no dominant frequency components,
as the cipher destroys all structures which were present in the
plaintext. However, when the plaintext p(t) is regenerated as a
periodic function inside the device, its spectrum P( f ) contains
specific harmonics. [81]

only reappear in the plaintext that leaves the decryption core, see
Fig. 4.16. If this frequency is then used to perform EOFM, all gates
carrying the plaintext should become detectable, while gates carrying
the ciphertext should not give rise to a signal.

Mathematically, if a regular repeating “10” bit pattern in the plain-
text for frequency generation is assumed, a time-periodic plaintext
will be obtained. The periodic voltage of the plaintext signal p(t) can
then be written as a square wave [88]:

p(t) = 2[H(t/T)− H(t/T − 1)]− 1

Here, H(t) represents the Heaviside step function and T the bit dura-
tion. If this function is written as a Fourier series [88], it can be seen
that it only contains specific harmonics:

p(t) =
4
π

∞

∑
n=1,3,5,···

1
n

sin


nπt
T


In the case of this example, the spectrum will contain only the

fundamental frequency f = 1
2T and its odd harmonics. This is also

illustrated in Fig. 4.16. In other words, every location in the DUT that
carries the plaintext signal will be visible in an EOFM measurement
carried out at the fundamental frequency or the odd harmonics. It
should be noted that the formula also indicates that the higher har-
monics will generate a weaker signal.

This now enables the attacker to easily find the plaintext gates: she
simply has to manipulate the bitstream to contain a certain funda-
mental frequency. When this bitstream is then encrypted and loaded
from NVM into the FPGA, the fundamental frequency will only be re-
generated after the data has left the decryption core, see Fig. 4.16. An
EOFM measurement at this frequency will then reveal the plaintext
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gates to her. It should be noted, that she needs to choose a frequency
which is unlikely to be present in other parts of the device. When she
has identified the plaintext gates in this way, she can then proceed to
extract the plaintext data using EOP.

Yet, she has to keep in mind that, depending on the actual imple-
mentation, the generated frequencies might be altered when the data
is processed in the decryption core. However, she can mitigate this
by creating a model of the data processing and deducing the gener-
ated frequencies from it. She can then either calculate the frequencies
she needs to use for EOFM or even use the knowledge to generate a
bitstream which generates a specific frequency directly.

As a simple example, a bitstream containing alternating ones and
zeroes is considered. If this bitstream is loaded in a serial fashion
using a configuration clock (CCLK), and the formula for the funda-
mental frequency f = 1

2T is applied, it can be seen that all gates carry-
ing the data will generate an EOFM signal at the frequency fCCLK/2.
Yet, if at some point a parallelization occurs, this frequency will be
changed. If, for example, the data is loaded onto a 32-bit bus, the ones
and zeroes will be aligned in every bus word and the signal on each
bus line will be static. Thus, no EOFM signal will be generated at
all. Yet, if the attacker takes this parallelization into account she can
simply modify the data to contain 32 ones followed by 32 zeroes in a
repeating pattern. This will now cause the individual bus lines of the
32-bit bus to toggle for every word. If the input into the device still
happens in a serial fashion with fCCLK, she can easily calculate the
frequency generated by the bus lines to be fCCLK/32/2 or fCCLK/64
and therefore use EOFM to detect the bus lines carrying the data.

As the attacker has EOFM available, she can easily derive predic-
tions from her current model and test them using optical probing.
Therefore, she will be able to gradually develop a model matching
the analyzed implementation and adjust her manipulated bitstream
for frequency generation accordingly. This will then allow her to find
the plaintext gates using the adjusted bitstream and finally extract the
data using EOP. A feasible attack path is thus outlined.

Apart from assessing the feasibility of the attack in general, an es-
timate of the amount of effort spent on the attack should also be
provided. For this, time tracking software will be used during the
experiments on the failure analysis equipment. This will then give a
measure of how much time the attacker would have needed to rent
at an FA lab to develop the full attack. As access to and rent for the
optical probing equipment is considered the limiting factor for this
attack, the time needed for, for example, soldering, programming or
reading datasheets will not be considered.
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5000 µm

Figure 4.17: Image of a Kintex 7 XC7K70T device in a flip-chip BGA package
(FBG484) [51]. In the middle of the package, the exposed silicon
backside of the die can be seen.

4.3.2 Hardware Setup

This section will present the hardware setup developed to realize the
concept for plaintext data extraction presented in Sect. 4.3.1.

4.3.2.1 Device Under Test

For the device under test (DUT), a Xilinx Kintex 7 XC7K70T FPGA
in a flip-chip BGA package was chosen, see Fig. 4.17. This device is
manufactured in 28 nm technology and implements a bitstream en-
cryption scheme of the “simple bitstream encryption” type presented
in Sect. 4.2.1. The cipher used in this device is the “advanced en-
cryption standard” (AES) in cipher block chaining (CBC) mode. As
the device’s bitstream security has already been broken by extracting
the key using side-channel analysis [30, 47], it allows for responsible
disclosure of all findings during the experiments without causing ad-
ditional harm to the device’s security. It should be stressed that the
results published in [30, 47] offer no insight into the gate-level struc-
ture of the device, and therefore do not give any advantage for the
plaintext extraction attack.

The DUT is mounted on a commercial “Skoll” development board
manufactured by Numato Lab [51]. As the board does not have a
heatsink mounted, the silicon backside of the DUT is exposed directly.
The initial device thickness was measured to be about 700 µm. No
die or package modifications were performed.

4.3.2.2 Optical Setup

The optical setup is mainly the same as the one already described in
Sect. 4.2.5, except for three components which were changed because
of defects or general upgrades in the lab. First, the Agilent Acqiris
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ADC card for probing waveform acquisition has been exchanged for a
LeCroy WavePro 735Zi oscilloscope. Second, the probing light source
has been changed from a coherent light source (Hamamatsu C12993)
to an incoherent one (Hamamatsu C13193). The new light source
has a wavelength of 1330 nm and achieves the following amounts
of power on the DUT with the respective lenses: 5x: 63 mW; 20x:
26 mW; 50x: 45 mW. Third, the 50x objective lens has been changed
to a 0.71NA type, still with a silicon thickness correction function.

4.3.2.3 Electrical Setup

Configuration of the FPGA can either be achieved by using the board’s
JTAG interface or by loading the bitstream data via a serial peripheral
interface (SPI) bus from a 128 MBit on-board flash. The programming
of the flash itself is done via an FTDI FT2232H chip over USB. Be-
cause of the shorter start-up time, configuration via flash is chosen
for the experiments. For this, the “master SPI configuration mode”
with standard settings was used, see [91]. In this 1-bit wide serial
transfer mode, the FPGA first sends a read instruction to the flash
memory via the SPI bus. The flash will then output the bitstream
data on its “master in slave out” (MISO) pin, which is connected to
the FPGA’s “data in” (DIN) pin. The clock for this transfer is called
the configuration clock (CCLK) and is generated by the FPGA and
fed into the flash via its SCLK pin. The FPGA will then check and
decrypt the received data and switch into user mode as soon as con-
figuration has finished without errors.

Power to the board is supplied via the USB connection and then
converted to the different required supply voltages. However, dur-
ing the experiments, the onboard switch mode power supply for the
1.0 V rail was disabled as it caused an increase in noise. Instead,
this voltage was provided by an Agilent E3645A power supply. To
allow for robust access to the data in (DIN) and configuration clock
(CCLK) signals, coaxial cables were soldered to the corresponding
printed circuit board traces. An additional cable was added to the
PROGRAM_B pin of the FPGA. This connection allows triggering re-
configuration of the device using a low-level pulse. Using a Rigol
DG4162 function generator connected to this cable, the configuration
can then be triggered repeatedly. Using a manipulated bitstream (see
Sect. 4.3.1), this allows for the continuous generation of the switching
frequencies needed for EOFM. To trigger the oscilloscope for wave-
form acquisition in EOP mode, either CCLK, PROGRAM_B, or even
the DIN signal can be used.

4.3.2.4 Manipulated Bitstream Generation

To easily generate the manipulated bitstreams discussed in Sect. 4.3.1,
a Python script with about 400 lines of code was developed. This
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Figure 4.18: Structure of normal and manipulated Kintex 7 bitstreams. [81]

script can also convert bitstream data into a human-readable synop-
sis and preview the data patterns generated inside the device under
the assumption of different bus widths. For encryption and decryp-
tion with AES-CBC, the “pycrypto” [38] library is used. To generate
a manipulated bitstream, a regular bitstream is first needed, whose
structure can be seen in Fig. 4.18a. It should be noted that here only
the sections relevant to the generation of the manipulated bitstream
will be explained. For information about the other sections, the reader
is referred to [84, 91]. To start the generation, the ciphertext portion
of a regular bitstream is first extracted and decrypted, see Fig. 4.18a.
Size-wise the decrypted portion is mostly made up of the actual con-
figuration data contained in the “FDRI” (frame data register input)
block. This block is then replaced with a user-defined repeating pat-
tern. In the case of this example, 32 ones followed by 32 zeroes, see
Fig. 4.18b. Additionally, the “footer commands” section, which nor-
mally contains the commands to start the FPGA after configuration, is
overwritten with "no operation" (NOP, 0x20000000) commands. This
is done to prevent damage to the device which might occur when the
device is started with the illegal bitstream data. The data generated
thus is then re-encrypted to generate the fake ciphertext, which is
then inserted into the regular bitstream structure, see Fig. 4.18b. This
manipulated bitstream data can then be loaded into the flash of the
FPGA board and be used in combination with the electrical setup to
continuously generate the desired frequencies for EOFM. For all the
experiments shown here, the key and the initialization vector for the
AES-CBC cipher were set to all zeroes.
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Figure 4.19: Reflected light overview images of the XC7K70T FPGA. [81]

4.3.3 Experimental Results

This section presents the results accomplished using the setup of
Sect. 4.3.2 in combination with the approach of Sect. 4.3.1. As op-
posed to Sect. 4.2, the results will not be visualized based on the
EOFM signal level, but are instead thresholded, see e.g. Fig. 4.21.
This is due to the fact that for reverse engineering of the decryp-
tion core, it is not relevant how strong an EOFM signal is, but just
if there is activity in a certain part of the device in general. The
threshold is set slightly above the noise floor and locations generat-
ing an EOFM signal are shown in green. The used EOFM settings are
given in Appendix A.1. To aid in orientation, the EOFM signal maps
are overlayed onto reflected light images. To enable readers with a
grayscale representation to distinguish between EOFM signal and re-
flected light image, the reflected light images have been reduced in
brightness.

4.3.3.1 Localization of the Configuration Logic ASIC

To localize the configuration logic ASIC, reflected light overview im-
ages of the die were first acquired, see Fig. 4.19a. To generate this im-
age, multiple 5x lens measurements were combined using stitching
software [60]. In this image, the die markings can be seen, compare
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Figure 4.20: Reflected light images of the configuration logic area. The im-
ages are 90 degrees tilted with regard to Fig. 4.19.

also Fig. 4.17, as no thinning was performed at all. The markings are
mirrored, as the Phemos software automatically flips the image data
in backside observation mode. Some differences in the general ap-
pearance of the observable structures can be seen. On the one hand,
there are strips running from the top to the bottom of the device
showing an ordered appearance and covering most of the area. On
the other hand, there are “islands” of more irregular structures, for ex-
ample in the top right corner and in the middle of the die. Fig. 4.19b
shows a zoomed-in view highlighting the differences between these
areas. Following the reasoning of Sect. 4.3.1, it can be assumed that
the ordered structures are the logic fabric, while the other structures
are ASIC blocks. Upon investigation of the Xilinx datasheets for this
device [92], it becomes clear that the ASIC blocks at the top right
corner are GTH/GTX transceivers available in some 7-series devices.
The same datasheet shows the configuration logic as a block roughly
in the middle of the die, while Fig. 4.19a reveals a strip of somewhat
irregular appearance at this location. Therefore, this area is examined
more closely.

Fig. 4.20a shows a reflected light image of this section which has
been tilted with regard to Fig. 4.19, while Fig. 4.20b shows a zoomed-
in view of the central portion. These images have been acquired us-
ing stitching of multiple 20x lens images. To confirm that this area is
actually the configuration logic area, EOFM measurements were per-
formed at the configuration clock (CCLK) frequency, to show circuitry
potentially operating on the bitstream data. Indeed, these measure-
ments revealed activity and it was even possible to probe the data
entering the configuration logic using EOP. This thus confirms that
the area of Fig. 4.20a is indeed the configuration ASIC.

4.3.3.2 Localization of the AES core

In Fig. 4.20b, two areas can be seen which possess the somewhat ran-
dom appearance of synthesized logic blocks, one in the left and one
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Figure 4.21: Comparison of CCLK activity in the configuration area for dif-
ferent bitstream settings. [81]

in the right half. As in ASIC creation logic synthesis is usually per-
formed to convert a more abstract representation of a circuit’s func-
tion into a concrete gate level layout, this indicates that these blocks
perform some dedicated functions. Therefore, they are candidates for
the AES decryption core. As discussed in Sect. 4.3.1, the next step was
the comparison of activity for encrypted and unencrypted bitstreams
to identify the AES core in these areas. For this, EOFM measurements
were performed at the CCLK frequency with different bitstream set-
tings, to see which parts of the ASIC are only active for encrypted
bitstreams. These measurements were performed with fCCLK set to
the standard “3 MHz” setting in all of the configuration ASIC area.
The results revealed an area that was always active, as well as an area
that became active only for enabled encryption, see Fig. 4.21.

Based on these results, the region of Fig. 4.21a and 4.21c is assumed
to contain the basic configuration logic and is thus named the “main
core”, while the region of Fig. 4.21b and 4.21d is assumed to be the
AES core.

4.3.3.3 Determination of the Bus Width

To allow for identification of the gates carrying actual data, as op-
posed to gates handling the clock signal, additional EOFM measure-
ments were performed. To start with the simplest case, and there-
fore leave less room for errors, this was first tested with encryption
turned off. For these measurements, a bitstream with alternating
ones and zeroes was generated and transferred onto the board. As
discussed in Sect. 4.3.1, this should lead to the gates handling the
data being detectable at fCCLK/2 if the bitstream is transferred in a
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Figure 4.22: EOFM measurements at the 32-bit word frequency ( fCCLK/64)
revealing logic gates potentially connected to the 32-bit data
bus in the “main” and “AES” areas. Although an unencrypted
bitstream is used, the AES input logic is visible in (b). [81]

serial fashion. However, this only revealed minor activity. As the
datasheet [91] states that the device uses 32-bit words for its basic
bitstream format, a 32-bit bus hypothesis was tested next. For this,
a bitstream with a repeating pattern of 32 “1” bits followed by 32
“0” bits was generated, which should lead to the data gates being
detectable at fCCLK/2/32, see Sect. 4.3.1. Yet, assuming the standard
“3 MHz” CCLK, this would require EOFM measurements to be taken
at fEOFM = fCCLK/64 = 3 MHz/64 = 46.9 kHz. As the lower fre-
quency limit of the amplifier is 100 kHz, fCCLK was increased to the
“12 MHz” setting. Note that, as discussed in Sect. 4.3.1, the attacker
is free to do this since she uses a training device at this stage.

The resulting measurement data for the main core area can be seen
in Fig. 4.22a, which reveals a considerable amount of activity. This
indicates that the 32-bit bus width hypothesis is correct. Further tests
with larger bus widths equally supported the 32-bit assumption. It
is noteworthy that there is a rectangular block of EOFM activity at
the right edge of the main core structure in Fig. 4.22a. Its ordered
appearance and placement suggest that it might be a data input or
output port of the main core logic. Astonishingly, although encryp-
tion was disabled for this measurement, there was also activity in the
AES core, see Fig. 4.22b. This is most likely caused by the very first
stages of the AES input logic, such as data buffers for signal recovery.
It can be assumed that this first stage is always connected to the data
bus regardless of active or inactive encryption. Only at the first gate
requiring a clock, such as a latch or a register, the data signal would
stop to propagate. Thus, with the AES clock inactive because of the
disabled encryption, only the first stage transistors would be visible
in the EOFM measurements.

To further verify the bus width, the measurements were repeated
with the fundamental frequency of fCCLK/64 being generated only
on a part of the bus lines. For this, the data for the inactive bus lines
was simply set to “always zero” in the bitstream data. The resulting
EOFM measurements can be seen in Fig. 4.23. It is evident, that the
results also support the 32-bit hypothesis and also indicate that the



4.3 plaintext data extraction 91

(a) “main”,
32 bit
active

(b) “main”,
16 bit
active

(c) “main”,
8 bit
active

(d) “AES”,
32 bit active

(e) “AES”,
8 bit active

Figure 4.23: EOFM measurements at the 32-bit word frequency ( fCCLK/64)
for a different number of active bits on the data bus in the
“main” and “AES” areas. This measurement has been acquired
with decryption disabled to show only the input logic in the
AES core. [81]

bus lines are laid out in an ordered fashion. Therefore, the main core
output and the AES input data buses are assumed to be 32-bit wide.

4.3.3.4 Localization of the Plaintext Gates

To allow for detection of the gates carrying the plaintext, the ap-
proach of Sect. 4.3.1 was used, see also Fig. 4.16. To generate the
fundamental frequencies via the plaintext data, a suitable bitstream
was created and encrypted using the python script of Sect. 4.3.2.4
and then transferred to the flash memory of the board. As the fun-
damental frequencies contained in the plaintext data are only regen-
erated in the device when the data has been decrypted, this should
allow to identify the plaintext data output gates of the AES core, see
Sect. 4.3.1. A first measurement using a bitstream generated under
the assumption of a 32-bit AES output bus showed no activity. As
AES is a 128-bit block cipher, a measurement under the assumption
of a 128-bit bus was performed next, resulting in an EOFM frequency
of fEOFM = fCCLK/256. Similarly to the previous section, for this
fCCLK needed to be increased to the “33 MHz” setting because of the
preamplifier’s lower frequency limit.

Fig. 4.24 shows the resulting EOFM data of these measurements.
This time, a considerable amount of activity can be observed in the
AES core, see Fig. 4.24b, which indicates that the 128-bit plaintext
bus assumption is correct. Additionally, there is a lot of activity in
the main core as well, see Fig. 4.24a, which suggests that the data is
fed back into it after decryption. This behavior can be explained by
the fact that the commands contained in an unencrypted bitstream and
a decrypted bitstream have the same format [91]. Therefore, it makes
sense to use the same logic to interpret these commands in both cases.
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150 µm

(a) Main core area.

150 µm

(b) AES core area.

Figure 4.24: EOFM measurements taken with an encrypted bitstream at the
plaintext data frequency ( fCCLK/256) to locate gates potentially
carrying the decrypted bitstream data. In the AES area of (b) at
the leftmost edge, a block-like structure is visible which might
indicate an output port. [81]

Figure 4.25: Detailed EOFM data of the potential AES output port area.
Suspected AES output port (left) and additional plaintext data
gates inside the logic mesh (right). [81]

The results would then indicate that this logic is located in the main
core, which is why the data is fed back into it.

To perform plaintext data extraction, a suitable candidate for the
AES output port needed to be selected. Because of its ordered appear-
ance and location, the block-like activity area at the leftmost edge of
the AES in Fig. 4.24b seemed promising. A zoomed-in measurement
of this area in Fig. 4.25 reveals similarity to the data output of the
main core, compare Fig. 4.23a. This further indicates that this is a
promising output port candidate.

The area was thus assumed to be the AES output. For data extrac-
tion, it is now important to determine which points of EOFM activity
correspond to the individual bus lines, to later allow for reconstruc-
tion of the data extracted from each bus line. This process is referred
to as logical-to-spatial mapping. For this, a bitstream was generated
which only flips the bits on a single bus line, to be able to easily
identify its location via EOFM. However, during these measurements,
it became apparent that most of the bus lines did not generate any
EOFM signal at all. Activity could only be detected for 32 bits of the
assumed 128-bit bus. However, these 32 bits showed the expected
behavior of enabling or disabling EOFM activity spots in the AES
output port, see Fig. 4.26. Further analysis revealed, that these 32 bits
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(a) 32 bits active. (b) Bit 25 inactive. (c) Bit 13 inactive.

Figure 4.26: EOFM data for the AES output port with different bits deacti-
vated. [81]

always belonged to the third word of a 128-bit block in the bitstream
file.

Thus, the achieved results seem to be conflicting: on the one hand,
the used EOFM frequency of fCCLK/256 and the previous unsuccess-
ful attempts with fCCLK/64 suggests a periodicity matching a 128-bit
bus. On the other hand, the EOFM data indicates spatially that there
is a 32-bit bus, which for some reason only shows activity for words
128 bit apart.

A straightforward model, which assumes that the decrypted data
is output at regular intervals, is not able to resolve this inconsistency.
However, a model assuming irregular output can.

According to the datasheet, the FPGA is capable of handling bit-
stream data much faster than with the settings used in this experi-
ment. This is due to the fact that a simple serial interface was used
and that much larger data input bus widths and higher clock speeds
are available [91]. It is thus possible that the configuration logic inter-
preting the bitstream data is always run at a standard speed, which
would be the speed needed to process the fastest bitstream data in-
put possible. This would also mean that the data of a 128-bit AES
block that has just been decrypted could be immediately processed
by the configuration logic as fast as possible. As the basic format of
the bitstream commands is 32-bit words, it seems plausible that this
is also the amount of data that is processed at once. While the next
block is then loaded through the slow serial interface, the configura-
tion logic would have to wait until the next block is ready. This would
result in four 32-bit words being transferred in fast succession on the
AES output bus, followed by a relatively long pause while the next
block is arriving. Such a model would be able to explain the behavior
observed during the experiments.

For every bus line, there would be three bits transferred in a short
amount of time, whereas the fourth bit would stay on the bus line
while the next AES block is decrypted. As soon as the next block
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is available, this process would then repeat. As the first three bits
are only present at the bus briefly, they will not have a significant
influence on the EOFM signal at the fundamental frequency. The
fourth bit, however, will. This can explain why only one in four 32-
bit words seems to be “active” in the EOFM measurements, as the
“active” word probably corresponds to the fourth bits on the individ-
ual bus lines. As the next block takes exactly 128 CCLK clock cycles
to arrive, the changes on the bus lines caused by the fourth bits will
furthermore also generate an EOFM signal at fCCLK/256, if toggling
of all bits for every 128-bit block is assumed, as was used in the ex-
periments. This model is thus able to explain the observed results
well. For verification, EOP measurements were performed at arbitrar-
ily chosen activity spots of Fig. 4.26, using a bitstream whose bits
were flipped for every 32-bit word. This indeed revealed three “fast
bits” followed by a fourth bit which would stay on the bus until the
next AES block was ready.

What remains to be explained is why the third 32-bit word in a
128-bit bitstream file block seemed to be “active” and not the fourth
as could be expected. This is simply due to the fact that the bitstream
data words preceding the ciphertext, see Fig. 4.18a, are not a multiple
of four. If the word offset is determined using the actual ciphertext
start as a reference, it is indeed every fourth data word that is “active”
in LVI.

As this model thus seems to be correct and the AES output opera-
tion is now understood, the plaintext data can be extracted by prob-
ing the 32 bus lines, as soon as for each bus line the mapping of its
physical position to its logical number is determined.

4.3.3.5 Logical-to-Spatial Mapping

With the AES output operation understood, the logical-to-spatial map-
ping of the 32 bus lines could be performed in a straightforward way:
by toggling only one bit in the last 32-bit word of every 128-bit AES
block and setting all other bits to “always zero”. This would cause
the data value of the bus line corresponding to that bit to be flipped
for every AES block. As a result, an EOFM signal would be generated
at fCCLK/256 for only the bus line corresponding to that bit. All other
bus lines would not generate any signal at all as they always receive
“0” bits as data. To map all bus lines, this measurement would simply
have to be repeated for all other bus lines.

For this purpose, 32 bitstreams were created, which each only gen-
erated an EOFM signal on one of the bus lines. Using these bit-
streams, 32 measurements were then performed on the AES output
port and the active position for each bus line was recorded. The
corresponding EOFM measurements took approximately 2 hours. It
should be noted that this time can be shorted by using a divide-and-
conquer approach if more than one active bus line is used. For an
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(b) Locations in the AES logic mesh.

Figure 4.27: Identified locations of each of the 32 bus lines of the AES plain-
text bus. In the AES output, each bus line can be probed at two
locations denoted as “A” and “B”.

n-bit key, this would require log2(n) measurements and possibly one
additional reference measurement. However, for simplicity, the more
straightforward approach with one active bus line was chosen here.
Fig. 4.27a shows the identified positions overlayed onto an EOFM
measurement were all bus lines were active.

As each bus line showed two areas of activity, these were denoted
by a trailing “A” or “B”. It is evident that most spots which appeared
as one large spot before are actually composed of two smaller spots,
compare also Fig. 4.26. A concern with this might be that the data of
the two bus lines of such a spot might mix during probing and this
might hinder data extraction. However, it should be noted that there
is a large enough gap to the neighboring spots. This means that for
data extraction the beam can simply be parked at the edge of such a
composed spot, thus only extracting the data of a single bus line. The
measurements performed in the next section actually revealed that
there is no data mixing if this scheme is employed.

The mapping measurements also revealed that there are further
locations for data extraction available inside the AES logic. Fig. 4.27b
shows these potential probing locations for each bus line.

Therefore, even if extraction at the output port proved to be prob-
lematic, the data could be extracted from inside the logic mesh. Ad-
ditionally, the measurements furthermore revealed potential probing
locations in the main core.
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Figure 4.28: Exemplary EOP measurements demonstrating data extraction
from two of the 32 plaintext bus lines. The configuration clock
signal CCLK is also displayed. W0 to W3 denote the time
frames of the four 32-bit words transferred on the bus during
this measurement. [81]

4.3.3.6 Data Extraction

To prove the feasibility of data extraction, EOP measurements where
performed on the plaintext output of the AES. For these measure-
ments the “output port” locations, see Fig. 4.27a, were used. Compar-
ison of the bitstream data to the measurement results showed that all
bus lines carried the expected plaintext data. Furthermore, it was ob-
served that the header commands, see Fig. 4.18a, are also transferred
on this bus. This indicates that the complete plaintext bitstream is
passed through this location and not only the configuration data of
the “FDRI” block, compare Fig. 4.18a. Exemplary waveforms probed
from two of the 32 bus lines can be seen in Fig. 4.28 along with the
CCLK clock signal. This measurement was acquired with 5000 aver-
agings. The expected behavior of three “fast bits” belonging to word
W0 to W2 on the plaintext bus, followed by a fourth bit belonging to
word W3 can be observed. As expected, the fourth bit stays on the bus
line while the AES is busy decrypting the next block. The data on bus
line 0 and 2 in this example is 0101 and 0001 respectively. The slight
sagging of the waveform after the fourth bit can be explained by the
bandpass characteristics of the EOP preamplifier. It should be noted
that the externally available CCLK signal is always in phase with the
bits extracted from the internal logic. This allows for straightforward
synchronization of the EOP acquisition equipment. In this case, an
“n-th edge” type trigger was used on the CCLK signal. The trigger
was armed by the PROGRAM_B reconfiguration trigger signal. The
complete plaintext bitstream could thus be extracted by probing all
32 bus lines in this fashion.

4.3.3.7 Expenditure of Time

As the aim of these sections is to assess the feasibility of an optical
probing attack on the plaintext, the effort required by the attacker
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Milestone Powered On [h] Usage Time [h]

Configuration Logic Localization 27.0 19.9

AES Logic Localization 9.1 8.0

Determining Input Bus Width 19.0 14.6

AES Output Localization 7.3 6.6

Successful Plaintext Probing 10.5 9.9

Sum Powered On: Sum Usage:

72.9 58.9

Table 4.1: Time spent working on the failure analysis microscope during at-
tack development. Usage time is the time that software was ac-
tively used on the PC of the setup. [81]

in terms of time and money is an important aspect. As already dis-
cussed in Sect. 4.3.1, the time spent on the failure analysis equipment
during attack development was chosen as the metric for an approxi-
mation of this effort. This time was furthermore divided down into
milestones. Tab. 4.1 shows the resulting times needed to reach each
milestone up until the point where the plaintext gates were found
and verified using EOP.

In this table, two metrics were used: time “powered on” and “usage
time”. “Powered on” time is the time the failure analysis microscope
was switched on, including periods of standby. “Usage time” is the
time that software was actively used on the PC of the setup. This
includes actual measurements as well as copying files or looking at
datasheets during the experiments. “Powered on” represents the time
that an attacker would actually have had to pay for. “Usage time” rep-
resents a best case scenario that the attacker could have achieved had
she worked as fast as possible. These times also include all overhead
of unsuccessful measurements and unfruitful approaches taken dur-
ing the experiments.

It can be seen that the time for configuration logic localization and
input bus width determination required a larger amount of time than
the other milestones. For the “configuration logic localization” step
this can simply be explained by the fact that it contains the overhead
of the initial setup and getting used to the FPGA board and other
equipment. The explanation for the longer “input bus width” mile-
stone is that a considerable amount of time was spent on searching
for serial data gates. This was done as serial plaintext data would
have simplified data extraction, as opposed to the 32-bit wide plain-
text bus which was used in the end. For a data extraction attack,
the knowledge of the logical to spatial mapping of Fig. 4.27a is also
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needed, for which 2 hours of measurement time need to be added
to the “powered on” sum of Tab. 4.1. The total rent time for the de-
velopment of this attack would thus be 74.9 hours. The rate for the
equipment used in this work is about $300/hour, including the oper-
ator. The total cost of the attack development would thus be $22, 500.
It should be stressed that this is only required once because as soon
as the attacker has found the plaintext gates in one device, she can
directly launch the data extraction on any chip of the same type.

4.4 chapter conclusion

This chapter has evaluated likely attack paths using optical probing
on advanced key storage solutions using physically unclonable func-
tions (PUFs), as well as direct plaintext extraction, which can circum-
vent any secure key storage scheme. First, the general principles of
optical contactless probing for waveform data as well as for activity
maps were briefly introduced.

Then, for the first evaluation, methods for secure key storage using
PUFs were discussed and a proof-of-concept (POC) implementation
using a PUF key storage concept by Xilinx was presented. Using
this POC implementation, likely attack scenarios were discussed, a
suitable setup developed, and successful key extraction from a serial
as well as a parallel implementation was demonstrated on a 60 nm
Altera Cyclone IV device. Furthermore, characterization of the RO
PUF used in the POC implementation was performed. Physical in-
teractions possibly useful for countermeasures, such as the frequency
shift occurring in ring oscillators during probing, were identified and
will later be discussed in more detail in Chapter 6.

In the second part, direct probing of decrypted plaintext data was
evaluated as a likely attack path when the key cannot be extracted.
For this, an attack scenario was presented in which an attacker can
introduce fundamental frequencies into only the plaintext data gates,
allowing her to localize them and extract the data. By developing a
suitable setup and performing the discussed attack on the commer-
cial decryption ASIC of a 28 nm Xilinx Kintex 7 FPGA in a flip-chip
package, it could be shown that the reverse engineering needed for
the attack can be performed completely noninvasively in less than 10
working days.

The risk assessment of optical contactless probing in this context
has thus shown attacks to be well feasible. It should also be stressed
again, that the attack development itself needs to be performed only
once for a certain type of chip, as it immediately breaks the security
of a whole line of devices. Subsequent data extraction from known
locations can be expected to require much less effort. Furthermore,
similar weaknesses are expected for other flip-chip type packages and
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implementations on other devices. Suitable approaches to mitigate or
prevent these kinds of attacks will later be discussed in Chapter 6.





5
R E S O L U T I O N A D VA N C E M E N T S

This chapter will take a slightly different approach than the previ-
ous chapters. Instead of dealing with a specific type of attack, it will
discuss a prerequisite for attacks as well as for failure analysis (FA)
techniques: a suitable optical resolution. As chip technology sizes
continue to shrink, optical resolution can become a hindrance when
debugging or attacking the very latest technology devices. However,
as will be discussed later, several techniques can be employed to over-
come this limitation.

This chapter will assess which techniques can be employed by at-
tackers to extend their reach to smaller technology devices. On the
one hand, this will be evaluated by utilizing cutting-edge FA tech-
niques in a prototype setup. Although these techniques constitute
current research, in the near future machines utilizing them will be
available to FA labs and thus also to attackers. On the other hand,
low-cost home-built approaches to these techniques will also be eval-
uated, which are available to attackers in any case.

For the FA prototype setup, a cooperation project was pursued,
where FinFET test devices were supplied by Qualcomm Inc., and Var-
ioscale Inc. provided device preparation. The research on low-cost
approaches was conducted in cooperation with the University of Ap-
plied Sciences Jena (EAH Jena). Some of the results and figures in
this chapter were already published in [11, 39, 43].

5.1 high-resolution techniques

As the trend of shrinking technology size in the semiconductor indus-
try continues, it leads to implications for failure analysis (FA) as well
as for IC security. As current chip technologies become more and
more challenging for FA analysis [25], these same challenges can to
some extent protect security-sensitive ICs. As the pitch of structures
shrinks, see Tab. 5.1, it becomes harder and harder to distinguish
circuit elements given a specific optical resolution. This hinders anal-
ysis in both FA and attack circumstances. In FA this has led to the
demand for high-resolution techniques to overcome the current reso-
lution limit.

d = 0.51
λ

NA
= 0.51

λ

n sin(α)
(5.1)

Eq. 5.1 shows an expression for the expected resolution limit of a
microscope system, as defined by [17], Eq. 3.57. This expression as-
sumes Sparrow’s two-point resolution limit and delivers the same res-
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Production Node Logic

Year Label [nm] Pitch [nm]

2013 “16/14” 80

2015 “10” 64

2017 “7” 50

2019 “5” 40

2021 “3.5” 32

Table 5.1: Logic pitch sizes according to the 2013 international technology
roadmap for semiconductors. [31]

olution for standard optical microscopes and confocal scanning opti-
cal microscopes, although confocal microscopes will deliver a sharper
edge and higher contrast [17]. It should be noted that there are other
criteria such as the Rayleigh criterion which will deliver different res-
olution limits. Furthermore, the resolution limit will also depend on
the assumed type of object (e.g. point, line, edge or fluorescent, non-
fluorescent, etc.). Depending on the exact theoretical treatment, the
derived resolution limit will also differ between conventional and con-
focal scanning microscopes and also depend on instrument parame-
ters such as the pinhole size. Yet, all these approaches finally arrive
at expressions which are proportional to λ/NA, and for comparison
of achievable resolution, the choice of the resolution limit formula is
somewhat arbitrary. Thus, in this chapter, the expression of Eq. 5.1 is
selected for resolution limit estimation.

In Eq. 5.1, it can be seen that the resolution depends on the wave-
length λ and the objective’s numerical aperture NA. The NA itself
depends on the surrounding medium’s refractive index n and half
the lens’s angular aperture α. This equation demonstrates that there
are two ways for improving resolution: one via λ and the other via
NA. Because of the need for transparency in silicon, in conventional
FA systems λ is traditionally fixed to infrared (IR) wavelengths, with
1.06 µm and 1.3 µm being the most popular ones. Therefore, resolu-
tion increase in this area has focused on increasing the NA. It can be
seen that in air (n ≈ 1) the NA can reach a maximum of 1, even with
a lens which captures full 180 degrees of the light leaving the sample.
To still be able to increase the NA, liquid immersion lenses have been
introduced which fill the space between sample and lens with a high
refractive index oil matching the index of the sample. However, for
the very high refractive index of silicon (3.5 in IR) no matching liq-
uid is available. To overcome such limitations solid immersion lenses
(SILs) [45] have been introduced. Fig. 5.1 shows a comparison of a
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(a) Without SIL (b) With SIL

Figure 5.1: Comparison of optical imaging in silicon with and without a
solid immersion lens (SIL). The sketched SIL is of the hemi-
spheric type and can be seen to increase the effective maximum
aperture angle in the silicon. © 2015 Institute of NANO Testing
[11]

silicon sample with and without a silicon SIL applied. In Fig. 5.1a
it can be seen that without a SIL, refraction occurs at the silicon-air
interface. If we trace a ray originating from the area of interest un-
der angle β1, we can see that it will leave the sample under angle
β2 = arcsin(n1/n2 · sin(β1)), according to the law of refraction [35].
As silicon is optically denser than air, it follows that n1 > n2 and thus
β2 > β1. Consequently, even if we assume a perfect objective lens
which captures all exiting light rays with an aperture half-angle of
α = 90◦, the effective angle in silicon will be β1max, see Fig. 5.1a. All
rays under a larger angle will be subject to total internal reflection
and not be able to leave the silicon. The same discussion holds for
the illuminating rays originating from the microscope lens.

However, if a silicon SIL is placed on the sample, it follows that
n1 = n2 and thus no refraction at the sample-SIL interface can occur,
see Fig. 5.1b. If the SIL is placed in such a way that the object is at
the center of the SIL sphere, the light rays will leave the SIL perpen-
dicular to its surface, which also leads to no refraction at the SIL-air
interface. It follows that with such a setup β2 = β1 and consequently
β1max = αobjective. As a consequence, the SIL will effectively act like
an immersion medium with the refractive index of silicon and thus
allow for an NA of up to 3.5 in IR.

The discussed SIL type is called a hemispheric SIL, as it places the
object at the center of the SIL sphere. An alternative approach is the
aplanatic SIL. This type uses non-perpendicular incidence on the air-
SIL interface to transform the angles of the rays incoming from the
objective lens to larger angles inside the SIL so that β1max > αobjective.
This eases the requirements on the objective lens aperture half-angle
α. However, both hemispheric and aplanatic types have a maximum
NA limit of nSIL, compare Eq. 5.1.
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It should also be noted that a heterogeneous SIL setup is possible
where nSIL ≈ nSample. In this case, one can derive from the law of re-
fraction that the maximum NA will be limited by the smaller index of
refraction. As a consequence, the indices of refraction of the SIL and
the sample should not differ too much, so that potential resolution is
not wasted.

SIL schemes such as these can already deliver resolutions in the
100 nm to 200 nm range in IR with commercial silicon SILs that
are approaching the theoretical limit with an NA of 3.1 to 3.3 [26,
72]. This is already an impressive achievement, yet, comparison with
Tab. 5.1 shows that even higher resolutions would be desirable. As
can be seen from Eq. 5.1, the only way to increase resolution when the
NA cannot be improved further is the wavelength λ. However, this
is connected to some challenges. First and foremost, silicon shows
increased absorption for shorter wavelengths, which is problematic
for backside penetration and transmission through the SIL. Yet, if λ

could be moved into the visible light (VIS) spectrum, resolution ca-
pabilities would increase by a factor of two or better. In fact, in [7,
8] it was demonstrated that visible light imaging and probing is in
principle possible using ultra-thin silicon-on-insulator and bulk sil-
icon devices. These experiments used remaining silicon thicknesses
of zero and around one micrometer respectively, which were achieved
by specialized device thinning procedures. However, only liquid im-
mersion lenses with an NA of 1.4 were applied. It thus remains un-
clear if a system using high-NA solid immersion lenses for visible
light is possible. If visible light could be combined with a compatible
SIL, this would constitute an improvement for FA techniques and a
threat to security ICs at the same time. To evaluate these possibilities,
the following sections will analyze the challenges connected to opti-
cal imaging and laser voltage probing (LVP) as well as laser voltage
imaging (LVI) techniques in the VIS regime in combination with a SIL
and assess their feasibility.

5.2 prototype system for visible light solid immersion

lens probing

This section will evaluate the feasibility of optical probing using shor-
ter wavelengths by discussing, designing, building, and testing a pro-
totype system using visible light (VIS) in combination with a solid
immersion lens.

5.2.1 Visible Light Absorption in Silicon

One reason why visible light has so far not been employed in failure
analysis (FA) is the increase of the absorption in silicon when using
shorter wavelengths. The intensity of light traveling through silicon
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Figure 5.2: Penetration depth in intrinsic silicon at 300 K based on data pub-
lished in [24].

can be described by the Beer-Lambert law which is shown in Eq. 5.2
[35].

I(z) = I0 · e−αabsz (5.2)

Here I(z) is the intensity at depth z, I0 is the intensity at zero depth
(silicon boundary) and αabs is the material-specific absorption coeffi-
cient at a given wavelength. From this, it can be seen that the light in-
tensity will decline exponentially, with the speed of the decline being
governed by αabs. A parameter derived from αabs is the penetration
depth which is simply the inverse of αabs, see Eq. 5.3.

δ =
1

αabs
(5.3)

At depth δ, the light intensity has decayed to I0 · e−1 or about 37%
of its original intensity. To give an overview of the absorption changes
to be expected when transitioning from infrared into the visible light
region, Fig. 5.2 shows a plot of δ versus the wavelength in intrinsic
silicon.

It can be seen that while at the common 1.06 µm laser wavelength
the penetration depth is 901 µm, at 0.65 µm wavelength it is only
3.6 µm. This means that in order for optical FA techniques to be fea-
sible in the visible light spectrum, the silicon has to be thinned much
more aggressively. It should also be kept in mind that for techniques
based on reflection, like imaging and optical probing, the light actu-
ally has to travel through the remaining silicon thickness twice. If we
assume a moderate visible light wavelength of 650 nm and a needed
minimum return intensity of 1%, we can calculate using Eq. 5.2 that
the remaining silicon thickness has to be less than 8.3 µm. This is
a challenging thickness, as it increases the risk of device damage by
cracking or overpolishing. Nevertheless, it is still a thickness that
is feasible using a suitable parameter window for the polishing ma-
chine. If the expected resolution improvement discussed in Sect. 5.1 is
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Wavelength SIL Refractive Resolution Si Penetration

[nm] Material Index Limit [nm] Depth [µm] [24]

1064 Si 3.55 [24] 153 901

650 GaP 3.29 [50] 101 3.58

550 GaP 3.44 [50] 82 1.56

440 SiC 2.73 [87] 82 0.326

330 C 2.50 [59] 67 0.008

Table 5.2: Suitable SIL materials for different wavelengths, along with their
refractive index, expected resolution limit, and light penetration
depth in intrinsic silicon at 300 K. Table based on [43], recalculated
with more recent material constants.

taken into account, the increased effort for device preparation might
be worth it.

5.2.2 Visible Light Solid Immersion Lens Design

This section will discuss the design decisions leading to the geometric
shape and material selection for a SIL for visible light. The illumina-
tion wavelength is an additional parameter which is considered. As
could be seen from the previous section, see Fig. 5.2, the absorption
of light in a thin remaining silicon layer of the device is already chal-
lenging. It would thus be advantageous to select a material for the
SIL which does not heavily absorb the employed light wavelength.

Tab. 5.2 gives an overview of suitable wavelength and SIL mate-
rial combinations which fulfill this requirement for state-of-the-art IR
SIL imaging as well as for possible visible light wavelengths. Also
given is the refractive index of the SIL material and the expected res-
olution limit calculated with Eq. 5.1. Furthermore, the penetration
depth in the remaining silicon layer of the device is given. From this,
it is immediately clear that although the illumination wavelengths of
440 nm and 330 nm will deliver the best resolution, they will require a
very challenging remaining silicon thickness in the nanometer range.
Apart from this, altering device behavior can also be expected at these
small thicknesses even if the preparation is successful [69]. As a con-
sequence, these wavelengths are discarded for first proof-of-concept
experiments. This already leaves only one SIL material for consider-
ation: gallium phosphide (GaP). The only remaining design decision
would then be the illumination wavelength. However, as a GaP SIL
can be used with both 650 nm and 550 nm wavelengths, this decision
can be postponed for now. Yet, it should be noted that for first tests
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r=h

(a) Hemispheric design

r
h

(b) Aplanatic design

Figure 5.3: Geometry of hemispheric and aplanatic SIL designs for the ho-
mogeneous case (silicon-on-silicon).

a 650 nm wavelength is advantageous, as it eases the constraints on
device thickness.

With a SIL material selected, attention can now be brought to the
shape of the SIL. In general, there are two types of SIL to consider:
hemispheric and aplanatic, as already mentioned in Sect. 5.1. Fig. 5.3
shows a comparison of these two designs. It can be seen that while
the hemispheric SIL has its center at the focal plane, the aplanatic
SIL has its center above it. As discussed in Sect. 5.1, the aplanatic
design is able to achieve better resolutions assuming a specific NA
of the backing objective. Calculations in [36] show for example that
for a 500 µm radius GaP SIL with the same backing objective the
hemispheric SIL achieves an effective NA of 0.65, while the aplanatic
type achieves an NA of 2.15. However, the aplanatic design is also
much harder to manufacture, as it is more sensitive to errors in the SIL
height h. Taking the same SIL example from [36], the height tolerance
window is 447 µm for the hemispheric SIL and only 0.6 µm for the
aplanatic SIL. Thus, the tolerances for an aplanatic design are more
than two orders of magnitude tighter and realization of them does
not seem feasible for a first proof-of-concept system. Accordingly,
the hemispheric SIL concept is selected for the further design steps.

As a hemispheric SIL for homogeneous material has the condition
of r = h, we can for the heterogeneous case of a GaP SIL on thin sil-
icon samples still assume that r ≈ h and correct the exact SIL height
using the law of refraction later. This leaves the design choices with
one parameter: r. It is evident that this parameter has to be smaller
than the working distance of the backing objective lens as well as the
available GaP substrate material thickness. For the available VIS ob-
jective lenses with high resolution, the working distance is in general
smaller than 1 mm. During the design phase, a GaP substrate with
a thickness of 300 µm was obtained which was well suited for low
working distance lenses. However, if r is too small, this will lead to a
limited field of view (FOV). The expected FOV was thus determined
using Eq. 12 of [5] using a 300 µm SIL radius which delivered a FOV
diameter of 7.2 µm for VIS imaging assuming 650 nm illumination.
This FOV should be sufficient for analysis of small technology size
devices with high magnifications.
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The next design step is the angular aperture of the SIL. For a hemi-
spheric SIL, it is sufficient if the angular aperture of the SIL is the
same as the angular aperture of the backing objective lens. As the
highest-resolving backing objective available for the setup has an NA
of 0.85, the full angular aperture is 116.4 degrees. A full angular
aperture of 120 degrees for the SIL should thus suffice, which would
result in a design NA of up to 2.9 (assuming 650 nm illumination).

To allow for the remaining thickness of the DUT, the SIL shape
has to be truncated at the bottom, see also Fig. 5.3a. In the homoge-
neous case, the truncation simply equals the DUT thickness. For the
heterogeneous case of GaP-on-silicon, this has to be corrected for the
refraction at the GaP-silicon interface. Using the law of refraction and
assuming a remaining silicon DUT thickness of 10 µm, as well as an
objective NA of 0.85, the resulting SIL truncation can be found to be
7 µm. The geometrical design parameters are thus defined and the
fabrication can now be considered.

5.2.3 Solid Immersion Lens Fabrication

Conventional lens fabrication uses different grinding and polishing
steps to achieve the desired lens geometry. However, these were not
readily available at Technische Universität Berlin (TUB) and, further-
more, the GaP wafers which were used as the source material were
unsuitable for this type of fabrication process. As an alternative, lens
fabrication by high-precision turning was selected. In this case, the
lens shape is produced with a lathe chisel which removes material
from a GaP workpiece rotating about an axis. To achieve a smooth
surface when machining the brittle material, a suitable set of process
parameters must be selected. This fabrication process was carried
out at the department of micro- and precision devices (MFG) at TUB
using the design parameters discussed in Sect. 5.2.2. The machine
used was a Moore Nanotech FG350. Additional details about the
lens fabrication process and cutting parameters are disclosed in [43,
86]. Fig. 5.4 shows a picture of the SIL produced thus.

White light interferometry measurements demonstrated that the
SIL surface quality was already satisfactory after the turning process
[86] and consequently no additional polishing steps were performed.
This results in a relatively low cost for the fabrication of the SIL. An as-
sessment in [43] estimates the material and machine costs to be $3400
per SIL with the current, non-optimized manufacturing process.

To verify the as-manufactured dimensions of the SIL, it was ana-
lyzed using a “Dektak” stylus profiler. The results of these measure-
ments are presented in Fig. 5.5. The SIL surface was measured to be
9.5 µm lower than the substrate surface, which is a 2.5 µm deviation
from the 7 µm target. As the substrate is 300 µm thick, this would put
the truncated SIL height at 290.5 µm. The surface shows good agree-
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1 mm

Figure 5.4: Photograph of the gallium phosphide SIL produced by high-
precision turning.
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Figure 5.5: Measurement results of a “Dektak” stylus profiler analysis of the
manufactured GaP SIL.
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ment with the designed shape in general but also a measured radius
of 289 µm versus a 300 µm design value. It should be mentioned that
there was drift on the SIL holder during the measurements and the
data had to be corrected accordingly. This was done by performing
the radius measurements in orientations not affected by the drift di-
rection. Assuming that this correction did not influence the results,
the combination of measured radius and truncated SIL height would
put the height error of the produced SIL at 1.5 µm minimum, even for
a 0 µm thick silicon device. To this minimum error, the effect of the
actual DUT thickness needs to be added. According to Eq. 7 in [5],
the allowable height error at 650 nm illumination with the measured
SIL radius is ±7.1 µm under the assumption of a quarter-wavelength
aberration limit. This would result in a maximum DUT thickness of
about 5.6 µm for the homogeneous case (GaP SIL on GaP DUT). As
the silicon DUT has a different index of refraction, this value needs to
be corrected using the law of refraction. Assuming 58.2◦ incident rays
(0.85NA), the correction factor is 1.52 and the allowable silicon DUT
thickness thus 3.7 µm. If the DUT thickness exceeds this value, imag-
ing should still be possible, although with decreasing image quality.

Thus, even though the SIL prototype will always produce a mini-
mum error, which will be worsened by thicker DUTs, it is deemed fit
for first experiments. However, it should be kept in mind that it will
not be able to deliver the best imaging quality theoretically possible
and improvement can be expected with an adjusted manufacturing
process.

5.2.4 Prototype System Hardware Setup

To allow for testing of the visible light SIL described in Sect. 5.2.3, two
systems were used. The first system was set up for direct comparison
of infrared and visible wavelength optical imaging. The second system
was designed to evaluate probing techniques, namely laser voltage
probing (LVP) and laser voltage imaging (LVI). For details regarding
the basics of LVP and LVI techniques see Sect. 4.1. Both setups are
based on modified Zeiss “LSM 21/31” confocal laser scanning micro-
scopes (LSMs), see Fig. 5.6. Both microscopes contain an objective
turret for installation of different objective lenses, X/Y galvanometric
scanning mirrors, as well as a confocal telescope and pinhole, and a
control PC.

The microscope for optical imaging was already equipped with
a 633 nm helium-neon (HeNe) laser with 15 mW power and had
a 1 mW/1.15 µm helium-neon laser added. For detection of the
reflected light, the microscope already had a photomultiplier tube
(PMT) for visible light and a germanium photodiode for IR wave-
lengths installed. The imaging experiments on this system could thus
be conducted with the original Zeiss software of the microscope.
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Figure 5.6: Photograph of the laser scanning microscope used as the base
for the prototype system. [93]

The system for visible light optical probing had its original HeNe
laser source replaced with a 660 nm diode laser. Additionally, an ex-
ternal silicon photodiode was added as a detector. The photodiode is
connected to a current-to-voltage preamplifier (Femto DHPCA-100).
The output signal of the amplifier can then either be fed into a LeCroy
WavePro 735 Zi oscilloscope or a Stanford Research Systems SR844RF
lock-in amplifier. If using the oscilloscope, the setup can acquire LVP
waveforms by averaging multiple probing measurements while the
device is run in a loop and the beam is held stationary. For LVI mea-
surements, the lock-in amplifier is used with a reference signal at the
frequency of interest while the beam is scanned. The lock-in will then
output the in-phase and quadrature components of signals detected
at this frequency. In other words, the lock-in is used as a very narrow
frequency filter which additionally delivers phase information about
the detected signal. To lower the background noise in the detector sig-
nal due to sample vibrations, the setup was additionally fitted with
an air-cushioned vibration-insulating table. The resulting full optical
probing setup can be seen in Fig. 5.7.

However, as the settling time for LVI measurements is in the or-
der of milliseconds per pixel, the acquisition of such measurements
was not possible with the original Zeiss software because of a too
high minimum scan speed. To circumvent this, a custom software
was developed in the graphical programming system “LabVIEW” by
National Instruments. The software enables the slow scan speeds
needed for LVI measurements by controlling the laser scan mirrors
of the setup manually via the LSM’s GPIB bus while sampling the
resulting values from the lock-in and assembling them into 2D mea-
surement data. Additionally, the software samples an auxiliary volt-
age input, which can be used in conjunction with suitable measure-
ment equipment to acquire the values of other physical parameters
in dependence of the beam position.
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Figure 5.7: Photograph of the visible light probing prototype setup.

5 µm

(a) IR (1.15 µm)

5 µm

(b) VIS (0.633 µm)

Figure 5.8: Comparison of IR and VIS backside imaging on a 10.2 µm thick,
60 nm technology Altera Cyclone IV FPGA, acquired with a
50x/0.85NA lens. © 2015 Institute of NANO Testing [11]

5.2.5 Visible Light SIL Imaging Results

To gain experience with the optical imaging setup, experiments were
first performed using readily available commercial ICs without the
SIL. Altera Cyclone IV FPGAs, which are manufactured in 60 nm
technology, were selected for this task and thinned at Technische Uni-
versität Berlin (TUB) to 10.2 µm. Fig. 5.8 shows a test measurement
on this sample comparing IR and VIS imaging, which shows the sys-
tem to function as expected. Even without a SIL, the advantage of
VIS imaging is already evident, as there is a drastic increase in im-
age detail. Additionally, a contrast inversion can be observed. This
is probably due to layer interference effects behaving differently be-
cause of the halved illumination wavelength.

As VIS imaging was thus proven to be feasible in general, the ex-
periments were pursued using the GaP SIL on 16/14 nm FinFET tech-
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Figure 5.9: Positioning of the GaP solid immersion lens on the DUT using a
prober needle and a manipulator.

nology devices. These FinFET devices were provided by Qualcomm
Inc. and were thinned to a thickness of about 3 µm by Varioscale Inc.
for the following experiments. The SIL was then placed on these sam-
ples and manually moved using a prober needle and a manipulator.
After positioning, very slight pressure was applied to the SIL using
the needle, see Fig. 5.9.

Fig. 5.10 shows a full-frame comparison of the resulting imaging
performed in IR and VIS with and without the SIL, while Fig. 5.11

shows detailed views of the same data. A 20x/0.5NA lens was used
for this measurement and the changed magnification resulting from
SIL use was compensated by adjusting the laser scanner zoom factor.
It can be seen that when switching from IR to VIS, some locations
again exhibit a contrast inversion as in the previous non-SIL exper-
iments. More importantly, an increase in resolution can also be ob-
served again. This is the case with or without the SIL being used, as
can be expected from Eq. 5.1 because of the λ component. The addi-
tion of the SIL causes a further increase in resolution, although only
a smaller field of view (FOV) can be achieved, see Fig. 5.10. This was
expected and already discussed in Sect. 5.2.2. Using the measured SIL
radius and the actual setup wavelengths, using [5], Eq. 12 results in
an expected usable FOV diameter of 6.89 µm for VIS and 10.2 µm for
IR imaging. It can be seen that the visible FOV is actually larger in the
experiments, however, the approximation in [5] aims at determining
a mostly aberration-free FOV, and also does so for microscope lenses
with an NA close to 1. Yet, as the image quality starts to worsen
outside of the calculated diameters, the results seem to be consistent
with this FOV approximation. As already discussed in Sect. 5.2.2, the
small radius of the SIL which leads to the comparably small FOV is
a requirement for the compatibility of the SIL with the small work-
ing distances of the high NA lenses of the microscope setup. Also
apparent when using the SIL are interference rings originating from
the center, compare Fig. 5.11. Later analysis of the SIL revealed that
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Figure 5.10: Reflected light images with and without the GaP SIL in IR
(1150 nm) and VIS (633 nm). Reprinted with permission of
ASM International. All rights reserved. [43]
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Figure 5.11: Zoomed-in image portions from Fig. 5.10 for optical perfor-
mance comparison. Reprinted with permission of ASM Inter-
national. All rights reserved. [43]
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Figure 5.12: Line plot positions for the quantification of resolution improve-
ment. A 20x/0.5NA lens has been used for confocal image ac-
quisition in IR (1150 nm) and VIS (633 nm). The resulting line
plots are displayed in Fig. 5.13. Reprinted with permission of
ASM International. All rights reserved. [43]

these are caused by a small patch of rough SIL surface directly at the
center, which scatters the incoming light. This patch is likely caused
by a too low cutting speed at this location during SIL manufacturing.
For a smooth SIL surface, a certain process window must be followed
for the cutting speed. However, in the middle of the SIL, the cutting
radius tends to zero, which in theory would require the rotational
frequency of the lathe to tend to infinity. As this is physically impos-
sible, non-ideal cutting parameters result and are a likely cause for
the small rough patch.

Apart from these constraints, the SIL delivers satisfactory image
quality and a very noticeable increase in resolution, especially with
VIS illumination. Unfortunately, the test devices had no dedicated
structure for resolution determination. However, layout analysis re-
veals the bright horizontal lines appearing only in the VIS+SIL images
of Fig. 5.11 to be 263 nm in height with a vertical pitch of 676 nm.

To be able to numerically compare the achieved resolution in the
individual experiments, line plots were extracted from dark-bright
transitions. The locations of these line plots can be seen in Fig. 5.12.
To extract parameters related to resolution, an approach based on [32]
was followed. For this, the data of said line plots was fitted using
Eq. 5.4.

I(x) = I0 + A
er f (s(x − X0)) + 1

2
(5.4)

This function expresses the line plot grayscale value I(x) with the
following parameters: I0 is the grayscale level of the dark edge, A
is the grayscale step height of the transition, X0 is the position of
the edge transition and s is the scaling factor of the function. Here,
the parameter s is directly connected to resolution improvement. The

https://www.asminternational.org/
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Figure 5.13: Fits using Eq. 5.4 applied to the dark-bright transitions shown
in Fig. 5.12. Reprinted with permission of ASM International.
All rights reserved. [43]

extracted line plot data, as well as the fitted function, are presented
in Fig. 5.13.

This figure reveals the same resolution improvements discussed
before. An increasing steepness of the dark-bright transition edge
can be observed when progressively applying VIS imaging as well
as the SIL. The fitting function can furthermore be seen to match
the data well. When using the SIL in IR and VIS, some discrepan-
cies at the plateaus are visible, most noticeably for VIS+SIL. This can
be explained by the interference rings already discussed previously,
compare also Fig. 5.12. For performance evaluation of the SIL, the
s parameter of different measurements is compared in Tab. 5.3. The
detailed numerical values on which this comparison is based can be
found in Appendix A.2.

These results indicate that the SIL provides an improvement by a
factor of 2.9 when used in IR, which is less than 7% short of the
ideal value of 3.1. The improvement factor in VIS is 2.7, which is an
18% derivation from the theoretical limit of 3.3. This is most likely
caused by the properties of the GaP SIL prototype, such as the al-
ready discussed manufacturing errors, see Sect. 5.2.3. Furthermore,
the relatively large footprint of the SIL (entire bottom of the GaP car-

https://www.asminternational.org/
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Experimental Theoretical Experiment

Improvement Improvement vs. Theory

s1 s2 s2/s1

IR IR+SIL 2.9 3.1 = nGaP(IR) 93.5%

VIS VIS+SIL 2.7 3.3 = nGaP(VIS) 81.8%

IR+SIL VIS+SIL 1.6 1.9 =
nGaP(VIS)λIR
nGaP(IR)λVIS

84.2%

Table 5.3: Comparison of optical improvement as represented by the steep-
ness parameter s for different wavelengths with and without the
GaP SIL. The data was extracted from fits of the edge line plots of
Fig. 5.13 using Eq. 5.4. The theoretically expected values and to
which extent they were achieved is also shown.

rier) requires a large planar DUT surface for effective optical coupling,
which is difficult to achieve. Additionally, the very limited pressure
that was applied during imaging, see Fig. 5.9, can also lead to the
air gap between GaP SIL and Si DUT not being fully eliminated. As
the allowable gap is wavelength-dependent [5], the resolution dete-
rioration will be more noticeable in VIS. This can explain the worse
performance of the SIL under VIS illumination.

The final comparison to be made between IR+SIL versus VIS+SIL
is now a mix of the SIL performance in VIS and IR. Therefore, it is not
surprising that it lies in between the two previously discussed cases.
To be precise, the experiment is about 16% short of the theoretical
limit with an improvement of 1.6 versus 1.9.

Although the prototype system does not reach the theoretical per-
formance limit, it nevertheless improves resolution by 190% and 170%
in IR and VIS respectively when compared to the non-SIL case. When
comparing VIS and IR illumination for SIL systems, an improvement
by 60% is observed. As a side note, it should also be mentioned that
the backside resolution of the LSM system has increased by 369% in
total. This can be seen when comparing the original system perfor-
mance in IR without a SIL with the now possible measurements in
VIS with the SIL, for details see Tab. A.2 in the appendix.

5.2.6 Visible Light SIL Probing Results

As the previous experiments had demonstrated the achieved increase
in resolution, further experiments were conducted to demonstrate
the visible light optical probing capabilities of the prototype setup.
For this, an n-channel FinFET transistor test structure with a size of
1.1 µm by 1.4 µm was used. The structure was provided by Qual-
comm Inc. and was thinned by Varioscale Inc. to an average remain-
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Figure 5.14: Reflected light image of the n-channel FinFET test structure ac-
quired with a 10x/0.3NA objective lens in combination with
the GaP SIL. The highlighted area denotes the position of the
VIS-LVI measurements shown in Fig. 5.16. Reprinted with per-
mission of ASM International. All rights reserved. [43]
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Figure 5.15: VIS-LVP probing results from the center of the n-channel Fin-
FET transistor acquired with a 63x/0.75NA objective lens. Top:
applied “missing-pulse” gate signal. Bottom: VIS-LVP signal
resulting from an averaging of 106 waveforms. Reprinted with
permission of ASM International. All rights reserved. [43]

ing silicon thickness of 3.3 µm. An overview image with the test
structure area highlighted can be seen in Fig. 5.14. For the operating
conditions of the device, values within the nominal range were used.
More specifically, the substrate was connected to 0 V and the gate
pulsed with a 0 V low, 0.7 V high square 86 kHz waveform. Source
and drain were shorted together and pulled to substrate level (0 V)
by a Stanford Research Systems “SR570” current preamplifier. This
allows for monitoring of the photocurrent injected into source and
drain during the experiment via the auxiliary input of the setup, see
Sect. 5.2.4. The amplification of the photodiode preamplifier was set
to 106 V/A and 1 MHz bandwidth AC mode.

As a first test, LVP measurements were performed, which probed
the central transistor area. For this, a 63x/0.75NA objective lens was
used without applying the GaP SIL. To drive the gate, a “missing
pulse” waveform was applied, see Fig. 5.15, top. The resulting LVP
waveform, acquired by averaging 106 loops, can be seen at the bottom
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Figure 5.16: VIS-LVI lock-in magnitude/phase and photocurrent (source-
and-drain to substrate) maps of the area highlighted in Fig. 5.14

acquired with a 10x/0.3NA objective lens in combination with
the GaP SIL. Reprinted with permission of ASM International.
All rights reserved. [43]

of Fig. 5.15. It is evident that the missing pulse can be detected and
the overall waveform is reproduced.

Following this experiment, LVP measurements were also attempted
using the GaP SIL. However, a satisfactory signal-to-noise ratio (SNR)
could not be achieved. This seemed to be due to a too low returned
optical power at the detector. Most likely imperfections of the SIL
and setup already discussed in Sect. 5.2.5 lead to a relatively high
loss of light, especially at the SIL-DUT interface. The SIL LVP ex-
periments therefore only demonstrated VIS-LVP in general without
SIL application. However, it is expected that a higher laser power
or more applied pressure would lead to successful SIL VIS-LVP mea-
surements.

In the case of LVI, on the other hand, it was possible to acquire re-
sults with the SIL, although a relatively small magnification objective
lens (10x/0.3NA) had to be used to deliver enough optical power. The
fact that LVI is possible at all, as opposed to LVP, is caused by the bet-
ter noise suppression of the lock-in amplifier when compared to the
simple averaging used by the oscilloscope. Therefore, a satisfactory
SNR could be achieved.

The LVI measurements were performed in the highlighted area of
Fig. 5.14 and acquired the lock-in signal magnitude as well as the
phase and the injected photocurrent. The resulting data can be seen
in Fig. 5.16.

The magnitude plot shows that an LVI signal arises only in the cen-
tral area of the transistor structure. This is very similar to what one
would expect for a gate-pulsed transistor analyzed with infrared LVI
[53]. A similar behavior is shown for the phase plot: in the central
area, a constant phase angle of zero can be seen, showing the presence
of a stable LVI signal without sign inversions or other phase effects.
At the edge of the analyzed area, no signal seems to be present, as
only phase noise is detected. The photocurrent plot demonstrates

https://www.asminternational.org/
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that a significant amount of current is injected into source and drain.
As the design current for this transistor is 15 µA, the assumption that
visible light probing might influence device operation seems reason-
able. The VIS-LVI capabilities of the setup in conjunction with the
GaP SIL are thus demonstrated.

To sum up the results section, it can be said that visible light imag-
ing in silicon using a GaP SIL has been proven feasible. Further-
more, visible light laser voltage imaging was also demonstrated using
the GaP SIL. Laser voltage probing with visible light could only be
demonstrated without the SIL. However, it seems reasonable that it
can be performed by applying improvements to the proof-of-concept
setup and the SIL manufacturing process.

5.3 low-cost visible light lsm

During the development of and experiments on the VIS-LVP and VIS-
LVI prototype setup of the previous sections, it became evident that
the setup and the GaP SIL could be realized with less effort than ex-
pected, see Sect. 5.2.3. In a security context, this naturally directly
leads to the question if, apart from the results achieved in the aca-
demic context of the previous sections, a visible light laser scanning
microscope (LSM) setup could actually be realized by hobbyists at
home for low cost. If this is the case, the ease of access to such
a system would pose a greater security threat than the previously
discussed scenarios using professional FA equipment. To put it in
another way, this would put attacks from the so-called “lab attack”
class into the “shack attack” domain. Consequently, a risk evaluation
for low-cost homemade visible light LSMs was desirable.

The most straightforward way to perform such an evaluation would
simply be to attempt to build such a system. If this attempt succeeds,
the same system could directly be used to assess the attack potential
of such an approach. The very first step towards a full system with
similar capabilities as the FA systems used in the previous chapters
of this work would be the creation of reflected light images, as this is
the base of all discussed FA techniques. Even without full FA capa-
bilities, such a system might, apart from the risk assessment, also be
desirable for other LSM-based research or activities. Later addition
of the GaP SIL and the extension of its capabilities to, for example,
fault injection and optical probing is also imaginable.

To construct such a system, the basic components of an LSM need
to be reviewed. These are a laser light source, some means of focusing
and moving the beam across a device, and a detector to measure the
reflected light. An additional piece of hardware, such as a PC, then
needs to sample the reflected light detector values while scanning
and display them as 2D data. During system design, it should also
be taken into account that professional FA LSMs are usually laid out
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Figure 5.17: Photograph of an optical pickup unit as used in DVD recorders.
The translation axes of the pickup lens are indicated. The rota-
tional drive spindle can also be seen on the right.

for work in the context of laboratories and IC fabrication, with many
features a low-cost attacker might actually be able to do without, such
as fast acquisition. An important question is where an attacker could
acquire suitable optical components with ease and for a low price.
As lasers and other high-tech optical devices are mass-produced for
use in consumer products today, these might be a suitable compo-
nent source. One class of devices which already have many aspects
of an LSM incorporated are optical drives for DVDs and Blu-rays.
These incorporate a laser, focusing optics, a light detector, and con-
trol of the lens position in two axes (tracking and focus). Usually,
these components are integrated together with the necessary driver
ICs and control circuits in a compact optical pickup unit. Fig. 5.17

shows an example of such a pickup unit. The whole assembly can
be moved for coarse tracking on two rails. More interestingly, the
focus and fine tracking axes of the lens can be controlled via electro-
magnetic coils in the pickup head. Consequently, the laser spot can
also be moved along these axes. Therefore, the only thing needed
for LSM operation with such a pickup unit would be an additional
axis perpendicular to the tracking axis for moving the beam across
the DUT. As a consequence, optical pickups are ideal candidates for
an approach to low-cost LSM systems.

For this reason, the development of the low-cost LSM was based
on optical drives. The development was pursued in a cooperation be-
tween TU Berlin (TUB) and the University of Applied Sciences Jena
(EAH Jena). The motivation at EAH for such a system was slightly
different to the one at TUB. EAH is involved in space electronics re-
search, in particular in the effects referred to as single event upsets
(SEUs) or single event latch-ups (SELs). SEU/SEL are disturbances in
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Figure 5.18: Block diagram of the low-cost visible light LSM. © 2017 IEEE.
[39]

device operation that are caused by the impact of ionizing particles in
space and disrupt device operation or might in the worst case lead to
device destruction and catastrophic failures. SEU/SEL can be studied
at ground level using actual radiation sources, however, these are ex-
pensive and dangerous. Consequently, a common approach is to use
light injection to simulate particle impact at ground level without the
risks associated with ionizing radiation. For these investigations, a
suitable tool was desired at EAH. A system such as the low-cost LSM
would be ideal for this, as it would allow for navigation as well as for
high-powered light injection into the analyzed ICs. As EAH had al-
ready developed a single point laser injection tool from DVD recorder
components, this was extended into a working LSM prototype in a
first step.

Fig. 5.18 shows a basic block diagram of this system. Apart from
a simple translation stage and some circuits to generate control volt-
ages and currents, the system is exclusively composed of optical drive
components. A microcontroller is used as the main control compo-
nent during operation. The microcontroller interfaces with the origi-
nal laser diode control IC which causes the laser diode to emit 650 nm
radiation. This is then focused onto the device under test (DUT) us-
ing the lens of the optical pickup. This lens can be moved using
the original control coils for focusing as well as for scanning in the
fast x-axis. The slower y-axis scan is done by the added translation
stage. During the raster scanning process, the signal from the opti-
cal pickup’s reflected light detector is sampled by the microcontroller
and the data is sent to a PC which then assembles it for displaying.

Based on this first version, a second prototype with minor modifi-
cations was built at TUB and used for tests of the imaging quality in a
security context. An image of this setup can be seen in Fig. 5.19. This
second prototype was able to realize the slow y-axis stage by using
only optical drive components and thus brought the total hardware
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Figure 5.19: Photograph of the low-cost visible light LSM prototype built at
TUB.

150 µm

Figure 5.20: Reflected light frontside test scan of a wafer structure using
visible light (650 nm) and the low-cost LSM setup. © 2017 IEEE.
[39]

cost down to less than $100. In Fig. 5.19, the DUT is mounted on
the lower side of the DVD disk. Horizontal scanning is provided by
the pickup, which is hidden below the disk and is connected via the
white flat ribbon cable. Vertical scanning is provided by rotating the
disk via a push rod at its top. The push rod is connected to a mod-
ified lens coil from a second pickup, which can be seen on the top
right. The control electronics are visible on the left side.

Fig. 5.20 shows a test scan of a wafer structure acquired with this
prototype at TUB. Although some distortions are visible along the
usually straight structure edges, a satisfactory image quality can be
achieved and basic LSM operation is thus demonstrated.

For testing the VIS imaging capabilities through the backside, a
60 nm technology Altera Cyclone IV FPGA was used. The FPGA was
thinned to less than 5 µm for this experiment.

The backside scan of this device is shown in Fig. 5.21. It can be
seen that fringes are created in this case. This is due to interference
effects in the thin silicon layer. Nevertheless, the chip structures can
be resolved and backside imaging is thus proven to be feasible.

To acquire an estimate of the achievable resolution, the “land and
pit” structure of a CD-ROM was used. The LSM was set to the small-
est scan step, which is equivalent to the smallest pixel size and thus
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50 µm

Figure 5.21: Reflected light backside scan of a 60 nm technology Altera Cy-
clone IV FPGA using visible light (650 nm) and the low-cost
LSM setup. © 2017 IEEE. [39]

20 µm

(a) Full scan

10 µm

(b) Detailed view

Figure 5.22: Reflected light resolution test showing the “land and pit” struc-
ture of CD-ROM data tracks. The tracks have a pitch of 1.6 µm
and run from the top left to the bottom right. The width of the
darker “pits” is 0.6 µm. © 2017 IEEE. [39]

also to the largest magnification. Fig. 5.22 shows the resulting scan
images.

This demonstrates that the LSM is able to resolve these data track
structures which have a pitch of 1.6 µm, with the darker pits having a
width of just 0.6 µm. Consequently, it can be concluded that the LSM
is able to achieve resolutions in the sub-micron range. It should be
mentioned that the resolution is currently limited electrically by the
minimum step size of the digital-to-analog conversion circuit which
controls the x- and y-axis. A better resolution might thus be possible
with improved control hardware.

In total, the risk evaluation for low-cost homemade visible light
LSMs has shown that such a setup is not only possible but that it can
achieve sub-micron resolution for less than $100 of hardware cost.
In the future, this base system could be expanded to allow for fault
injection, which is in fact very similar to the SEU/SEL generation
already demonstrated at EAH with the non-imaging predecessor sys-
tem [96]. Currently, a setup with imaging capabilities for SEU/SEL
experiments is being developed at EAH [95]. With minor modifica-
tions, such a setup could be used for fault injection attacks with LSM
navigation capabilities. This would allow for evaluation of the actual
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attack potential of the low-cost approach, apart from basic optical re-
verse engineering, which is already possible with the setup presented
in this section. An additional extension could be the addition of a suit-
able amplifier/detection circuitry to allow for laser voltage probing
and laser voltage imaging, to evaluate this more powerful class of at-
tacks on a low-cost system. Finally, it should also be mentioned that
the system is in principle compatible with the GaP SIL presented in
Sect. 5.2.3.

5.4 chapter conclusion

This chapter has assessed likely paths for the use of visible light (VIS)
for resolution improvement in both failure analysis (FA) and low-cost
attack scenarios.

As visible light FA setups will be available for rent in FA labs
shortly after their availability on the market, they will also become
available to attackers if the method proves to be feasible. Thus, the
first part of this chapter has evaluated the possibilities of using vis-
ible light in combination with devices thinned down to the microm-
eter range and a gallium phosphide solid immersion lens (GaP SIL)
applied to the backside. For this, a GaP SIL was designed, fabri-
cated, and verified experimentally. It was shown that the GaP SIL
can be manufactured for a cost of around $3400 using high-precision
turning. Furthermore, it was demonstrated that using the developed
hardware and software setup a standard laser scanning microscope
(LSM) can be retrofitted for VIS GaP SIL probing. Experimental veri-
fication of image acquisition demonstrated resolution improvements
by 190% and 170% in IR and VIS respectively when compared to the
respective non-SIL resolution. Comparison of VIS and IR illumina-
tion when using the SIL demonstrated an improvement of 60%. Fur-
thermore, visible light laser voltage imaging (VIS-LVI) using the GaP
lens was demonstrated on 16/14 nm FinFET test devices. Visible light
laser voltage probing (VIS-LVP) was also demonstrated on the same
device, however, it could not be performed in combination with the
Gap SIL. This was due to manufacturing errors in the GaP SIL pro-
totype and shortcomings in the current proof-of-concept setup. Nev-
ertheless, the feasibility of VIS-LVI and VIS-LVP, as well as the fab-
rication of a working, VIS-compatible SIL, have been demonstrated.
In the meantime, VIS-LVI and VIS-LVP systems with corresponding
SILs have indeed been released on the market by companies such as
e.g. Checkpoint Technologies. Whether they will gain widespread
distribution in FA remains to be seen, especially considering the chal-
lenging requirements for sample preparation in comparison to the
relatively low improvement of optical resolution by a factor of about
two over current systems employing SILs in the infrared. Yet, in an
attack context, it should be kept in mind that Sect. 5.2 has demon-
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strated that a standard LSM can in principle be extended for VIS and
SIL probing with a cost in the order of a few ten thousand dollars.
It should be stressed that the demonstrated modifications imply an
enhancement in system resolution by 369% when the original back-
side performance in IR without a SIL is compared to the now possible
measurements in VIS with the SIL. For skilled and capable attackers,
this might thus be an option to extend their reach down to smaller
technology nodes.

The second part of this chapter has evaluated if attackers might be
able to build a low-cost visible light LSM at home, using components
from optical drives. The acquisition of reflected light images using
such a setup was evaluated as a first step towards a low-cost visible
light attack system. It was demonstrated that LSM image acquisition
is indeed possible using DVD recorder components with a total hard-
ware cost of less than $100. Frontside and backside measurements
were performed and the achieved resolution was shown to be in the
sub-micrometer range. It is planned to extend the setup in the future
to allow for evaluation of, for example, fault injection attacks. The
possibility of later adding more sophisticated techniques such as LVI,
LVP, and a SIL was also discussed briefly.

In total, it can be said that it is currently unclear if VIS techniques
for resolution improvement will become widespread in an FA con-
text. However, for attackers with a suitable budget, VIS techniques
can indeed allow them to attack smaller technology devices than pre-
viously when applying approaches such as demonstrated in the first
part of this chapter. On the other hand, the second part has shown
that even attackers with significantly constrained resources might be
able to perform visible light attacks and do this at a much lower cost
than what was previously thought possible.
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C O U N T E R M E A S U R E S

This chapter will present countermeasure concepts against the at-
tacks demonstrated in the previous chapters. The first part will deal
with countermeasures which were experimentally evaluated. In the
second part, selected further potential countermeasures will be dis-
cussed.

6.1 implemented countermeasures

This section will discuss concepts for countermeasures that were im-
plemented as proof-of-concept (POC) circuits and present the results
gained when evaluating them. More specifically, two countermea-
sures were implemented: one to prevent thermal laser stimulation
memory readout and one to detect optical probing and fault injection
attacks.

6.1.1 Thermal Laser Stimulation

In Chapter 3, it was demonstrated that thermal laser stimulation (TLS)
can be used to read out the values of SRAM memory and battery-
backed SRAM key storage (BBRAM). It was shown that plotting the
current consumption under stimulation as a 2D map allows to reveal
the memory contents by analyzing the resulting TLS patterns. As a
countermeasure, a circuit was developed which aims at masking the
nanoampere TLS currents with a noise current. This approach will
be presented and evaluated in this section. The circuit and the results
presented here have been published in [42].

The concept was developed to defend primarily against BBRAM
TLS attacks on field-programmable gate arrays (FPGAs), although it
should also protect against TLS in general. A suitable circuit needs to
fulfill the following requirements. First, as the FPGA containing the
BBRAM is powered off during the attack, it needs to be supplied by
the same battery as the BBRAM memory. As a consequence, it needs
to not drain the battery excessively. Second, it should in principle be
realizable by standard process technologies, so as not to add produc-
tion costs. Fig. 6.1 shows a circuit diagram of a POC countermeasure
developed with these goals in mind. For testing, the circuit is added
externally between the FPGA, which contains the BBRAM, and the
current amplifier, which measures the TLS signal. In a real-world sce-
nario, the circuit would be implemented on the FPGA die to prevent
tampering.

127
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Figure 6.1: Test circuit for the proof-of-concept BBRAM thermal laser stimu-
lation countermeasure. [42]

The circuit injects a noisy current into the VBATT net which supplies
the BBRAM in the FPGA. It does so by feeding the gate of a MOSFET
transistor (N1) with a noise signal. This leads to a noisy current I1 on
VBATT which is limited by resistor R1. I1 should then mask the data
dependent TLS current generated in the BBRAM during the attack.

I1 can be characterized by its mean or offset current Imean and
the peak-to-peak amplitude of the fluctuations around Imean, referred
to here as Ipp. For protection, the fluctuations characterized by Ipp

should be as high as possible to achieve sufficient masking. However,
the proposed circuit will generate symmetric fluctuations, which re-
sults in Ipp max = 2Imean. Thus, a large Ipp will increase Imean. This
Imean will drain the battery and thus reduce its lifetime if it is too
large. As a consequence, with this POC circuit, a suitable trade-off
has to be established and set via R1.

Additionally, it needs to be kept in mind that, depending on the
scan speed of the laser and the structural geometry, the frequencies
contained in the TLS current can vary widely. Consequently, the noise
source needs to deliver a wide-band signal, so as to mask the whole
spectral range. When implemented on the FPGA, such a white noise
signal can be generated by electronic circuits employing e.g. Zener
diodes as a noise source. In the case of this experimental setup, the
gate signal of N1 is supplied by a Keithley 3390 function generator in
“noise” mode.

Using the setup shown in Fig. 6.1, the BBRAM key extraction exper-
iments of Sect. 3.4 were repeated. Fig. 6.2 presents the results of these
measurements. Only the left block of the BBRAM memory is shown.
The first measurement was performed with the countermeasure dis-
abled, 40% laser power, and 72 s scan time, see Fig. 6.2, left. It can be
seen that the TLS patterns which are needed for data extraction can
be recognized easily. Application of a 2D Gaussian smoothing filter
further improves the measurement result.

For the next measurement, the countermeasure is enabled with
Imean = 1.3 µA and Ipp = 300 nA. Even with an increased laser
power of 100%, an increased scan time of 120 s, and averaging of five
measurements, the clarity of the TLS pattern is drastically reduced,
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Figure 6.2: Effect of the proof-of-concept countermeasure on TLS results
with and without 2D Gaussian filtering and enhanced contrast
applied. Left column: countermeasure disabled, 40% laser
power, 72 s scan time. Middle column: countermeasure set at
Ipp = 300 nA. 100% laser power, 5x120 s scan time. Right col-
umn: countermeasure set at Ipp = 400 nA. 100% laser power,
5x120 s scan time. [42]

see Fig. 6.2, middle. Although a Gaussian filter improves the data,
not all bit values can be recognized without error anymore.

Finally, in Fig. 6.2, right, the results of a measurement with Ipp =

400 nA are presented. In this case, not even the general cell loca-
tions can be recognized, regardless of if filtering is used or not. This
demonstrates that the countermeasure is able to mask the TLS current
successfully with the mentioned settings.

Although the expected current consumption of an integrated noise
source is unknown at this point, an approximation of the battery life-
time using the Imean of the POC setup can be performed. This results
in a lifetime of eleven years that the system can be permanently dis-
connected from all power sources. The detailed calculation for this
approximation is given in [42]. It should be noted that the FPGA au-
tomatically disconnects the backup battery as soon as a power source
is available. As a consequence, during normal operation, the battery
can be expected to fail from old age before it is drained. Thus, even
with this POC setup, the effective battery life is not reduced.

In total, the results discussed in this section demonstrate the poten-
tial and feasibility of this countermeasure concept. Additional details,
as well as more sophisticated, capacitor-based concepts which allow
for higher Ipp fluctuations while achieving the same or lower Imean,
are discussed in [42]. Finally, it should be noted that this countermea-
sure can also be applied to SRAM memory readout as demonstrated
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Figure 6.3: Waterfall spectrum plot showing the frequency shift of a single
ring oscillator when scanned with a 1.3 µm laser. The scan is
started at around three seconds.

in Sect. 3.3. In this case, the requirements for the circuit are more
relaxed, as it does not have to operate from a battery.

6.1.2 Optical Probing and Fault Injection

This section will discuss a countermeasure that was implemented to
defend against optical probing attacks. It is designed primarily for
the scenario of an attack on an FPGA such as demonstrated in Chap-
ter 4. As a consequence, it has been designed with the requirement
of retroactively adding protection logic to the configuration bitstream
of the FPGA. However, in principle, it should also be realizable in
an application-specific integrated circuit (ASIC). Furthermore, the re-
sults will demonstrate that the structure can also detect the shorter
wavelengths used for e.g. fault injection attacks, such as demon-
strated in Chapter 2. The countermeasure and the results presented
here have been published in [78].

The optical probing attacks of Chapter 4 used a 1.3 µm laser beam
which was modulated by the electrical waveforms present in the de-
vice and thus allowed for the extraction of key data, plaintext, and for
physically unclonable function (PUF) characterization. To implement
the PUF in the experiments of Chapter 4, ring oscillators (ROs) were
used. These showed a slight shift in frequency when subjected to the
laser radiation. Sect. 4.2.6 has already mentioned this shift and dis-
cussed why it is not a hindrance for the attack presented there. Yet,
in principle, this shift could be used as a potential countermeasure
and will consequently be discussed here.

Fig. 6.3 shows a waterfall spectrum plot of the output of a single
RO when subjected to 1.3 µm radiation in the setup used for the ex-
periments of Sect. 4.2. It can be seen that at 0 s the RO oscillates with
a center frequency of about 131.08 MHz. At about three seconds, the
“Phemos” laser scanning microscope (LSM) starts to acquire reflected
light images of the device with 100% laser power. The images are ac-
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quired in “live mode”, which causes the scan to repeat after a frame
is acquired. As a consequence, the center frequency of the RO can be
seen to shift to about 130.45 MHz, a change of 0.5%. Furthermore, the
frequency can be seen to vary periodically with the frame acquisition
time, which was set to four seconds.

The general frequency shift can be explained by a global tempera-
ture increase of the device caused by the total heat generated by the
laser. This alters the delay of the gates which make up the RO [68].
The additional periodic variation is then caused by the scanning beam
first moving towards the RO and increasing the local RO temperature,
then inducing the maximum shift when hitting the RO directly, and
finally moving away from the RO, causing a decrease in the shift. This
then repeats for the next frame. This indicates that ROs can, in princi-
ple, be used to detect 1.3 µm laser radiation. For shorter wavelength
radiation, such as the popular 1.1 µm fault injection wavelength, a
similar delay alteration caused by generated photocarriers can be ex-
pected [55]. Based on these effects observed during the experiments
of Chapter 4, a laser attack detection circuit was developed.

For the design of such a countermeasure, there are multiple require-
ments. First, a suitable circuit has to cover a large area of the device,
so that an attack anywhere will lead to detection (spatial coverage).
Second, the circuit should be able to detect an attack even if it is very
short, as in the case of fault injection (temporal coverage). Third, the
sensor should not be easily deactivated or tampered with.

During the design phase, it became evident that it might be advan-
tageous to combine an RO-based detection circuit with an RO-based
PUF to achieve these goals. Such a “two-in-one” solution could share
a common set of resources, thus making the overall circuit cheaper
to implement. Put in another way, if a circuit requires either a PUF
or an attack detection circuit, one would get the other function “for
free”. The characteristics of PUFs in such a circuit would also have
advantages for the detection of tampering performed on the coun-
termeasure structure. A selection from different candidates and con-
cepts, which is detailed in [78], lead to the combination of the known
concepts of RO sum PUFs and RO networks into a proof-of-concept
circuit for a PUF-based security monitoring scheme. This scheme is
referred to here as “PUFMon”.

In this scheme, a network of ring oscillators is distributed across
the FPGA, see Fig. 6.4a. These ring oscillators form the base of an RO
sum PUF, which can be seen in Fig. 6.4b. Here, n pairs of ROs are
connected to the PUF. For normal PUF operation, the frequency differ-
ence δ f for each pair is determined using binary counters connected
to the ROs. The counters are simply driven by the ROs, stopped af-
ter a certain amount of time, and then subtracted from each other,
arriving at n values for δ f1 to δ fn. Using a challenge consisting of n
challenge bits c1 to cn, these values are then combined into the PUF
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Figure 6.4: Basic concept of the “PUFMon” PUF and attack monitoring im-
plementation. © 2017 IEEE. [78]

response r. For this, each δ f is multiplied by +1 or by −1, depending
on its corresponding challenge bit. All these values are then summed
to arrive at the summation of the frequency differences (SFD). The
sign of the SFD is then evaluated to arrive at the final response r,
which will be 0 if the sum is negative or 1 otherwise. This provides
PUF functionality under normal operating conditions.

However, the SFD is also output by the PUF and can be used for at-
tack monitoring. If one of the ROs, see Fig. 6.4a, is subjected to laser
radiation, it will shift its frequency. This will result in a change of
the SFD and can be detected. However, as there will also be changes
of the SFD caused by e.g. noise and different operating conditions,
this detection is not straightforward. To determine when an attack is
likely, the SFD behavior needs to be characterized. A solution would
be to exercise the PUF under normal operating conditions while it
is still in the trusted field and record the maximum and minimum
SFDs for a number of challenges. If challenge-response-pairs (CRPs)
are already collected in an enrollment phase of the PUF for later au-
thentication, the SFD characterization can simply be added to the
procedure. If the normal limits for the SFDs are known, these can
later be used to detect an attack, either by the device itself (offline) or
by a remote server (online). Similarly, the limits of the SFDs can also
be stored online or offline. For a discussion of the advantages and
disadvantages of the respective storage and verification methods see
[78].

To determine the feasibility of the general approach of PUFMon, it
needs to be demonstrated that an SFD evaluation can indeed detect
a laser attack. For this, a proof-of-concept (POC) circuit was imple-
mented on Altera Cyclone IV FPGAs and subjected to laser attacks on
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Figure 6.5: Effects of 1.1 µm and 1.3 µm laser attacks on the SFDs of the
“PUFMon” implementation. Replotted from data previously
published in [78].

the “Phemos” LSM used previously in this work. The device and op-
tical setup are the same as described in Sect. 4.2.5, with the additional
option of using the 1.1 µm laser. A 20x lens is used, which delivers
about 50 mW of optical power onto the device under test (DUT) with
both the 1.1 µm and 1.3 µm sources. The POC contains a 16-bit RO
sum PUF with 32 ROs, each consisting of 5 inverters. The PUF can be
controlled and evaluated via a UART connection to a PC. Additional
details of the setup are disclosed in [78].

During the enrollment phase of the PUF, 100 randomly chosen chal-
lenges were each applied 50 times to gather the minimum and maxi-
mum SFDs for each challenge. Then, during the attack experiments,
the same set of challenges is applied in a loop and the results are
compared to the stored minimum and maximum SFDs. The resulting
data then allows determining the percentage of out-of-bound SFDs.

For attack detection evaluation, both the 1.1 µm and 1.3 µm lasers
were used to scan the device with increasing power levels. For each
step of the experiment, the laser was set to a certain power level and
10 rounds of SFD evaluation were performed by applying the set of
100 enrolled challenges. Afterward, this procedure was repeated with
the laser switched off before the next power level was set. The results
of this experiment are presented in Fig. 6.5.

For the 1.1 µm attack, it is evident that the number of out-of-bound
SFDs increases roughly linearly with increasing laser power. It can
also be seen that at 20% laser power 10% of the SFDs are out of bound.
At 50% laser power, the experiment had to be aborted, as there were
concerns about damaging the device.

For the 1.3 µm attack, a similar behavior is observed, although a
smaller percentage of SFDs is out of bounds. It can be seen that to
reach the same level of 10% of out-of-bound SFDs, 50% laser power
has to be applied instead of 20%. Additionally, the effect of residual
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heat can be observed in the interval between the attacks. As the
device increases its global temperature with time due to the laser
radiation, not all SFDs return to their pre-attack level immediately.

These results show that the PUFMon approach can be used to de-
tect attacks, given enough laser power. Furthermore, 1.1 µm attacks
will be more easily detected than 1.3 µm attacks, as they seem to
influence the RO delays more strongly. The effect of residual heat
raises concerns about the reliability of this approach in environments
where the temperature changes significantly and often, such as mili-
tary and industrial applications. Yet, the general detection capability
of PUFMon has been demonstrated. In addition to the detection of
laser scan activity discussed here, PUFMon was also shown to be able
to detect clock and configuration manipulation, for details see [78].

The evaluation of PUFMon has unveiled several advantages and
disadvantages. One of its strengths is that it can be implemented
retroactively on the FPGA logic fabric. This allows designers to add
this security measure even when the FPGA was not originally de-
signed for hardware security monitoring. Furthermore, the user has
full control and knowledge of the security circuits, as opposed to us-
ing closed-source proprietary solutions from FPGA vendors. In prin-
ciple, because of its sensitivity to 1.3 µm radiation, PUFMon could
also protect against thermal laser stimulation (TLS) as demonstrated
in Chapter 3. However, this is limited to TLS attacks on active de-
vices. If a device is in its powered-off state, as in the case of the
BBRAM key extraction discussed in Sect. 3.4 and 6.1.1, PUFMon will
not be able to operate, as the backup battery will not be able to sup-
ply enough energy. Further experiments in [78] also demonstrated
that the challenge-response behavior remained stable, despite large
changes in the SFD values, which is another advantage. A weakness
of PUFMon is that the used RO network has a relatively high power
consumption, which makes it unsuitable for low-power applications.
This could be mitigated by the use of fewer ROs only in critical re-
gions or of only activating the PUFMon circuit during critical peri-
ods. Another disadvantage is its high sensitivity to global voltage
and temperature changes. Depending on the type of application, this
might be undesired due to the triggering of false alarms. A solution
could be a higher threshold at the cost of reduced attack detection
probability.

Future implementations of PUFMon could circumvent the high
sensitivity problem by exchanging the SFD evaluation with a circuit
which determines the average of all ROs and then compares each RO
against this average to detect local attacks. This would also eliminate
the need for characterization of the SFD behavior and the resulting
SFD database. However, such a circuit would need more resources
accordingly.
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A resource-saving and pragmatic alternative would be to monitor
for challenges whose SFDs are particularly insensitive to global tem-
perature variations during the enrollment phase. Of these, only the
most stable ones could then be selected for attack detection. It is rea-
sonable to assume that such challenges exist, as for specific challenges
the thermal changes in the individual δ f values will cancel out if δ f
values with similar thermal behaviors are fed into the SFD sum with
opposing signs.

Whether such circuits are more reliable in a real-world implementa-
tion and whether they can be implemented with a reasonable amount
of resources is unknown at the moment. This would need to be veri-
fied theoretically and experimentally. Consequently, such evaluations
could be a future prospect for the improvement of the PUFMon con-
cept.

6.2 further potential countermeasures

As a result of the attack evaluations of Chapter 2, 3, and 4, additional
countermeasure approaches have been presented and discussed in
the connected publications. However, these approaches have not been
verified experimentally and are thus speculative in nature. As a con-
sequence, they are only mentioned here briefly, and not all published
approaches are discussed. Readers interested in a more in-depth dis-
cussion of these approaches are referred to [10, 39–42, 78, 79, 81] and
the sources cited within.

6.2.1 Reconfiguration Attacks

The reconfiguration attacks of Chapter 2 have demonstrated that it
is possible to alter circuits precisely by using scanning profiling of
fault-sensitive locations. This technique was used to attack PUF im-
plementations via laser reconfiguration.

In some modern FPGAs, configuration error surveillance circuits
are available in hardware. These are actually intended for single
event upset (SEU) configuration errors, which are caused by ioniz-
ing radiation strikes. However, these circuits can in principle be used
to monitor for reconfiguration attacks. Yet, it is unclear if an attacker
might be able to disable the error checking circuit first before moving
on to her originally intended attack.

A similar approach was developed as a direct response to the at-
tacks of Chapter 2 and published by Sahoo et al. in [66]. The basic
idea of [66] is to include additional fault-checking circuits directly
into the PUF design to make the fault injection detectable.

Another elegant approach to detection of disturbances induced by
fault injection is proposed by He et al. in [27]. Here, similar to
Sect. 6.1.2, a ring oscillator is used as the detection element for laser
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radiation. However, instead of detecting the frequency change by
logic configured on the FPGA, the RO is fed into one of the phase-
locked loops (PLLs) available in hardware in many FPGAs. As PLLs
are usually used to generate phase synchronous clocks, they contain
dedicated circuitry which will detect if the input clock goes out of
phase to the generated output clock. As the laser will disturb the
input clock generated by the RO, the PLL will assert an “unlocked”
signal which can be used to raise an alarm. This approach has the
benefit of using hardware specifically designed to detect frequency
disturbances, while not using additional resources on the logic fabric
of the FPGA.

For both previous countermeasures, it is again unclear if the de-
tection circuits can be manipulated. In any case, they will make the
attacks more challenging.

Another approach to detecting configuration errors is to implement
redundant circuits and determine their output by majority voting or
raising an alarm when outputs differ. Although this might be a so-
lution for conventional circuits, it seems unfeasible to duplicate (i.e.
physically clone) multiple PUF instances with the same behavior in-
side a device.

6.2.2 Thermal Laser Stimulation Attacks

Sect 6.1.1 has already demonstrated that data extraction by thermal
laser stimulation (TLS) can be hindered by masking the small TLS cur-
rents with a noisy current. In a similar approach, a controlled current-
sinking circuit could be implemented which actively keeps the over-
all current consumption of the device constant. In theory, this should
prevent current-based laser stimulation attacks. Furthermore, the con-
stant current consumption would only have to be slightly higher than
the expected maximum current consumption of an unprotected cir-
cuit.

6.2.3 Optical Probing Attacks

The attacks of Chapter 4 have demonstrated that an attacker can first
locate transistors of interest and then extract data from them. This
is done using the light modulation caused by the electrical signal
present at the transistors. The technique used to detect points of
interest by mapping only transistors switching at a certain frequency
is referred to as laser voltage imaging (LVI). Extracting waveforms
from the transistors by averaging multiple traces of the reflected light
signal is called laser voltage probing (LVP).

Many attacks of Chapter 4 required either the induction of a chosen
frequency for LVI or a trigger for LVP waveform acquisition. In the
presented attacks, these were provided by, for example, pulsing ex-
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ternal reset signals or using externally available clocks for triggering.
A countermeasure could thus be to make sure all critical external sig-
nals are routed through a circuit that destroys the fixed relationship
between internal and external signals. Hardware candidates for such
a circuit could be random delay FIFO buffers, the addition of jitter
to the external signals, or even a completely asynchronous internal
clock. Similar desynchronization efforts could also be performed in
software by adding random delays. It should be kept in mind that
the internal clock needs to be unstable in addition to the previously
mentioned countermeasures. Otherwise, the attacker might be able to
synchronize her equipment to the internal clock by other means, such
as electromagnetic or current consumption analysis. An unstable in-
ternal clock will also possess a wide spectrum which will worsen the
signal-to-noise ratio of LVI signals. It should, however, be kept in
mind that the design of such countermeasures might be challenging
and could also result in a worse circuit performance.

To protect against optical probing attacks where external signals
are not required, such as the physically unclonable function charac-
terization of Sect. 4.2.4, a more fundamental countermeasure might
be possible at the transistor level. If gates carrying an inverted sig-
nal are placed next to the original gates, and the total structure is
below the resolution limit, their signals should cancel out at the de-
tector. However, such an approach would require the development
and verification of suitable structures and ASIC design tools.

A solution which limits the number of traces an attacker can ac-
quire for a given device is the “configuration counter” detailed in [57],
which is available in Xilinx UltraScale and UltraScale+ FPGA devices.
This solution erases the decryption key needed for boot from mem-
ory when a certain number of reboots is exceeded. Although this can
protect against LVP/LVI attempts, Sect. 3.4 has demonstrated that in-
stead the key can be extracted via thermal laser stimulation on these
devices.

6.2.4 General Protection

From the previous sections, it is obvious that a more general approach
would be desirable to protect the data in integrated circuits. Crypto-
graphic solutions such as additional key encryption or key obfusca-
tion have been implemented by hardware manufacturers [57]. Other,
more advanced solutions have also been proposed to prevent attacks
on critical and key data. Yet, in most cases, the critical data has to
be regenerated to be used for its intended function at some point.
Furthermore, such approaches will also be problematic if the device
considered has to perform operations on sensitive data. To work with
the data, the plaintext necessarily has to be present in some part of
the device. Thus, such countermeasures can be circumvented by di-
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rectly attacking the plaintext gates, as was demonstrated in Sect. 4.3.
Another approach would be to distribute the critical gates across the
chip and obfuscate their order. Although this will constitute an addi-
tional obstacle for an attacker, it does not prevent attacks in principle.
Small technology sizes also do not necessarily protect against attacks,
as Chapters 3 and 4 have demonstrated that a resolution of about
1 µm can be used to attack 28 nm and 20 nm technology devices. In
conjunction with this, the resolution improvements via solid immer-
sion lenses with or without the application of visible light discussed
in Chapter 5 should also be mentioned again.

This discussion leads to the conclusion that a more thorough so-
lution is needed. Ideally, such a solution would completely deny
the attacker optical access through the silicon backside. The coun-
termeasure circuit discussed in Sect. 6.1.2 has already demonstrated
an approach to detect optical access. Still, prevention of optical access
would be more desirable.

Amini et al. present a structure in [4] which uses a reflective back-
side coating to achieve this. The coating is not only non-transparent
but its integrity can also be verified. To perform this task, infrared
light is emitted from multiple p-n junctions inside the silicon of the
device and reflected when it reaches the backside coating. The re-
flected light, still inside the silicon, then travels back to the active
area where it is detected by another set of p-n junctions. As the emit-
ters and detectors are distributed, each emitter/detector pair sends
and receives light under a different angle. As the coating is engi-
neered to have an angular dependent reflectance, such a structure
can be used to detect the integrity of this specific backside coating.
To keep the implementation overhead and cost low, the protection
structure is planned to use the already available p-n junctions of tran-
sistors needed for the core functions of the device in a real-world
implementation. Yet, the monitoring circuit will need power to func-
tion. Thus, in its current form, this structure cannot prevent against
attacks such as the ones demonstrated in Sect. 3.4, where keys or se-
crets are extracted from a switched-off device. A possible solution
for this problem might be to combine the protection structure with
a cryptographic PUF bootloader. After power-up, such a bootloader
first determines the PUF response and then uses it for the decryption
of the data that needs to be protected. In this way, when the device
is powered off, no secret data, including the PUF response, is present.
Since the PUF response can only be generated when power is applied,
the backside protection structure will be active and extraction attacks
on the PUF response or the decrypted secrets can be prevented.

A similar protection function might be available with more modern
devices which use stacked dies. If critical functions are moved to an
inner die, the metal layers of the outer dies will prevent optical access.
The presence of the outer dies can simply be assured by exercising the
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components provided by them. In combination with suitably sensi-
tive characterization circuits, such as physically unclonable functions,
it might even be possible to detect attacks which relocate and recon-
nect the outer dies to restore their function.

6.3 chapter conclusion

This chapter has discussed potential countermeasures against laser-
based attacks on integrated circuits. In the first part of the chapter,
the results of the evaluation of two implemented countermeasures
were presented. The first countermeasure was designed to protect
against data extraction by thermal laser stimulation (TLS). A proof-
of-concept (POC) circuit of this approach was shown to successfully
mask the TLS signal using noisy current injection. The second imple-
mented countermeasure demonstrated a combination of a physically
unclonable function (PUF) and an attack detection circuit. This cir-
cuit was implemented on a field-programmable gate array (FPGA)
and was able to detect both 1.1 µm and 1.3 µm laser radiation while
also functioning as a PUF. The second part of the chapter has then
discussed additional potential countermeasures for different types of
attacks and in general.

Although technique-specific countermeasures might be helpful if
a certain type of attack is especially probable, it has become evident
that an attacker is always free to change her technique and approach.
As a consequence, a protection structure which prevents an attack on
a fundamental level is much more desirable. One approach would be
to detect any ongoing attacks, however, the complete denial of optical
access seems to be a more thorough solution. The actively monitored
backside coating presented by Amini et al. in [4] and already dis-
cussed in Sect. 6.2.4 might be a candidate for such a fundamental
denial of optical access, especially in combination with a PUF boot-
loader. Possibly, protection against optical access might come at no
extra cost in the future through stacked dies and similar 3D packag-
ing technologies. Although the demonstrated and discussed counter-
measures can already protect against a wide range of attacks, none of
them seem to be a complete solution or “silver bullet”. Furthermore,
the actual inclusion of countermeasures in a product also always de-
pends on a cost-benefit analysis. Consequently, in the future, there
will still be the need for research on and development of dedicated
backside protection structures which are ideally cheap and universal.





7
S U M M A RY A N D C O N C L U S I O N

This work has examined the question of what an attacker could be
capable of if she had access to standard failure analysis (FA) equip-
ment, namely FA laser scanning microscopes (LSMs). To answer this
question, likely attack paths have been outlined and the correspond-
ing hardware setups were realized for different classes of attacks. A
“Phemos” LSM system was used as an example of failure analysis
hardware for most attacks. It was assumed that the attacker can gain
access to such a system either by renting or by acquisition. Addi-
tionally, modified standard laboratory LSMs and low-cost home-built
setups were used.

In Chapter 2, a combination of laser fault injection (LFI) with a scan-
ning test approach was evaluated. This approach was inspired by the
laser-assisted and tester-based pass/fail testing performed in failure
analysis. A suitable setup was developed and it was demonstrated
that by using such a pixel-by-pixel test analysis, an attacker can map
fault injection locations in a fully automatic way. The setup was first
validated on simple logic gates implemented on the look-up tables of
a 180 nm technology Altera MAX V complex programmable logic de-
vice (CPLD). The knowledge gained when profiling the gates allowed
to precisely manipulate the configuration and thus the function of the
gates using LFI. The setup was then used to perform attacks on proof-
of-concept (POC) implementations of physically unclonable functions
(PUFs) running on the CPLD. This allowed demonstrating reconfigu-
ration attack feasibility against XOR arbiter PUFs, ring oscillator (RO)
PUFs, and RO true random number generators.

Additionally, a detailed analysis of the fault mechanism in the em-
ployed device was performed. This analysis revealed a two-stage pro-
cess as the most probable cause for the injected faults instead of the
simple “single bit-flip” model usually employed. In the developed
fault model, primary faults cause short circuits which then cause sec-
ondary faults in the look-up table and similar configuration memory.
The secondary faults are caused by a combination of a drop in supply
voltage due to the short circuit and the influence of localized heating
on the configuration memory cells.

Chapter 3 evaluated thermal laser stimulation (TLS) attacks for
data extraction. Previous work by [9, 49] was extended to not only
analyze single bits but allow for full memory extraction on static ran-
dom access memory (SRAM). A suitable setup was created and used
to analyze the 2D current consumption response to TLS on a Texas In-
struments MSP430 180 nm technology microcontroller. The tasks of
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reverse-engineering the logical-to-spatial mapping (“descrambling”)
and creation of a suitable image recognition software for data re-
covery were handed out as two bachelor’s theses. The results of
these were then combined into an automatic data extraction software,
partly in a cooperation with Technische Universität Darmstadt. Auto-
matic data readout was demonstrated to achieve error rates between
0.4% and 5.5% on the MSP430. TLS data extraction was also evaluated
on the battery-backed SRAM (BBRAM) key memory of a Xilinx Kin-
tex UltraScale field-programmable gate array (FPGA) manufactured
in 20 nm technology. The evaluation demonstrated a time of 7 hours
for attack development, with a single non-invasive key extraction ul-
timately taking about 15 minutes.

Chapter 4, the final chapter concerning concrete attacks, evaluated
likely attack paths using contactless optical probing techniques. At-
tacks on advanced key storage solutions as well as plaintext extrac-
tion were demonstrated. In the first part, bitstream decryption keys
were recovered from a proof-of-concept PUF key storage implementa-
tion using laser voltage probing and laser voltage imaging (LVP/LVI).
The POC implementation followed a concept by Xilinx and used a
60 nm technology Altera Cyclone IV FPGA. Characterization of the
ROs of the implemented RO PUF was also demonstrated. The second
part demonstrated circumvention of any key storage mechanism by
direct optical probing of the plaintext gates. The attack used plain-
text frequency induction to quickly locate the plaintext gates using
LVI. The non-invasive attack was demonstrated on the application-
specific integrated circuit (ASIC) decryption core of a Xilinx Kintex 7
FPGA manufactured in 28 nm technology. Attack development was
performed in less than 80 hours of lab time.

In Chapter 5, the use of visible light (VIS) for resolution improve-
ment in both failure analysis and low-cost attack scenarios was eval-
uated. For the FA scenario, an off-the-shelf laboratory laser scanning
microscope was extended to perform both LVI and LVP with visible
light. Furthermore, a gallium phosphide solid immersion lens was
designed, manufactured, and integrated into the setup. This then
allowed to successfully perform LVI/LVP on 16/14 nm FinFET tech-
nology devices. For the low-cost scenario, a visible light LSM with
sub-micron resolution, a cost of less than $100, and the option of per-
forming laser fault injection was developed in a cooperation with the
University of Applied Sciences Jena.

Finally, Chapter 6 evaluated and discussed countermeasures against
the demonstrated attacks. The first implemented countermeasure
demonstrated the masking of thermal laser stimulation currents us-
ing a suitable noise source to prevent TLS BBRAM readout attacks
on a powered-off device. The second evaluated countermeasure pre-
sented a combination of an RO sum PUF with a detection circuit for
1.1 µm and 1.3 µm laser attacks. The results demonstrated detection
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of both wavelengths given enough laser power. Additionally, poten-
tial future countermeasures were presented and discussed.

To conclude, this work has shown that using FA techniques as the
basis for attack development is a promising approach for attackers
and a challenge to defenders. Even without high-resolution solid im-
mersion lenses (SILs), attacks were successful on commercial devices
down to the 20 nm node. The use of SILs, either with infrared or
visible light, will allow attackers to extend their reach to even smaller
technologies in the future. As failure analysis will always need to
analyze the devices currently manufactured, it can be expected that
current FA techniques will always pose a threat to current devices in
one way or another. Low-cost approaches have further demonstrated
that attackers might not even need access to expensive equipment.
However, a key factor for all attacks presented in this work is the lack
of backside protection. Although device- and attack-specific counter-
measures were successfully implemented, denying the attacker opti-
cal access through the backside seems to be the most thorough ap-
proach for protection of future devices. As discussed in Sect. 6.2.4,
monitored backside coatings such as proposed by Amini et al. [4],
especially in combination with PUFs, or approaches using 3D pack-
aging to prevent optical access might be a remedy. Yet, currently,
an unprotected backside constitutes a large security risk, especially
on modern flip-chip devices which drastically simplify attack prepa-
ration. Research and development of suitable backside protection
structures will thus remain an important aspect of securing modern
integrated circuits.





A
A P P E N D I X

a.1 detailed eofm parameters for sect. 4 .3 .3

To improve readability, the detailed measurement settings for EOFM
acquisition were omitted in the result description of Sect. 4.3.3 and
instead summarized in the following table. For each measurement,
the table gives the corresponding figure number, the used objective
lens, the measured FPGA configuration clock frequency fCCLK, the
EOFM frequency fEOFM, the EOFM bandwidth BWEOFM, the pixel
dwell time TDwell , and the laser power PLaser (in percent), as set in the
control software of the Phemos microscope system.

Figure Lens fCCLK fEOFM BWEOFM TDwell PLaser

[MHz] [kHz] [kHz] [ms] [%]

4.21a, 4.21b 20x 2.785 2785 10 0.33 100

4.21c, 4.21d 50x 2.780 2780 10 0.33 100

4.22, 4.23 50x 11.1 173.900 1 0.33 100

4.24 20x 31.3 122.265 1 0.33 100

4.25 50x 31.3 122.265 1 0.33 100

4.26 50x 31.3 122.063 10 0.33 100

4.27 50x 31.3 121.500 1 0.33 30

Table A.1: Detailed EOFM measurement parameters for Sect. 4.3.3.

a.2 fit results for resolution improvement estimation

Tab. A.2 documents the detailed function fitting results used for esti-
mation of optical resolution improvement in Sect. 5.2.5. s is the scal-
ing factor of the function, I0 is the grayscale level of the dark edge, A
is the grayscale step height of the transition and X0 is the position of
the edge transition. For details see Eq. 5.4.
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Experiment s [1/µm] I0 [a.u.] A [a.u.] X0 [µm]

IR 1.659 12.656 149.857 1.414

IR+SIL 4.812 8.598 137.139 1.237

VIS 2.829 146.004 79.079 1.325

VIS+SIL 7.776 30.78 102.309 1.037

Table A.2: Detailed fit results using Eq. 5.4 on the data presented in Fig. 5.13.
This data has been previously published in [43]. Reprinted with
permission of ASM International. All rights reserved.

a.3 scilab script for calculation of expected lvi inten-
sity

This script calculates the expected laser voltage imaging (LVI) inten-
sity for the key registers of the serial proof-of-concept key generation
implementation of Sect. 4.2.2. Results of such a calculation can be
seen in Fig. 4.9.

Listing A.1: Key register LVI intensity calculation in Scilab

c l e a r ;
//////FUNCTIONS //////////////

//function to generate a serial waveform for the key bits
func t ion y = s e r i a l i z e _ k e y ( x , bitwidth , key )

b i t s = length ( key )
i f b i t s >0 then

f o r n= 1 : b i t s
y ( f ind ( x >= bitwidth * ( n−1) & x < bitwidth *n ) ) = key ( n ) ;

end
end
y ( f ind ( x >= bitwidth * b i t s ) ) = 0 ;
y=y ’ ;

endfunction

//Periodic serialized key function
func t ion a=periodic_key ( x , T , bitwidth , key )
//We’ll inspect every value of the vector x

f o r i = 1 : length ( x )
s h i f t = f l o o r ( x ( i ) /T ) *T ;
a ( i ) = s e r i a l i z e _ k e y ( x ( i )−s h i f t , bitwidth , key ) ;

end
endfunction

//Generate binary double vector from key value
func t ion k=binary_vector ( key_value , vec t_ length )

k= s t r t o d ( s t r s p l i t ( dec2bin ( key_value , vec t_ length ) ) ) ;
//k=k($:-1:1,:);//flip vector , comment/uncomment for MSB/LSB first

endfunction

funct ion plot_signal_and_spectrum ( t , s igna l , f , spectrum )
n= s i z e ( f , ’ * ’ )
c l f ( )
subplot ( 2 1 1 )
a=gca ( ) ;
a . data_bounds =[0 −0 .01 ; t o t a l _ l e n g t h 1 . 0 1 ] ;
p l o t ( t , s i g n a l )
subplot ( 2 1 2 )
p l o t ( f , abs ( spectrum ( 1 : n ) ) , ’ x ’ )
a=gca ( ) ;
a . data_bounds =[0 − 0 . 1 ; ( 0 . 7 5 * 5 * 8 * ( 1 / loop_length ) ) 4 0 0 ] ;

endfunction

//////END//OF//FUNCTIONS //////////////

//experiment properties
key_bi t s = 8 ; //key width

https://www.asminternational.org/
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key_value_max = (2^ key_bi t s ) −1;//max key value to simulate
loop_length =1/1e6 ; //length of one boot loop , (seconds)
l _ k e y s h i f t = loop_length /5 ; //length of the total key shift (seconds)
t o t a l _ l e n g t h =loop_length ; //total length considered (seconds)

//FFT
sample_rate=1/ t o t a l _ l e n g t h * 2 0 0 0 ; //calculate sample rate from number of samples
t = 0 :1/ sample_rate : t o t a l _ l e n g t h ; //create time vector

N= s i z e ( t , ’ * ’ ) ; //calculate actual integer number of samples

b o o t f r e q _ r e s u l t _ m a t r i x = [ ] ;
f o r key_value = 0 : key_value_max

disp ( msprintf ( ’ S t a r t i n g c a l c u l a t i o n f o r key value %d ’ , key_value ) ) ;
current_key_vector = binary_vector ( key_value , key_b i t s ) ;
bootfreq_component = [ ] ;

//calculate frequency component for boot frequency for different key shifts
f o r i = key_b i t s : −1 :1

//disp(msprintf (’\tGenerating signal and fft for %d bits ’,i));
//create time domain serial signal
s i g n a l = s e r i a l i z e _ k e y ( t , l _ k e y s h i f t /key_bi ts , current_key_vector ) ;
spectrum= f f t ( s i g n a l ) ; //compute fft of time domain signal
//save absolute value for boot frequency component
bootfreq_component ( i ) = abs ( spectrum ( 2 ) )
current_key_vector ( i ) = 0 ; //set last key bit to zero

//plot time domain and fft
//s is real so the fft response is conjugate symmetric
//and we retain only the first N/2 points
//f=sample_rate *(0:(N/2))/N; //associated frequency vector
//plot_signal_and_spectrum(t,signal ,f,spectrum);

//xclick();//wait for click or button press
end
//append calculated bootfreq components to result matrix
b o o t f r e q _ r e s u l t _ m a t r i x = c a t ( 2 , b o o t f r e q _ r e s u l t _ m a t r i x , bootfreq_component ) ;

end

//normalize values for saving
b o o t f r e q _ r e s u l t _ m a t r i x = b o o t f r e q _ r e s u l t _ m a t r i x /max( b o o t f r e q _ r e s u l t _ m a t r i x ) ;
//save results
fpr in t fMat ( " ./ ser ia l_key_bootfreq_components . t x t " , b o o t f r e q _ r e s u l t _ m a t r i x , . .

" %lf " , " # This f i l e conta ins the value of the boot f r e q . component " + . . .
" f o r d i f f e r e n t key s h i f t s ( rows ) and d i f f e r e n t key values ( columns ) " ) ;

//rescale and plot result matrix for preview in scilab
b o o t f r e q _ r e s u l t _ m a t r i x = b o o t f r e q _ r e s u l t _ m a t r i x *100

c l f ( ) ;
x s e t ( " colormap " , je tcolormap ( 1 0 0 ) ) ;
x l a b e l ( " key value " )
y l a b e l ( " number of b i t s s h i f t e d through " )
Matplot ( b o o t f r e q _ r e s u l t _ m a t r i x ( $ : − 1 : 1 , : ) ) ; //we need to flip as the plot inverts the axis ✆
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