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Zusammenfassung

Die Anforderung von künftigen Hochgeschwindigkeitsdatenzugängen erzeugt fundamentale Her-

ausforderungen an die Gestaltung von modernen Fahrzeugtelematiksystemen und drahtlosen

Kommunikationssystemen. Daraus resultierend ruft das Konzept des Nomadic Relaying Net-

works enormes Interesse sowohl in der Wissenschaft als auch aus der Industrie hervor. Ein

Nomadic Relaying Network besteht aus zufällig verteilten Nomadic Nodes (z.B. parkenden

Fahrzeugen mit On-Board Relay Komponenten), die nicht durch einen Mobilfunknetzbetreiber

bereitgestellt werden. Diese ermöglichen die Möglichkeit der Multi-hop Kommunikation zwis-

chen Benutzern und Basisstationen. Um die künftigen Konnektivitätsanforderungen effizient

erfüllen zu können, arbeiten die Nomadic Nodes in einer selbstorganisierten Weise und werden

auf einer nachfrageorientierten Basis aktiviert beziehungsweise deaktiviert.

Der Schwerpunkt dieser Arbeit liegt auf der Entwicklung einer Optimierungsarchitektur und

von Optimierungsalgorithmen für Nomadic Relaying Networks. Unter Berücksichtigung von

Nutzeranforderungen und der zur Verfügung stehenden Netzwerkkapazität wird ein mathe-

matisches Optimierungsframework entwickelt. Die fundamentale Randbedingung der Opti-

mierung liegt darin, die Nutzeranforderungen durch die verfügbare Bandbreite in dem System

zu erfüllen. Darüber hinaus wird ein Lastkopplungsmodell etabliert, um die Nutzeranforderun-

gen, Verbindungszuordnungen und Sendeleistungen mit den Auslastungen der Funkzellen zu

verknüpfen. Die grundlegenden Eigenschaften des Optimierungsframeworks werden analysiert,

um effiziente Optimierungsverfahren durchführen zu können.

Auf Basis des Optimierungsframeworks werden zentrale Aktivierungsalgorithmen, verteilte Zel-

lauswahlalgorithmen, sowie dezentrale Algorithmen zur Optimierung des Energieverbrauchs in

Nomadic Relaying Networks vorgeschlagen. In den zentralen Aktivierungsalgorithmen wer-

den eine Reihe von linearen Programmen in einer zentralisierten Einheit ausgeführt, um die

Verbindungszuordnungen zu ermitteln und die Zelle entsprechend zu aktivieren beziehungsweise

zu deaktivieren. Überdies werden verteilte Algorithmen zur Zellauswahl, Zugriffskontrolle,

sowie Deaktivierung der Zellen vorgeschlagen, um eine praktische Optimierungsimplementierung
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aufzuzeigen. Weiterhin wird ein verteilter Energieregelungsalgorithmus entwickelt, um die Nutzer-

anforderungen während der Übergangsphase der Aktivierung zu garantieren sowie weitere En-

ergieeinsparungen zu erzielen. Es werden Simulationen durchgeführt, um die theoretischen

Ergebnisse zu verifizieren. Durch intensive Untersuchungen der vorgeschlagenen Algorithmen

unter realistischen Simulationsannahmen, kann eine signifikante Verbesserung der Energieef-

fizienz festgestellt werden.
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Abstract

The requirements of ubiquitous connectivity of high speed data access create fundamental chal-

lenges for the design of future wireless communication systems and modern vehicle telematic

systems. Against this background, the concept of a nomadic relaying network is of enormous

interest to both academia and industry. A nomadic relaying network consists of randomly

distributed nomadic nodes (e.g. parked vehicles with on-board relay infrastructure) that are

not deployed by an operator and offer the possibility of multi-hop relaying between users and

base stations. The nomadic nodes operate in a self-organized fashion and are activated and

deactivated on a demand-driven basis, efficiently addressing future connectivity requirements.

The focus of this thesis is the optimization architecture and optimization algorithms of the

nomadic relaying network. A mathematical optimization framework is developed through con-

sideration of the user requirements and the network capacity. The optimization constraints

are formulated to ensure that the available bandwidth supports the data access requirements

of all the users in the system. Furthermore, a load-coupling model is established to connect

rate requirements, network assignments and transmission powers with the cell loads. Moreover,

the fundamental properties of the optimization framework are analyzed for performing efficient

optimization algorithms.

Based on this optimization framework, centralized node activation algorithms, distributed cell

selection algorithms, and distributed power control algorithms are proposed for energy savings

in the nomadic relaying network. In the centralized node activation algorithms, a series of linear

programs is performed in a centralized manner, in order to optimize the network assignments and

to activate or deactivate the nomadic nodes. In addition, a distributed cell selection, admission

control and cell switch algorithm is introduced, in order to enable more practical implementations

of the energy-saving algorithms. Furthermore, a distributed power control algorithm is proposed,

in order to optimize the transient performance during the activation of nomadic nodes, as well

as to achieve further energy savings. Simulation results are provided to confirm the theoretical

analysis and the convergence of the proposed algorithms. Furthermore, a significant network-
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wide benefit in terms of energy efficiency is identified by intensively evaluating the performance

of the proposed algorithms under realistic simulation assumptions.
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Chapter 1.

Background and Introduction

The telecommunication industry is entering a revolutionary era that is characterized by high

demands on mobile data volume, large numbers of connected devices and the eco-social signifi-

cance of sustainability. A large variety of innovative services and access technologies are under

development, whereby the automotive sector attracts special interests. In this introductory

chapter, we briefly review the history of and innovations in both automotive communication

and telecommunication systems. Connecting both technology fields, we provide an insight into

the nomadic relaying network, which is a novel deployment option for the next-generation mobile

communication system. Subsequently, we outline the main contributions and contents of this

thesis, before explaining the notation conventions at the end of this chapter.

1.1. The History of Automotive Communication

The origin of automotive communication dates back to wired in-vehicle networking in the 1990s,

when the exponential increase of electronic systems gradually turned the modern vehicle from a

mechanic and hydraulic machine into a complex distributed computer system [1]. The concept

of from P2P to Internetworking then became infamous for vastly reducing the cabling costs to

interconnect the large number of Electronical Control Units (ECUs). Bus systems such as Local

Interconnect Network (LIN) and Control Area Network (CAN) were created in response to the

initial demand for low-cost, low-rate and reliable communications, enabling applications such

as the Electronic Stability Program (ESP), Antilock Braking System (ABS) and many other

comfort functions. With advancements in multimedia technology and the increased functional

safety requirements, dependable high-data-rate communications emerged in the automotive do-
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main, accompanying the standardization of many high-performance communication protocols

such as Media Oriented Systems Transport (MOST) and FlexRay for addressing entertaining

systems as well as many x-by-wired functions with high communication requirements.

The irreplaceable advantages of the flexibility of wireless communication later attracted later

enormous interest, leading to the further extension of automotive communication from Wired

to Wireless systems. As the 21st century began, the prosperity of mobile device productions

and the rapid development of mobile standards pushed the automotive Original Equipment

Manufacturers (OEMs) to indispensably equip the modern vehicle with wireless modules. While

dedicated Radio Frequency (RF) techniques, such as the remote keyless system, were developed

separately by the OEMs, the in-vehicle networking was also well complemented by specification

amendments of wireless communication systems such as the Bluetooth Hands Free Profile [2],

in order to address the special requirements of automotive applications.

The automotive communication industry evolved from in-vehicle networking to Telematics with

the maturity of Intelligent Transportation System (ITS) and Third Generation Partnership Pro-

gram (3GPP) systems. By extendingWireless Local Area Network (WLAN) (IEEE 802.11) tech-

nology with the Wireless Communication in Vehicular Environments (WAVE), IEEE 802.11p

system became the de facto Dedicated Short-Range Communications (DSRC) standard for im-

proving traffic safety and efficiency in the framework of Vehicular Ad Hoc Network (VANET) [3].

A large number of application scenarios for avoiding traffic accidents and reducing unnecessary

emissions are defined based on the Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I)

communications that are enabled by the IEEE 802.11p systems [4]. Due to the lack of eco-social

deliberation, however, the roll out of the ITS standards stagnated, preventing the vehicles from

benefiting from the innovations in wireless connectivity. On the other hand, the successful com-

mercialization of a series of 3GPP cellular systems has facilitated a broad spectrum of telematic

services based on mobile internet, including traffic efficiency services, fleet management appli-

cations and entertainment programs. Nowadays, almost all the major car manufactures have

introduced branding telematic services depending on cellular connectivity, such as the BMW

ConnectedDrive, Audi Connect or Mercedes Command Online. Moreover, the trend of connect-

ing vehicles to the internet is being and will continue to be further promoted.

As the modern information society is vigorously changing the quality of our lives, novel ap-

plications are arriving on the horizon of the mainstream automotive industry. Although they

are still in their infancy, the promising future of Machine to Machine (M2M) communications

and Internet of Things (IoT) [5] engenders both challenges and opportunities regarding the con-
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nectivity of a large number and variety of wireless sensors and Consumer Electronics (CE), as

well as the exploitation of new services. Besides this, the continuous development of ubiqui-

tous/pervasive computing and cloud services creates new dimensions for innovations related to

vehicular connectivity. Furthermore, the mobile nature of the vehicles offers the possibilities of

delivering dynamic services, where wireless communication capability plays a fundamental role

in keeping the mobility under control. In general, the evolution of the automotive communi-

cation system reflects exactly the evolution of customer interests, the eco-social condition and

the maturity level of the electronics industry. The integration of wireless communication tech-

nologies into the vehicle is Still Drastically Expanding, especially in combination with modern

cellular technologies, which have been steadily evolving over the past decades.

1.2. The Evolution of Mobile Cellular Systems

Mobile cellular systems are often divided into “Generations”, with each generation making rev-

olutionary improvements in both technological fundamentals and service enhancements. Before

the formation of 3GPP in 1998, voice services were of major concern in the First Generation (1G)

analog and the Second Generation (2G) digital networks. Whereas the 1G cellular systems were

launched only by regional operators, such as Nippon Telegraph and Telephone (NTT) in Japan

and Nordic Mobile Telephone (NMT) in the Nordic countries, the Time Division Multiple Ac-

cess (TDMA) based Global System for Mobile Communications (GSM) began to dominate the

global market in the 1990s. Apart from the fact that the digitally encrypted voice signals signifi-

cantly increased the efficiency and flexibility of 2G systems, data services such as Short Message

Services (SMS) and Multi Media Messages (MMS) gradually became an indispensable part of

everyday life. In order to address the increased demand for high data rate applications, General

Packet Radio Service (GPRS) and Enhanced Data Rate for GSM Evolution (EDGE), sometimes

branded as 2.5G, were added to GSM, introducing packet switch and achieving a peak rate of

up to 1Mbps.

The pre-Third Generation (3G) systems attained huge commercial successes, however, the fun-

damental limitations of TDMA systems required later revolutionary changes to enable large

scale mobile data services. In this context, the foundation of 3GPP arose to take the lead-

ing role in the world-wide standardization of 3G systems. The technological revolution for the

3G systems lies in the application of Code Division Multiple Access (CDMA) technique, with

which a higher spectrum efficiency and system capacity can be achieved. 3G systems, such as

the Universal Mobile Telecommunications System (UMTS), were commercialized in the early
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2000s. They further evolved into post-3G systems, such as High Speed packet Access (HSPA),

providing 14Mbps and 5.8Mbps peak data rates in downlink and uplink, respectively.

An advanced milestone was set up in 2008, when Long Term Evolution (LTE) was introduced

to satisfy the Fourth Generation (4G) requirements set by International Mobile Telecommuni-

cations (IMT)-advanced in a step-by-step manner. Based on Orthogonal Frequency Division

Multiplexing (OFDM), an LTE system reaches a peak rate of 100 Mbps and supports high mo-

bility of up to 500km/h. Moreover, the all-IP System Architecture Evolution (SAE) enables

a more efficient and flexible network deployment. The LTE-Advanced (Release 10) is selected

to be a 4G conform system in 2010 [6] and is now under rollout by several operators. In the

upcoming Releases 11/12, Self-Organizing Network (SON), interworking with WiFi, small cell

deployment and location-based services have been treated as the main working focuses [7].

As the LTE marshes towards a powerful future of the cellular system, world-wide experts have

recently collaborated in aiming for the foundation of the Fifth Generation (5G) systems, where

novel services, network scalability and system efficiency are among the most important objec-

tives. High data volume, short latency and low energy cost are the key performance targets in

the 5G systems, while novel system concepts for ultra-dense networks, massive Multiple Input

Multiple Output (MIMO) and moving networks are designed for the forthcoming generation

[8]. BMW, which represents the automotive industry, is actively participating in developing the

5G standards. The main focuses are, on the one hand, delivering traffic safety and efficiency

functions through novel cellular reliable communication and, on the other hand, enabling a dy-

namic network access option that makes use of the automotive telematic systems: the nomadic

relaying network.

1.3. Nomadic Relaying Networks

The emerging requirements for the universal connectivity of everything create new challenges

for the design of modern vehicle telematic systems. In this context, an innovative concept of a

nomadic relaying network that combines both automotive and cellular communication systems

is established as an important 5G component [9]. In response to the boosting traffic dynamics,

a nomadic relaying network (or a nomadic network for short) is designed to efficiently extend

the cellular system with the help of the vehicle telematic systems and multi-hop communication

technologies. A nomadic network consists of randomly distributed non-operator-deployed nodes

(e.g. parked vehicles with on-board relay infrastructure) offering the possibility of multi-hop



1.3. Nomadic Relaying Networks 5

relaying between User Equipments (UEs) and Base Stations (BSs). Note that relaying here is a

logical concept that defines the multi-hop transmission and the relaying of user data, and it can

be implemented by different multi-hop technologies. While the location of operator-deployed

Relay Nodes (RNs) is optimized by means of network planning tools, the location of the RNs in

a nomadic network, referred to as nomadic RNs or nomadic nodes, is out of the control of the

network operators, and is considered to be random. Moreover, their availability and position

may change over time (hence, the term “nomadic”) due to battery state or node movement.

The nomadic RNs operate in a self-organized fashion and are generally activated or deactivated

based on capacity, coverage, load balancing or energy efficiency demands. Therefore, the concept

of a nomadic network describes an effective extension of the cellular infrastructure that allows

for a dynamic network deployment.

1.3.1. Enabling Technologies

The recent advancements and trends in both cellular and automotive areas support the deploy-

ment of the nomadic relaying network concept. In general, the standardization enhancements in

multi-hop communications and the framework of SON plug-and-play capability give options for

protocols and architectures, while the improvements of the connected car platforms and vehicle

telematic systems serve as enablers in the automotive perspective for the nomadic network.

Firstly, the standardization of LTE Relaying has been introduced in Release 10, aiming at a

cost-efficient coverage and capacity extension in the heterogeneous network [10]. An LTE L3-

RN [11] is defined to be a low-power evolved Node B (eNodeB) that supports all the eNodeB

functionalities and is seen by the UEs as a regular eNodeB, whereas it also supports a subset of

UE functionalities in order to wirelessly connect to the donor eNodeB. Note that we use BS to

denote all types of base stations in a cellular system, including, e.g., the NodeB and the eNodeB.

With respect to the spectrum usage, relay operations have been further specified into inband

(Type 1 and Type 1b) and outband (Type 1a) types. Whereas Type 1 RNs utilize the same

bandwidth for both BS-RN and RN-UE links, Type 1b RNs assume a physical isolation in order

to ensure a limited interference level between them. Furthermore, a Type 1a is an outband RN

that is characterized by the same set of features as the Type 1 relay node. An important advan-

tage of RN deployment is that the architectural functionalities, such as Mobility Management

Entity (MME) and Service Gateway (S-GW), are all proxied by the donor eNodeBs. This means

that only the Radio Access Network (RAN) protocol needs to be adapted for admitting RNs

into the network. Besides the standardization of relaying, the enhancement of WiFi integration
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and the investigation of Device to Device (D2D) communication in Release 11/12 provides fur-

ther relaying and backhauling possibility for multi-hop communications, extending the device

compatibility to redirect traffic through further access technologies and spectral bands.

Another important enabling technology for the nomadic network is the framework of SON,

which could enable the network adaptation within a few minutes [12]. The nomadic nodes are

due to vehicle being mobility non-stationary, i.e., an exchange of management information is

more frequently required than in traditional network planning scenarios. Whereas the manually

reconfiguration of such dynamic networks is obviously not practical, the concept of SON, which

has been consolidated and is further evolving, makes the management of nomadic nodes feasible.

While the framework on SON-relays [13] further narrows the gap in implementing the nomadic

network, the SAE working groups are also actively working towards a more generic and powerful

tool for the provisioning of higher layer services for plug-and-play terminals [14].

Meanwhile, in the automotive industry, the commercialization of telematic systems derived from

the cutting-edge advancements of wireless communication system opens another door for the

realization of nomadic networks. For instance, many car manufactures, public transportation

carriers and plug-in gadgets are providingWiFi hotspot functions that facilitate internet for WiFi

compatible CE through cellular internet accesses. Moreover, the potential concept of deploying

moving femtocells in the vehicles has also been discussed in research contributions [15]. On

the other hand, the maturity of the connected car service platforms that are maintained by

the automotive OEMs further enables the centralized management and the potential remote

on-demand activation and deactivations of the nomadic nodes.

1.3.2. Functional Architecture

Considering the future 5G architecture of the cellular communication systems, we elaborate

on a potential architecture for the nomadic relaying network that integrates future cellular

systems with the automotive service platform and nomadic nodes. The architecture enables

both centralized and distributed management mechanisms for enhancing cellular capabilities

through nomadic nodes.

Fig 1.1 illustrates a simplified architectural design that contains only necessary functional ele-

ments for performing optimizations to the nomadic relaying network. We aim to provide both

centralized cloud-based and distributed RAN-based optimization mechanisms. Therefore, the
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Figure 1.1.: Functional Architecture of the Nomadic Relaying Network.

RAN components are also displayed, where the nomadic RN and the owner UE are defined.

Firstly, a nomadic node implements the LTE relay specifications, through which it inherits all

BS functionalities and reaches the key Evolved Packet Core (EPC) components, such as MME,

S-GW and Packet Gateway (P-GW), for performing BS functionalities upon activation. With-

out specifying RAN protocol, we assume the access link of the nomadic nodes can be realized by

different radio access technologies. Apart from the RAN extension, a Centralized Management

Unit (CMU) is also located between Mobile Network Operator (MNO) and OEM for centralized

optimization. Whereas the centralized management unit has been discussed in the framework

5G architecture [16], we assume an interface or joint operation of CMU between MNO and

OEM, and thus, the block of CMU crosses two network levels. Furthermore, a Policy Control

Unit (PCU) that is maintained by the OEMs can be updated dynamically by the nomadic RNs

and owner UEs through secure internet access. The OEM side policy can be further fed to the

Policy and Charging Rules Function (PCRF) of the MNOs for potential business cooperation.

In Fig 1.1, the dashed arrows are the flows of control signals for configurations, channel feedbacks

and context information. The channel and context measurements are then available for central-

ized optimizations at CMU for performing centralized optimizations. Based on the control plane

signals, there are in general two main mechanisms for optimizing the nomadic network. Firstly, a

centralized optimization can be carried out at CMU based on the channel feedback and the user

policy, whereby the optimization decision can be sent to the BSs and then further to the entire

RAN. Secondly, a distributed mechanism can be realized within the RAN by simply forward-
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ing the control policy to the BSs, which then update the Radio Resource Management (RRM)

algorithms for the RNs and UEs. Besides the main mechanisms, a deterministic control of the

nomadic RN should also be possible such that the owner UE may directly activate the RN, such

as by sending activation signals to the RN. Note that the admission is finally made by the RAN

and the core network, even if the centralized optimization provides deterministic results. This

is due to the fact that the dynamic change in the network may lead to cell over load or coverage

loss, which generally cannot be accepted by the MNOs.

The data plane flows are shown in solid lines, and it can be observed that they traverse only

through the legacy network extended by the RNs. The case when the RNs have a backhaul

link through WiFi or other third party connections is omitted here, since it requires further

authentication and management mechanisms that are beyond the scope of this thesis. However,

we do not exclude the possibility of having a variety of backhaul solutions as extensions for

further performance enhancements.

1.3.3. Further Challenges and Opportunities

The nomadic relaying network, due to its randomness and the relation to vehicles, raises signif-

icant challenges, especially in the aspects of management and business. The main challenges,

both technical and non-technical, are as follows.

• Due to the large diversity of nomadic relays, the management of such a dynamic network

becomes critical. In particular, the generated dynamic interference requires enhanced

RRM solutions.

• The business cooperation between network operators, car manufactures and other private

stakeholders should result in a reasonable compromise to enlarge the benefits of every

participant in the business.

On the other hand, new opportunities come along with the challenges thanks to the recent

development in both the technical and business sectors.

• A large number of potential nomadic RNs, both privately owned vehicles and car fleets

(car rental, car sharing, taxi), are available for performing network optimization.

• More space for antenna design allows for the possibility of further backhaul link enhance-

ments and implementation options for relaying and multi-hop communications.
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• The low-power nature of small cell and the rising trend for electro-vehicles ease the critical

energy consumption problem of standing vehicles.

1.4. Contribution and Organization of the Thesis

In this thesis, we focus on the technical aspects of the challenges of realizing the innovative

concept of nomadic networks. Based on the current enabling technologies and the functional

architecture, we propose both centralized and distributed algorithms for operating the nomadic

relaying network. We study the network-wide benefits in terms of energy savings by evaluating

the performance of the proposed algorithms considering realistic network configurations and the

opportunities mentioned in the previous subsection. The major contributions of this thesis can

be summarized as follows.

• A functional architecture is designed to enable both centralized and distributed optimiza-

tions of the nomadic network.

• A novel and abstracted model of the nomadic network is presented, where we assume that

the decisions on assignment, routing and power control are the main control parameters

for network optimization.

• We establish a load function under a generic interference model and elucidate the funda-

mental properties of the load function.

• Based on the load function, a generic optimization framework is formulated where the

UE Quality of Service (QoS) satisfaction, load balancing and power limitation express the

essential constraints of the nomadic network.

• We propose centralized iterative algorithms for assignment/routing optimization for energy

savings, with the help of the nomadic nodes.

• We propose a distributed energy-aware cell selection and admission control algorithm which

can be practically implemented in future cellular systems.

• We propose a distributed power control algorithm that ensures the transitional perfor-

mance of the network during the cell activation procedure in the nomadic network.

As logically depicted in Figure 1.2, the rest of the thesis is organized as follows: By abstracting

the concept of nomadic relaying network, Chapter 2 introduces a system model that includes
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Figure 1.2.: Organization of the Thesis.

network deployment, resource utilization and a link rate model. Then, the energy-saving opti-

mization problem is formulated in Chapter 3, with an extensive literature review of the current

approaches. Following the problem definition, Chapter 4, Chapter 5 and Chapter 6 discuss in

detail the optimization algorithm for centralized activation and deactivation, distributed cell

selection and admission control and distributed power control algorithms, respectively. The

corresponding performance evaluations are given in each chapter, confirming the theoretical

analyses and the performance benefit. Finally, conclusions are drawn and suggestions are made

in Chapter 7.

1.5. Notation Conventions

Scalars, vectors and matrices are written in regular, bold lower case and bold upper case letters,

respectively. For instance, we denote x ∈ {0, 1} and X ∈ {0, 1}(M+K)×(N+K) to be the assign-

ment variable and the assignment matrix, while we use ρ ∈ [0, 1] and ρ ∈ [0, 1]M+K for the load

and the load vector, respectively. Furthermore, we use the corresponding lower case letter to

denote the vectorization of a matrix, which is defined by column-wise stacking the entries of the

matrix in a vector, e.g., x = vec(X). The identity matrix of size K ×K is written as IK , while

1L(0L) and 1M×N (0M×N ) refer to a column vector of length L and an M ×N matrix of ones

(zeros), respectively. If not specified, 1(0) and I are matrices or vectors with the proper size for

matrix operator. For any two matrices (or vectors) A and B, A ·B (or simply AB) denotes the

normal matrix product and A⊗B denotes the Kronecker product. If A and B are of the same

size, A ◦B denotes the Hadamard matrix product, while both A ≤ (or <)B and A ≥ (or >)B

should be understood element-wise. Assume F : X → Y to be a function, where X and Y are

the domain and the image of the function, respectively. Throughout this thesis, we use Jx
F(x),

x ∈ X , to denote the Jacobien of function F(·) with respect to x. Furthermore, given x, the i-th
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row and the an entry i, j in Jx
F(x) (gradient) are denoted as Jx

Fi
(x) and J

xj

Fi
(x), respectively.
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Node Selection for Performance Enhancement in Composite Fading/Shadowing Environ-

ments,” in Processing of IEEE Vehicular Technology Conference Spring (VTC-Spring),

Soul, Korea, May 2014, pp. 1–6



1.6. Publications and Copyright Information 12
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Chapter 2.

System Model

In this chapter, a downlink model of a nomadic network is introduced as the framework for

performing network optimizations. By adapting a generic interference model, the data link

rate is modeled as a function of transmission powers, network loads and channel measurements.

Combining the data link rate and the network assignment, a network load coupling model is es-

tablished where the transmission power vector and the network assignment matrix are included

as control parameters. We elaborate some fundamental constraints for network optimizations

with respect to these parameters. In particular, resource sharing schemes for interference coor-

dination are discussed. Note that parts of the work in this chapter are based on the publications

in [17–20].

2.1. Network Deployment and Connection Assignment

Consider a downlink model of a nomadic network with M BSs, K RNs and N UEs. The sets

of BSs, RNs and UEs are denoted by, respectively, B, R and U . As illustrated in Fig 2.1,

we use direct links, access links and relay links to refer to the BS-UE, RN-UE and BS-RN

links, respectively. Throughout the thesis, notations with superscripts (m), (n) and (k) are,

respectively, variables associated with BSs, UEs and RNs, while the pairs (m,n), (k,n) and (m,k)

are used to denote to the direct links, access links and relay links, correspondingly. Regarding

relaying operation, the following assumptions hold throughout the manuscript:

Assumption 2.1. L3 relaying [11]: each RN has all the RRM functionalities of a BS and is

seen by the UEs as a conventional BS.

Assumption 2.2. Only one-hop relaying: there exists no connection between RNs.
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Figure 2.1.: Cells, nodes and links in a noamdic relay network.

The term cell refers to a BS or an RN to which a UE can be connected, whereas node is a UE

or an RN that is searching access to a cell. Then, we have the multi-user downlink scenario

in which M + K cells are allocated some frequency spectrum to serve N + K nodes. The

frequency bandwidth (in Hz) at each cell is fixed and the bandwidths of all cells are grouped

in a vector b = ( b
(m)

b(k) ) = (b1, . . . , bM , bM+1, . . . bM+K)T where b(m) = (b
(m)
1 , . . . , b

(m)
M )T and

b(k) = (b
(k)
1 , . . . , b

(k)
K )T refer to the bandwidths allocated to the BSs and RNs, respectively.

Furthermore, both centralized and distributed approaches are considered in this work for opti-

mizing the network assignment.

• The network connection assignments between the cells and nodes can be controlled by the

CMU, which performs a centralized optimization (Chapter 4).

• If a distributed operation is targeted, the assignments can be also decided directly by the

nodes based on some network measurements (Chapter 5).

Let xi,j denote the assignment variable: xi,j = 1 if there is an active connection between cell

i and node j, and xi,j = 0 otherwise. These variables are clustered in the assignment matrix

defined to be:

X ,




X(m,n) X(m,k)

X(k,n) X(k,k)



 ∈ {0, 1}(M+K)×(N+K). (2.1)

Here and hereafter, X(m,n) ∈ {0, 1}M×N , X(k,n) ∈ {0, 1}K×N and X(m,k) ∈ {0, 1}M×K are

assignment matrices for the direct, access and relay links, respectively. Note that X(k,k) ∈

{0, 1}K×K is the connection between RNs and is set to be an all zero matrix according to
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Assumption 2.2. Therefore, throughout the manuscript, we have X(k,k) ≡ 0 and

X =




X(m,n) X(m,k)

X(k,n) 0



 . (2.2)

Assumption 2.3. We consider Full connectivity scenario where each node is connected to the

network either via a BS or an RN.

Assumption 2.3 is ensured by imposing the following condition:

XT · 1M+K = 1N+K . (2.3)

The left hand side of equation (2.3) computes the column-wise sum of X, and therefore equation

(2.3) guarantees that every node is connected to exact one cell. Note that this equation also

implies that an RN is always connected to the network, even though it is sometimes not actively

transmitting and receiving data.

2.2. QoS Model and Rate Assignment

In the previous work on network planning [27], a concept of rate density per area is used for

optimizing the long term network performance. Furthermore, a queuing model of the user rate

distribution is given in [28] for the SON relaying framework. A location based coverage and

assignment strategy is assumed for both works, aiming at maximizing the network capacity

with the help of network and relay planning tools. In this work, according to the on-the-fly

concept of the nomadic network, the optimization is based on a short-term rate requirement

with a potential irregular rate distribution.

Assumption 2.4. We adopt a simple constant rate QoS model that represents the short-term

average rate of the UEs in the network. Further, we assume that the temporal and spatial change

of the rate QoS is insignificant and negligible within the time scale of the network optimization.

The QoS requirements of a finite number of UEs are given by a vector of minimum rates (in

bit/s), which is denoted by r(n) = (r
(n)
1 , . . . , r

(n)
N )T . For each RN, the rate requirements of all the

connected nodes should be satisfied by the backhaul link (relay link). This means, the backhaul
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link of RN k ∈ R must support the sum of the rate requirements of the UEs connected to it:

r
(k)
k =

∑

j∈U

r
(n)
j xk,j, for k ∈ R . (2.4)

By using the RN rate vector defined to be r(k) = (r
(k)
1 , . . . , r

(k)
K )T , we can write (2.4) in a matrix

form as

r(k) = X(k,n)r(n). (2.5)

For a better readability, we also use the vector r := ( r
(n)

r(k)
) = (r, . . . , rN , rN+1, . . . rN+K)T to

refer to the rate requirements of all nodes.

Assumption 2.5. For centralized optimization, we assume that r(n) is known at the CMU or

can be estimated reliably.

Assumption 2.6. A node can be connected to multiple nodes [29] and a value of xi,j between

[0, 1] indicates the portion of the data traffic that should be delivered through link (i, j).

The optimization problem with xi,j ∈ [0, 1] is a relaxation problem of the original one. Note

that heuristic solutions for the original problem can be found by mapping (e.g., rounding)

the solution for the relaxed problem back to the original domain {0, 1}(M+K)×(N+K). Note

that further adjustments may be needed to avoid violations of the original QoS constraints.

The assignment matrix X ∈ [0, 1](M+K)×(N+K) can be also interpreted as a routing matrix.

Throughout this manuscript, we use the phrase (rate) assignment matrix and (rate) routing

matrix interchangeably for X. Furthermore, a value xi,j > 1 is also feasible and it indicates that

rate throughput of the node is higher than its minimum demand. Thus, for satisfying the QoS

requirements of all the UEs, the following condition should be satisfied:

(XT · 1M+K) ◦ r ≥ r. (2.6)

It means, each node needs to be connected to the network and sum rate of every node must be

larger than or equal to the minimum requirement r.. If r > 0, we can equivalently write the

condition as:

XT · 1M+K ≥ 1N+K . (2.7)

Note that this is a sufficient condition for (2.6), since by Assumption 2.6 all the RNs should be

connected to the network which is implied by (2.7), whereas by (2.6), no constraints on an RN

need to be satisfied if no UE is connected to it and the rate requirement of the RN is 0.

Assumption 2.7. Throughout this manuscript, all RNs need to be connected to the network
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for communicating the necessary control plane data which is assumed to consume a negligible

amount of resources of the system.

Therefore, we take (2.7) as the general constraint for system design.

2.3. Link Rate Model

The achieved rate per channel or Spectral Efficiency (SE) of a link (i, j) (in bits/s/Hz or bit-

s/channel use) is approximated by the Shannon’s capacity formulation [11, 30]:

ωi,j = ζb · log(1 + ζs · τi,j), (2.8)

where 0 ≤ ζb ≤ 1 is the bandwidth efficiency and 0 ≤ ζs ≤ 1 refers to the Signal-to-Interference-

plus-Noise-Ratio (SINR) efficiency. Depending on link transmission techniques such as MIMO

or Adaptive Modulation and Coding (AMC), ζb and ζs may have different values.

Assumption 2.8. Without loss of generality, we assume ζb = 1 and ζs = 1 to simplify the

notation throughout the manuscript.

We follow the previous studies on the probabilistic interference modeling [31–33] to formulate a

generic interference model by defining an interference relation matrix of the same size and the

same structure as the assignment matrix:

S ,




S(m,n) S(m,k)

S(k,n) S(k,k)



 ∈ {0, 1}(M+K)×(N+K). (2.9)

Here and hereafter, an entry si,j indicates whether the cell i can cause interferences to node j

or not: If si,j = 0, it means cell i never transmits at the frequency resources that is allocated to

node j.

Further, we define the vector of transmission powers of the cells to be

p , [ p
(m)

p(k) ] = [p1, . . . pM , pM+1, . . . , pM+K ]T . (2.10)

In a real system, there are limitations on the transmission powers so that there holds:

0 ≤ p ≤ p̂, (2.11)
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where p̂ is the maximal transmission power vector that depends on the hardware of the cell

and some system parameters. Furthermore, define ρi ∈ [0, 1] to be the load or the activity level,

which is also the interference scaling factor of the cell i and is explained in detail in Section 2.5.

Then, the SINR of link (i, j) can be computed as

τi,j =
pigi,j

∑

d∈B
⋃

R pdgd,jsd,jρd + σj
, (2.12)

where σj and gi,j refer to the receiver-side noise power and channel gain for link (i, j), respec-

tively.

Assumption 2.9. We assume a constant channel gain that captures the average propagation

fluctuation including pathloss and shadow fading. Within the time scale of the optimization,

the impact of small scale fading is averaged out.

Hence, the channel gain model can be written as

gi,j =
gf
dγi,j

, (2.13)

where di,j is the path length of link (i, j) and γ is the pathloss exponent that depends on factors

such as carrier frequency, antenna heights and antenna gain. Furthermore, gf is the shadow

fading which is spatially log-normal distributed with variance σf and correlation distance df .

Note that τi,j > 0 always holds, since both received power and interference plus noise power are

positive values. A positive τi,j exists also for the case when both i, j ∈ R, however, we do not

allow a connection between RNs in this work.

2.4. Interference Management

Considering the network in Fig 2.1, where both RNs are assigned to BS1, the full duplex full

reuse resource utilization is depicted in Fig 2.2. If no interference management scheme is ap-

plied, i.e., S = 1(M+K)×(N+K), a node is interfered by all other cells except for the serving cell.

In this case, an RN reuses the whole bandwidth for the access link transmission and causes

interference to all the nodes served by the other RNs and BSs including its own relay link.

However, self-interference should be avoided for practical operation through interference cancel-

lation or duplexing techniques, since the transmitter and the receiver of an RN are located at

the same place and may interfere severely with each other. A more general statement regarding
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Figure 2.2.: Full reuse relay resource utilitzation model.

interference is that if the channel gain gi,j is very high, interference should be excluded from

cell i to node j. Furthermore, if the access network of the nomadic nodes operates in another

band, interferences are automatically avoided between backhaul links and access links. In the

following, we discuss the approaches for interference coordination in a nomadic network and its

impact on the interference relation matrix S.

2.4.1. RN-RN Interference

The term RN-RN interference refers to the interference generated by the access link transmission

of the RNs to the relay link transmissions [34]. In particular, self-interference, which is the

interference from access link to the relay link of the same RN, severely restricts the performance

of the relay link. Practically, if full reuse is applied, self-interference cancellation or access/relay

link isolation is necessary for an efficient RN operation. In case of the nomadic relay network,

the physical isolation (LTE Type I.(b) relay [11]), which can be understood as gi,jsi,j = 0,

between transmit and receive antennas is not feasible. Hence, dealing with self-interference

and RN-RN interference is an essential challenge for performing in-band relaying in nomadic

relaying networks. In LTE, the RNs can be configured to blank some resources on the access

link transmission for the relay links. In Fig 2.3, we illustrate two configuration schemes that

address the RN-RN interference and self-interference, respectively. The scheme (a) in Fig 2.3

is called synchronized in-band, since all the RNs are configured to exclude the same access link

resources which can be then used for relay link transmissions. The disadvantage of these schemes

is obviously the possible waste due to the unused resources that are reserved for the relay links

of some RNs.
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Figure 2.3.: In-band relays resource utilization models.

For scheme (a), the interference relation matrix can be written as:

si,j =







0 for i, j ∈ R,

1 otherwise.
(2.14)

The scheme (b) in contrast is called unsynchronized in-band, where RNs split a random portion

of frequency resources for their relay links only to avoid self-interference and a certain probability

of RN-RN interference exists. In this scheme, S(k,k) has zeros only on the diagonal element while

the whole matrix S is 1 elsewhere, such that:

si,j =







0 for i = j ∈ R,

1 otherwise.
(2.15)

2.4.2. General Interference Coordination Constraints

A more general approach for interference coordination is to exclude interferences between closely

located transmitters and receivers. Interference should be avoided if the channel between inter-

fering source and the receiving node is very high. Hence, a more general interference coordination

scheme can be formulated as:

si,j =







0 for gi,j ≥ gt,

1 otherwise,
(2.16)

where gt is a threshold for coordination. If cell i and node j are close to each other, the channel

gi,j will be in general very large with high possibility and hence coordination might be required.
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Figure 2.4.: Out-band relays resource utilization models.

This is important for the nomadic relaying network since several vehicles might be parking in

the vicinity of each other. In particular, if i and j are the same RN and no isolation between the

transmitter and receiver antennas is possible, we have gi,j ≈ 1 implying a high self-interference

channel gain. In this case, we need to perform resource split (typically half-duplex) to put the

RN in an operation mode without self-interference.

2.4.3. Outband Relaying and Outband Access Network

Due to the existence of multiple standards (GSM, UMTS, WiFi, etc) and the discussion on LTE

unlicensed, secondary bandwidth for relay link or access link can be possible. Definitely, the

cost due to the extra band should be taken into account when optimizing the nomadic relay

network. In Fig 2.4, we illustrate two possibilities to incorporate the extra bandwidth into the

nomadic relaying network.

Scheme (a), namely, the Out-band Relay mode, is depicted where an extra band bo is dedicated

for the relay link transmissions. In this case, the equivalent interference scenario is established

as for the synchronized in-band case, except that more spectrum is available. On the other hand,

the scheme (b) Out-band Access describes a network where the nomadic RNs have dedicated

resources, e.g., WiFi or the future LTE unlicensed, for its access link transmissions. In this

case, S is not enough to describe the interference relation in the network. However, we can

decompose the system into two orthogonal networks, such that two independent interference

relation matrices can be formulated as Si = (S(m,n) S(m,k)) and So = S(k,n). For both cases, we

can use the generalized interference coordination scheme in (2.16) to avoid closely located nodes

from interfering each other.
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Without specifying the techniques for combating interference and ignoring the resource reserva-

tion for interference management, we make the following assumptions for interference coordina-

tion throughout the manuscript:

Assumption 2.10. si,j = 0 if cell i and node j are close and we choose a threshold gt = 100 dB.

This includes the removal of the self-interference, where both i and j are the same node. This

can be done by ignoring the additional resource partitioning or scheduling constraints to achieve

the interference coordination scheme.

In particular, this assumption indicates that self-interference can be avoided without resource

constraints. This can be realized by a full-duplex mode with interference cancellation or antenna

isolation, out-band relaying operation, or a half-duplex relay mode by ignoring the backhaul link

resource consumption.

2.5. Load Coupling Model

It follows from (2.8) that the bandwidth bi,j > 0 which is needed at cell i to satisfy the rate

requirement rj of node j is equal to

bi,j =
ri
ωi,j

, (2.17)

where the spectral efficiency is defined in (2.8). Then, we define the load induced by node j at

cell i to be

ρi,j =
bi,j
bi

=
rj

biωi,j
, (2.18)

where bi > 0 is the total bandwidth at cell i. Now, we define ρ ∈ R
M+K
+ , to be the vector of

loads at the cells:

ρ , [ ρ
(m)

ρ
(k) ] = [ρ1, . . . ρM , ρM+1, . . . , ρM+K ]T , (2.19)
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where the i-th entry of the load vector yields

ρi = ρ
(1)
i + ρ

(2)
i , i ∈ B

⋃

R

=
∑

j∈U

ρ
(1)
i,j xi,j +

∑

k∈R

ρ
(2)
i,kxi,k

=
∑

j∈U

r
(n)
j

biωi,j
xi,j +

∑

k∈R

r
(k)
k

biωi,k
xi,k (2.20)

=
∑

j∈U

r
(n)
j

biωi,j
xi,j

︸ ︷︷ ︸

direct/access links

+
∑

k∈R

∑

j∈U

r
(n)
j

biωi,k
xi,kxk,j

︸ ︷︷ ︸

relay links

.

Herein, ρ
(1)
i,j , ρ

(1)
i and ρ

(2)
i,j , ρ

(2)
i refer to the load corresponding to the UEs (direct/access links)

and RNs (relay links), respectively. Note that the definition “load” can be also interpreted

as activity level in [27], which is the fraction of necessary resources to satisfy the QoS of the

connected nodes. It also expresses the possibility that the cell utilizes a certain block of time-

frequency resource if no scheduling preference is specified. Using B =
(
ρi,j

)
∈ R

(M+K)×(N+K)
++

and W =
(

1
biωi,j

)
∈ R

(M+K)×(N+K)
++ , the load vector can be also expressed in a matrix form as

follows

ρ = (B ◦X) · 1 = (W ◦X) · r, (2.21)

where B , B(ρ,p,x) and W , W(ρ,p,x) depend in general on ρ, p and x. Thus, the total

load is determined by the function F = [F1, . . . , FM+K ] : RM+K+L → R
M+K given by

ρ = F(ρ,p,X), (2.22)

where F(ρ,p,X) = F(1)(ρ,p,x)+F(2)(ρ,p,x) with ρ
(1)
i = F

(1)
i (ρ,p,x) and ρ

(2)
i = F

(2)
i (ρ,p,x).

Here and hereafter, we define

x , vec(X) = (x̄1, . . . x̄L)
T , (2.23)

where

L = (M +K) · (N +K) (2.24)

and

xi,j = x̄(M+K)·(j−1)+i. (2.25)

Similarly, x(m,n), x(m,k), x(k,n) and x(k,k) refer to vectorization of the corresponding block matrix.

Furthermore, we use interchangeably x andX as the input argument of functions, such that, e.g.,

F(x) is equivalent to F(X). In the following, we distinguish two interference models, namely,

the static interference model and the dynamic interference model.
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2.5.1. Static Interference Model

If there exists no direct dependency between the current load of the cells ρ and the current

spectral efficiency ωi,j of link (i, j), the load is then determined only by the assignment matrix

and the power vector. In such cases, we use a decoupled load model and write

ρ = F(ρ′,p,x) = F(p,x), (2.26)

where ρ
′ is a constant load vector that is not related to ρ. Particularly, under the worst-

case interference model we have ρ
′ = 1. As previously mentioned, the worst-case interference

model is adopted in several studies [17, 29, 35–37], resulting in a conservative estimation of the

interference situation but fulfilling the minimum user QoS. The assumption is important if a

small outage is required and low latency is targeted.

2.5.2. Dynamic Interference Model

Adopted in [18, 27, 31–33, 38–40], the dynamic interference model captures the statistical de-

pendency between the interference and the current load of the network. The model is proven to

be very accurate for LTE downlink in [41], since in a real system, a cell is not fully utilizing the

resources in the power, time and frequency domain, therefore less interference is experienced by

the users. In this case, we can have the load coupling model as in (2.22).

2.5.3. Load Constraints

In a real system, a load larger than 1 (overload) means that more resources are needed than the

available amount at a cell to satisfy the minimum QoS of the attached nodes. Therefore, the

real load in a practical system is given by

ρ̄ = min(ρ,1) = min(F(ρ,p,x),1) (2.27)

where the “min” operation is taken component-wise. If overload happens, user satisfaction

cannot be fully guaranteed. Therefore, in order to avoid such situations, the following condition

should be satisfied:

ρ = F(ρ,p,x) < 1. (2.28)



2.5. Load Coupling Model 25

Along with (2.7), (2.28) expresses the fundamental QoS constraints for performing network

optimization.
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Chapter 3.

Problem Definition and Literature Review

Based on the model and the constraints discussed in Chapter 2, a generic optimization framework

for nomadic relaying networks is proposed at the beginning of this chapter. Subsequently, the

objective function of the optimization framework is formulated as the sum of the total network

energy consumption. To this end, the energy efficiency fundamentals are examined and the

energy consumption models from the related works are adopted. Finally, the energy-saving

optimization problem is devided into the two sub-problems, and the corresponding state-of-the-

art solutions are discussed.

3.1. A Generic Optimization Framework

In Chapter 2, the nomadic relaying network is modeled as a network controlled by the cell

transmission power vector p and the assignment matrix x. Proper values of p and x should

be chosen, so that no overload occurs in any cell. This is to say that (2.28) must be always

satisfied. On the other hand, the minimum rate requirements of all UEs should be supported

by the network as in (2.6) or (2.7), whereas the transmission power is upper-bounded by (2.11).

From these points, we can formulate a generic optimization problem in a nomadic relaying

network as follows:

min
x,p

U(ρ,x.p) (3.1a)

subject to XT · 1 ≥ 1, x ≥ 0 (3.1b)

0 ≤ p ≤ p̂ (3.1c)

ρ = ρ(x,p) ≤ 1. (3.1d)
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Herein, ρ(x,p) is the load induced by the assignments x and power vector p, whereas U(ρ,x.p)

is a cost function that captures the coverage, capacity, load balancing, energy saving or other

network design objectives. For instance:

• if the total network rate throughput is considered, the objective is to maximize the sum

of the rates, which is equivalent to minimize U(ρ,x.p) = −rT · (XT · 1);

• if load balancing is the optimization objective, we can minimize the maximal load in the

network, in which case we have U(ρ,x.p) = |ρ|∞.

In this work, we focus on the energy saving problem. In the following, we review the energy

consumption models in order to formulate the objective function of minimizing total network

energy consumption.

3.2. Energy Saving Problem

Power consumption and carbon emissions are becoming an eminent problem for Information and

Communication Technology (ICT) systems, especially due to the radio access network of the

cellular systems [42–44]. In particular, the increasing electricity costs and the large amount of

energy consumption at the BSs significantly increase the Operational Expenditure (OPEX) of the

operators ($3000/$30000 per BS per year for on/off-grid BSs [42]). Adding the fact that a large

number of BS sites are required for covering the expanding metropolitan regions, a substantial

amount of energy is needed for delivering data and services through cellular systems. On the

other hand, parking vehicles do not have a power supply, meaning that high energy efficiency

becomes one of the main requirements in the radio system design at the RN side. Therefore,

the energy-saving problem is a key issue when designing optimization algorithms for nomadic

relaying networks.

3.2.1. Energy Efficiency: From Theory to Practice

In the field of ICT, the fundamental theory that connects energy and information is Shannon’s

theory of information [30]. From the link-level perspective, such as in (2.8), the amount of

information that can be transmitted reliably per channel use increases logarithmically with

respect to the transmission power, whereas it increases linearly with respect to the transmission
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bandwidth. Therefore, the theoretical optimal power allocation yields when the whole bandwidth

is fully utilized. This means that a higher transmission power implies a higher spectrum efficiency

but also a lower energy efficiency. From the network perspective, network deployments with

smaller cell radii significantly decrease the pathloss and hence reduce the demand on the total

cell transmission power. A large number of research papers have proven the energy efficiency in

terms of radio transmissions in small cell deployments [45–47]. The presumption of both link- and

network-level theories is, however, that no extra expenditures for hardware energy consumption

and deployment cost exist. Analyses of energy efficiency that take into account such practical

factors are given in [46, 48], where the authors highlight the importance of including the segment

of energy consumption that is not directly related to the transmission power that radiated from

the transmission antenna to the receiver antenna. The fundamental trade-offs between energy

efficiency and spectral efficiency have been well explained in [49] with hardware and deployment

considerations and in [50] with economic analyses, where the optimal energy efficiency is achieved

at a watershed by jointly considering hardware/site cost and transmission energy. Therefore, the

energy modeling must take into account the practical constraints on hardware and deployment

costs in the cellular systems.

3.2.2. Energy Metric: Static and Dynamic Energy

The common metric for energy efficiency is Energy Consumption Ratio (ECR) which is defined

as the ratio of the total energy consumption to the delivered bits of information. Since we

assume a fixed QoS model and consider the downlink scenario, the only metric in this work is

the total energy consumption of BSs and RNs in the network. The energy consumption models

of different types of BSs have been intensively studied in literature [51–53]. Breakdown analyses

have been carried out for different types of cells, establishing a model that contains both static

energy consumption (constant) and dynamic energy consumption (varying based on load and

power). The static energy consumption is due to the power supply, server operations, cooling

system, and so on, and it is almost constant at a cell site. The dynamic part, on the other

hand, comes from hardware components such as Digital Signal Processing (DSP) and Power

Amplifier (PA) which depend on the transmission power and load of the system and can be

significant in a heavily loaded cell with a large transmission power. Due to the low efficiency

of PA at low load situations, conventional BSs consume almost the fixed amount of dynamic

energy independent of load. Innovations and optimizations on hardware and software enable

a scalable energy consumption that fits to the traffic load of the network to achieve dynamic

energy savings [54]. Summarizing all the models given in those works, we establish a generic
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formulation of the energy consumption of a given cell as

Ucell(p, ρ) = c · ||p · ρ||0
︸ ︷︷ ︸

static energy

+ d · ||p · ρ||1
︸ ︷︷ ︸

dynamic energy

.
(3.2)

Herein, l0-norm and l1-norm represent, respectively, the static and the dynamic energy con-

sumption, whereby ρ and p are the current load and transmission power of the cell, respectively.

Note that c depends on the type of the cell, and in particular, on the transmission power of

the cell. Furthermore, ||p · ρ||1 is the total output power of the cell, while d||p · ρ||1 is the total

input power of the cell. Therefore, d > 1 can be understood as the inverse of the dynamic power

efficiency of the cell. This model fits the different models in the literature (e.g., [54, Fig. 9] and

[43, Fig. 1]), and suitable parameters of c and d need to be selected to reflect different types

of cells. Based on this general energy model, we can formulate the objective function of our

optimization framework as

Uρ(ρ,x,p) :=
∑

i∈B
⋃

R
ci||piρi||0 + di||piρi||1, (3.3)

where the vector c = (c1, . . . , cM+K) ∈ R
(M+K)×1
+ and d = (d1, . . . , dM+K) ∈ R

(M+K)×1
+ are

coefficients for the static and the dynamic energy consumption of active cells, respectively.

3.2.3. Energy Saving: Mechanisms and Algorithms

The energy-saving opportunities at different layers of the cellular networks are extensively inves-

tigated and overviewed in several survey papers [42–44, 54–57]. The papers review the energy

saving techniques from different perspectives, where the main opportunities for energy savings

lie in hardware enhancements, deployment strategies, transmission and RRM schemes, etc. In

[42], advanced radio energy-saving transmission and RRM techniques are reviewed at both the

cell level and the network level. Authors in [43] emphasize the importance of energy-efficient

hardware components with extensive reviews on energy-saving hardware techniques. In [44] and

[55], load-dependent RRM, small cell deployment and MIMO-OFDM optimizations are seen as

the key directions for realizing an energy-efficient network. With the focus on the small cell de-

ployment, [54] discusses the potential techniques to adapt the energy consumption to the daily

varying load pattern, whereas the sleep mode mechanisms of small cell are investigated in [56], to

further increase the energy efficiency of small cell deployment. In [57], RRM schemes to achieve

high energy efficiency are reviewed, including power allocation, interference management and

routing strategies, showing another direction for future green radio systems.
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We summarize the energy-saving techniques from mathematical perspective, according to the

model in (3.2) and (3.3). Firstly, in order to reduce static energy consumption, either energy-

efficient hardware components need to be installed or operational switching-off mechanisms

should be performed. Hardware efficiency, especially the power amplifier, impacts significantly

on the total energy consumption in a cell. Therefore, suggestions for improvement that should

be paid great attention, are, e.g., upgrading PA material to Aluminum Gallium nitride (in [44]

and the references therein), locating PA near the antenna ([57]) and reducing the crest factor

for higher PA linearity ([43]). Addressing the varying QoS profiles with respect to the time

or space domains [51–53], operational switching-off of components, including site shutdown,

sleeping mode and discontinuous transmission (DTX) mechanisms, directly reduces the static

energy consumption. While site shut-down completely closes the cell and implies a zero energy

consumption, sleep mode is the shutdown of some energy-consuming components in the cell,

providing the ability of being active again quickly to cater to the fast load fluctuation. DTX can

be understood as the short-term and partial sleep of a cell, and it enables a higher granularity for

saving the static energy consumption. The key motivation behind the switching-off mechanisms

is the redundancy of cells and radio resources, especially in a dense heterogeneous deployment

where small cell coverage is overlapping with the macro coverage. The framework for switching-

off components is the Dynamic Power Management (DPM) [58], in which different components

are observed and can be turned-off on demand. While a DPM framework is required to passively

monitor the change in the network for opportunistic or statistical switching-off, user assignments

and load balancing algorithms, which are presented in Subsections 3.3 and 3.4, are the key

enablers for proactively switching-off nodes in order to reduce the consumption of static energy.

It is worth noting that hardware upgrades also significantly increase the dynamic energy effi-

ciency (impact on d). On the other hand, the total output power, which equals p · ρ, can be

reduced through efficient RRM schemes. As mentioned in the trade-off study [49], an efficient

power and bandwidth allocation optimizes the power consumption for radio transmission. Fur-

thermore, Shannon’s equation also tells us that noise, interference and path loss are the only

facts due to which the radiated energy is not fully or efficiently delivered to the receiver as infor-

mation. Therefore, it is intuitive that the small cell deployment requires short path transmission

and hence lowers the pathloss in the air so as to improve the dynamic energy efficiency. However,

for a dense small cell deployment, although sleep mode could compensate the extra static en-

ergy consumption, the associated site cost cannot be eliminated. Besides small cell deployment,

transmission schemes that exploit time and space diversity also reduce the energy loss in the

air and hence increase the energy efficiency. Cooperative communications (MIMO, Coordinated

Multipoint Transmission and Reception (CoMP), network coding, etc.), which compensate the
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Figure 3.1.: Energy saving mechanisms.

energy loss, can significantly increase the spectrum efficiency without increasing the transmission

power, also resulting in a lower dynamic energy consumption.

A graphical depiction of the energy-saving mechanisms is given in Fig 3.1, where the focus of

this work is marked in a dark color. Considering our optimization framework, we divide our

problem into two decoupled sub-problems and classify the algorithms into the two categories:

• optimization over the assignment variables x, which addresses the problem of the activation

and deactivation of nomadic nodes based on energy-saving demands;

• optimization of transmission powers p, which aims at the optimal dynamic energy and the

transient load balancing during the activation procedure of nomadic nodes.

3.3. Nomadic Nodes Activation Problem

Due to the large number of RNs in the network, one of the major tasks in the nomadic network

is to select a subset of the RNs for a given network optimization objective. The admission of ad-

ditional network nodes brings data-access possibilities, as well as sources of interference. Hence,

activation and deactivation of network elements should be carefully considered in a demand-

driven fashion. The node activation problem can be reformulated as a two-step assignment

problem, i.e., Relay Selection (RS) and User Association (UA). Whereas RS refers to the se-

lection and subsequent assignment of RNs to BSs, UA is the assignment of UEs either to RNs
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(two-hop relaying) or to BSs (direct communications). Further, a rate assignment interpretation

yields if, instead of assigning a node to a cell, the rate of a node is split and a portion of the

rate is assigned to a cell. We adapt in this work the latter case according to Assumption 2.6.

3.3.1. Problem Formulation

In a cell activation problem, we assume a fixed transmission power of all nodes, i.e., p = p̃. This

yields a special instance of the objective function in (3.3):

minX Uρ(ρ)|p=p̃ =
∑M+K

i=1
ci||p̃iρi||0 + di||p̃iρi||1 (3.4a)

subject to XT · 1 ≥ 1, (3.4b)

ρ ≤ 1, (3.4c)

x ≥ 0. (3.4d)

The problem is in general discontinuous, due to the l0-norm. Note that the problem can be

seen as a general load-balancing problem over the assignments. Furthermore, the load function

in (2.26) is proven to be non-convex with respect to the assignment x in [17], which requires

further relaxations. In Chapter 4 and Chapter 5, we elaborate on the fundamental properties

of the optimization problem and present solutions by relaxation and reformulation techniques.

In the following, we give an overview on the related works on assignment optimizations for

load-balancing and energy-saving purposes.

3.3.2. State of the Art

IThe optimization of UA in a single-hop network has been intensively studied in the context

of network planning [27, 29, 35–40, 59–65]. Based on the static interference model, the UA

problem is investigated for load balancing or energy-saving purposes in [17, 29, 35–37, 59, 60].

In [59], off-line optimization and on-line handover algorithms are proposed for load balancing,

where a proportional fair utility is targeted. The paper jointly optimizes fractional reuse and

user association such that both load balancing and interference avoidance gains can be achieved.

Later in [60], the authors study the user association policies in heterogeneous networks, propos-

ing practical schemes such as range expansion, resource negotiation and dynamic interference

management. The optimal user assignment scheme in [36] is proposed in order to optimize a



3.3. Nomadic Nodes Activation Problem 34

generic α-utility function in a distributed manner, through which the performance on delay,

throughput and max-load can be optimized.

The above-mentioned optimization objectives are all convex functions of load. However, the

energy consumption is even not continuous, meaning that convex optimization methods cannot

be directly applied. The energy-saving problem is addressed in [37] by a two-step algorithm,

where a greedy algorithm is applied to find a BS operation mode and a Linear Program (LP)

based UA optimization is used to further reduce the dynamic energy. More proactive algorithms

for energy saving that switch off BS are given in [29] for single-Radio Access Technology (RAT)

and in [35] for multi-RAT networks, where the l0-norm is approximated by a concave function

that can be minimized by a Majorization Minimization (MM)-algorithm. The UA optimization

is further discussed in [27, 38–40, 61–65] under a dynamic interference model that has been

explained in Chapter 2. In [61], a coupled queue model is applied in order to find the optimal

load allocation between two BSs. In [27, 62], a flow-level traffic model is introduced and a UA

algorithm is given jointly with antenna tilts optimization for load balancing in the framework

of SON, where the load coupling is iteratively decoupled as the static interference model. In

[39, 40, 63], the authors fundamentally analyze the load coupling function and propose practical

algorithms for network planning in both legacy and heterogeneous networks. The dynamic model

is also adopted in [64] for utility maximization in the presence of complementary networks for

off-loading. The load estimation problem under the dynamic interference model is discussed in

[38], where an energy-saving algorithm is given based on [29, 35] (considering both static and

dynamic energy consumptions). Moreover, the energy-saving optimization is modeled as a load-

minimization problem under the dynamic interference model in [65], where only the dynamic

energy consumption is considered.

In the context of multi-hop networks, the topic of RS has been theoretically elaborated in

[66], where the approach is based on link-level metrics rather than a network-wide performance

enhancement. Therein, two selection criteria (max-min and harmonic mean of the two hops)

are proposed. Relay-based network optimization algorithms are proposed for load balancing

and throughput optimization, as well as for energy savings, in [67–74]. In [67], a joint routing

and link-scheduling algorithm is proposed in order to maximize the overall throughput, where

no reuse among the links is considered. Algorithms for further exploiting the spatial reuse of

the radio resources among the access links and between relay and access links are proposed in

[68, 69], whereas the resource split between relay links and access links are further optimized

jointly with link-schedule algorithm in [72], achieving significant throughput improvements. In

[73], a distributed relay reassociation scheme is proposed, and simulation shows a reducing call
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block rate. The relay-aided energy-saving problem is addressed in [70, 71], where the RNs are

used to redirect data in order to enable more BSs to enter sleep mode. In [74], a generalized

assignment problem is formulated and a tabu search approach is given in order to find the

optimal BSs modes for static energy savings. In all these works, fixed relay deployment and

fixed user assignment policy are considered. Further, only static interference model is used to

model the spectral efficiency. In our works [17–19] and in this thesis, we focus on the joint

RS-UA problem for energy savings in a multi-cell nomadic relaying network with both on-line

and off-line algorithms.

3.4. Power Control Problem

After finding the optimal assignments, some nomadic nodes need to be activated by performing

power ramping in order to serve the UEs according to the optimal assignments. In this situation,

further optimization based on the transmission power can be done to reduce dynamic energy

consumption. Another problem occurs when a nomadic node is entering the network, since

the additional interference may significantly deteriorate the SE of the UEs in the vicinity. More

resources are then needed to satisfy the affected UEs, and this may lead to an overloaded serving

cell. Therefore, suitable power-control mechanisms need to be employed to keep the cells from

being overloaded during the transient phases.

3.4.1. Problem Formulation

Fixing the assignments and assuming the same di for every cell, the energy-saving problem

reduces to an l1-norm minimization problem given by

minp pT · ρ (3.5a)

subject to 0 ≤ p ≤ p̂ (3.5b)

ρ ≤ 1 (3.5c)

The difficulty in solving the problem above lies in the complexity of the coupling between power

vector p and the load vector ρ. Another challenge is to develop a distributed iterative power

control algorithm, under which the transient performance can be guaranteed.
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Denoting (t) to be the index of an iteration step, the iterative algorithm can be described as

p(t + 1) = T(p(t),ρ(t)) (3.6a)

0 ≤ p(t + 1) ≤ p̂, (3.6b)

ρ(t + 1) ≤ 1, if ρ(t) ≤ 1, (3.6c)

where T : R
M+K
+ → R

M+K
+ is a map that determines the update algorithm for iteratively

adjusting the transmission powers. The algorithm should converge to the optimal power vector

p∗, i.e., p(t + 1)|t→∞ = p∗, such that p∗ solves Problem 3.5. In the next subsection, we review

the previous works in this area.

3.4.2. State of the Art

Power control is one of the fundamental mechanisms for resource allocation in wireless commu-

nication systems. Early works on power control have focused on centralized power allocation for

balancing Signal to Interference Ratio (SIR), such that the minimum SIR of all links is max-

imized [75]. For practical implementation issues, Distributed Power Control (DPC) has been

extensively studied in the context of single-carrier networks including the uplink channel and

the distributed wireless mesh networks [76–82]. Based on a noiseless power control scheme in

[76], the authors propose in [77] an iterative DPC algorithm that converges to an optimal power

vector where a linear interference plus noise model is considered. In both papers, the total trans-

mission power is minimized by performing the distributed power control algorithms. The idea is

further extended in [78] by adding Active Link Protection (ALP) such that the QoS for the users

do not drop below the requirements during the transient phase. The energy-robustness trade-off

of ALP/DPC is discussed in [79], where the authors propose an algorithm, denoted as the Ro-

bust Distributed Power Control (RDPC), to dynamically adjust the control parameter. It also

shows, from the optimization perspective that the algorithm optimizes a compromise between

the total power and some indicators for robustness. Furthermore, the ALP/DPC framework has

been extended in [80, 81] in the context of Standard Interference Functions (SIFs) and in [82]

in the framework of General Interference Functions (GIFs), which reflects the case of zero noise

interference. Incorporating the load coupling model, the authors in [83] prove that full load is

optimal considering the dynamic energy consumption and develop an algorithm that minimizes

the total transmission energy. In this work, we develop an Active Cell Protection (ACP) power

control algorithm to optimize the total dynamic energy for the nomadic network.
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Chapter 4.

Activation of Nomadic Nodes

Based on [17, 18], this chapter focuses on the optimization problem in (3.4) which is a user

assignment and relay selection problem. We first analyze the fundamental properties of the

load coupling function in (2.22) under both the static and the dynamic interference models.

Then, we propose different approximation, relaxation and reformulation techniques to enable

efficient centralized off-line algorithms. The proposed algorithms are intensively evaluated under

different network and relaying configurations.

4.1. Properties of the Energy Saving Optimization

The complexity of Problem (3.4) lies mainly in the dependency between the load vector ρ and the

assignment matrix x, in other word, in the convexity of the feasible region for the optimization

problem. Furthermore, the l0-norm implies a discontinuous relation between the objective value

Uρ and the load vector ρ, which is in turn induced by the optimization variable x according to

the load function. Therefore, we investigate the fundamental properties of the load function and

the objective function by verifying the convexity, continuity and further properties with respect

to the optimization variable x. Before starting discussing the properties, we list some definitions

to support our analysis.

Definition 4.1 (Monotonicity). A function f : Rn → R is called monotonically increasing if

∀x1,x2 ∈ R
n such that x1 ≥ x2, we have f(x1) ≥ f(x2).

Lemma 4.1. Let x ∈ R
n
+ for arbitrary n ≥ 1. The monotonicity property is fulfilled, if

f : Rn
+ → R++ is continuously differentiable over x ∈ R

n
++ with only non-negative gradients:

Jx
f (x) ≥ 0 for all x ∈ R

n
++.
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Proof. Let z, z′ ∈ R
n
++ be arbitrary and, without loss of generality, assume that z ≤ z′. Now

let z(i) = (0, . . . , 0, z′i − zi, 0, . . . , 0), 1 ≤ i ≤ n, be a vector with zeros everywhere except for

the i-th position which is equal to z′i − zi ≥ 0. Since Jx
f (x) ≥ 0 for all x ∈ R

n
++, we have

f(z) ≤ f(z+ z(1)) ≤ f(z+ z(1) + z(2)) ≤ . . . ≤ f(z+
∑

i=1,...,n z
(i)) = f(z′).

Definition 4.2 (Monotonicity). A vector-valued function F : Rn → R
m is called element-wise

monotonically increasing if ∀i ∈ 1, . . . ,m, Fi is monotonically increasing over x ∈ R
n
++.

Definition 4.3 (Scalability). A function f : Rn
+ → R is called scalable (or inverse scalable) if

f(αx) < αf(x) (or f(αx) > αf(x)) for all x ∈ R
n
+ and all α > 1.

Definition 4.4 (Scalability). A vector-valued function F : Rn → R
m is called element-wise

scalable (or inverse scalable) if ∀i ∈ 1, . . . ,m, Fi is scalable (or inverse scalable) over x ∈ R
n
++.

Definition 4.5 (SIF [38, 81]). A function f : Rn
+ → R++ is called an SIF, if it is scalable and

monotonically increasing.

Based on these definitions, we provide in the following some basic properties of the load function

defined in (2.22) or (2.26). For brevity, we omit the power vector p in the notation of the load

function since constant transmission powers are assumed at every cell in this chapter.

4.1.1. Load Function under the Static Interference Model

It is shown in [17] that the load constraint is not convex under the worst-case interference model,

and therefore certain relaxations are necessary for heuristically solving the problem. Here we

give more general conclusions for the load function and the corresponding constraints. First, we

reformulate the constraints in (3.4b) and (3.4c) into the standard form:

pT
i x ≥ 1, for i ∈ {1, . . . , N +K} (4.1a)

Fi(x) =
1

2
xTQix+ qT

i x ≤ 1, for i ∈ {1, . . . ,M +K}, (4.1b)

where the details of pi, Qi and qi, which are constant matrices in case of the static interference

model, are derived and given in (4.2), (4.9) and (4.10), respectively.

First, it is obvious from (A.4) in the Appendix that the vectorization of the left hand side of

(3.4b) can be written as XT1 = (1TX)T = (I⊗1T )x. Let eTi denote the i-th row of the identity

matrix of a proper size for matrix operations, then the i-th row of (I ⊗ 1T )x is eTi (I ⊗ 1T )x.
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Therefore, it can be concluded that

pi = eTi (I⊗ 1T ). (4.2)

According to (2.21), the load function can be formulated as:

F(x) = (B ◦X) · 1 = (W ◦X) · r = (W ◦X)
(
r(n)

r(k)

)

=









(W(m,n) ◦X(m,n))r(n)
︸ ︷︷ ︸

λ(m,n)

+ (W(m,k) ◦X(m,k))r(k)
︸ ︷︷ ︸

λ(m,k)

(W(k,n) ◦X(k,n))r(n)
︸ ︷︷ ︸

λ(k,n)









, (4.3)

where the three blocks λ(m,n), λ(k,n) and λ(m,k) can be further written with the help of (A.3)

and (A.5) - (A.8) in the Appendix as:

λ(m,n) (A.6)
==

(
[r(n)]T ⊗ IM

)
diag

(

W(m,n)
)

x(m,n), (4.4a)

λ(k,n) (A.6)
==

(
[r(n)]T ⊗ IK

)
diag

(

W(k,n)
)

x(k,n), (4.4b)

λ(m,k) (A.8)
==

(
W(m,k) ◦X(m,k) ◦ (1M ⊗ [r(k)]T )

)
1K

(A.5)
==

(
[1K ]T ⊗ IM

)
· diag

(

W(m,k)
)

︸ ︷︷ ︸

D1

·
(
vec(1M ⊗ [r(k)]T ) ◦ x(m,k)

)

== D1

(
vec(1M [r(n)]T [X(k,n)]T ) ◦ x(m,k)

)

(A.3)
== D1

(
( (IK ⊗ (1M [r(n)]T ) · vec([X(k,n)]T ) ) ◦ x(m,k)

)

== D1

(
(IK ⊗ (1M [r(n)]T )ΠT

0
︸ ︷︷ ︸

D2

·x(k,n)) ◦ x(m,k)
)
. (4.4c)

In (4.4c), Π0 is a permutation matrix of length of K×N such that [x(k,n)]TΠ0 = vec([X(k,n)]T )T .

Given this, the i-th row of λ(m,k) can be further written according to (A.9) as:

eTi · λ(m,k) = eTi D1

(
(D2 · x

(k,n)) ◦ x(m,k)
)

=
(
(eTi D1) ◦ (D2 · x

(k,n)) ◦ x(m,k)
)
· 1 (4.5)

= [x(k,n)]TDT
2 diag

(
eTi D1

)
x(m,k).

Now, let Πa ∈ R
N×(M+K) and Πb ∈ R

K×(M+K) be permutation matrices such that

x =




Πa·

(
x(m,n)

x(k,n)

)

Πb·
(
x(m,k)

0

)



 . (4.6)
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Considering this, we can rewrite the i-th row of λ(m,k) as

eTi · λ(m,k) =
1

2
· xT ·




0 Ti

TT
i 0,



 · x (4.7)

with

Ti = Πa




0 0

DT
2 diag

(
eTi D1

)
0



ΠT
b . (4.8)

Thus, by comparing (4.4a), (4.4b) and (4.4c) with (4.1b), we finally obtain

Qi =












0 Ti

TT
i 0




 , for i ∈ B,

0, for i ∈ R.

(4.9)

and

qi =







eTi · ([r(n)]T ⊗ IM )diag
(

W(m,n)
)

, for i ∈ B,

eTi · ([r(n)]T ⊗ IK)diag
(

W(k,n)
)

, for i ∈ R.
(4.10)

Lemma 4.2. For the static interference model, the load function ρ = F(x) defined in (2.26) is

element-wise monotonically increasing in x.

Proof. Considering (4.1b), it is obvious that the matrices Qi and qi only have non-negative

elements, since all the component blocks are non-negative. Then, Jx
Fi
(x) = Qix + qi ≥ 0,

∀x ≥ 0. Therefore, Lemma 4.1 is fulfilled which completes the proof.

Lemma 4.3. For the static interference model, the load function ρ = F(x) as in (2.26) is

element-wise inverse scalable for x > 0.

Proof. It suffices to prove that i-th component of ρ = F(x) is inverse scalable. Let α > 1 be

arbitrary. By inserting αx into the i-th component of the standard form, we have

Fi(αx) = α2xTQix+ αqix

= α(α− 1)xTQix+ α(xTQix+ qix)

= α(α− 1)xTQix+ αFi(x).

Due to the existence of RNs and backhaul links, the trivial case whenQi is an all-zero matrix can

be excluded. Therefore, α(α−1)xTQix > 0 for x > 0, from which we have Fi(αx) > αFi(x).
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Lemma 4.3 states that the load increases faster than the assignment x. This is because that

the cross product increases quadratically with respect to the assignment x. Furthermore, the

inverse scalability condition in Definition 4.3 cannot be satisfied, and therefore, Fi is in general

not an SIF in x.

Proposition 4.1. For the static interference model, the load function ρi = Fi(x) defined in

(2.26) is in general neither convex nor concave.

Proof. Let v1 = 1L and v2 = [ 1N×(M+K)

−1K×(M+K) ]. Assume that the trivial case when Qi is an all

zero matrix is, due to the RNs and backhaul links, not possible. Then, we have vT
1 Qiv1 =

∑

i

∑

j Ti > 0 and vT
2 Qiv2 = −

∑

i

∑

j Ti < 0. Hence, Qi is in general neither positive nor

negative definite which completes the proof by following [84].

Proposition 4.1 is derived based on the relation between convexity and definiteness of quadratic

forms, details of which can be found in Appendix B.1. In Proposition 4.1, the load constraints

render a non-convex set due to the cross term, for which relaxation techniques are required to

efficiently find heuristic solutions. Note that there are two special cases that lead to linear load

functions and linear constraints.

Assumption 4.1. If we assume that the relay backhaul link is not able to forward data (Ti →

∞). Hence, x(m,k) and x(k,n) are forced to be zero and no RN operation is possible. In this case,

the network is equivalent to a macro-only network;

Assumption 4.2. If we assume perfect backhaul links (Ti → 0), the quadratic part of (4.1b)

disappears and it implies a femto-cell network with, e.g., fixed backhaul links.

4.1.2. Load Function under the Dynamic Interference Model

The dependency between ρ and x becomes more complicated under the dynamic interference

model. In this case, no explicit relation between the load vector and the assignment matrix can

be formulated.

Proposition 4.2. Let x ∈ R
(M+K)×(N+K)
+ . The load function ρi = Fi(ρ,x), i ∈ B

⋃
R defined

by (2.26) is an SIF with respect to ρ ∈ R
M+K.

Proof. This proposition is proved in [38] by claiming that the load function is positive and

concave in ρ ∈ R
M+K
+ for given assignments. We present here a proof that utilizes the definition
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of SIF. First, consider the spectral efficiency. For all α > 1, we have

ωi,j(αρ) = log(1 +
pigi,j

α
∑

d∈B
⋃

R,d6=i

pdgd,jsd,jρd + σj
)

> log(1 +
pigi,j

α(
∑

d∈B
⋃

R,d6=i

pdgd,jsd,jρd + σj)
) (4.11)

>
1

α
log(1 +

pigi,j
∑

d∈B
⋃

R,d6=i

pdgd,jsd,jρd + σj
) =

1

α
ωi,j(ρ).

Herein, the first inequality is directly obtained by amplifying the denominator in the expression

of SINR. For the second inequality, let f(x) = (1+x)β − (1+βx) for β < 1 and x > 0 and note

that f
′
(x) = β(1 + x)β−1 − β < 0. Therefore, f(x) = (1 + x)β − (1 + βx) < f(0) = 0 for β < 1

and x > 0, i.e., log(1 + βx) > βlog(1 + x). Let α = 1
β > 1, we have log(1 + 1

αx) >
1
α log(1 + x),

which directly leads to the second inequality.

In order to show the scalability of the load function we need to show that Fi(αρ) < αFi(ρ)

holds for all α > 1 and i ∈ B
⋃

R. Without loss of generality, we can prove the inequality holds

for an arbitrary i-th component of the load function. To this end, we use (4.11) to conclude

that:

Fi(αρ) =
∑

j∈U
⋃

R

rjxi,j
biωi,j(αρ)

<
∑

j∈U
⋃

R

rjxi,j
1
αbiωi,j(ρ)

= αFi(ρ).

To show monotonicity, we can calculate the Jacobian to obtain:

J
ρ
ĩ

Fi
(ρ,x) =







∑

j∈U
⋃

R

rjxi,j

biωi,j(ρ)

p
ĩ
g
ĩ,j

/pigi,j

ln(1+τi,j)(τ
−2
i,j +τ−1

i,j )
i 6= ĩ,

0 i = ĩ.

(4.12)

It is obvious that J
ρ
ĩ

Fi
(ρ,x) ≥ 0 for all i, ĩ ∈ B

⋃
R so that J

ρ

F has only non-negative elements.

Hence, we can conclude monotonicity from Lemma 4.1 which completes the proof.

Proposition 4.3. Let X := {x ∈ [0, 1]L|∃ρ>0ρ ≥ F(ρ,x)} and assume that X 6= ∅. Then, there

exists a continuous function G : X 7→ R
M+K relating ρ to x:

ρ = G(x), for x ∈ X . (4.13)

Proof. Let x ∈ X 6= ∅ be arbitrary. Then, by [81], we know that there exists ρ(x) > 0 such

that

ρ(x) = F(ρ(x),x), for x ∈ X . (4.14)
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Moreover, ρ(x) > 0 is the unique fixed-point of F(·,x). Now let

G(x) = ρ(x) = F(ρ(x),x) (4.15)

and note that G maps elements of X into R
M+K
+ . Moreover, due to the uniqueness of the fixed

point, we can conclude that, for any ρ(x(1)) > 0 and ρ(x(2)) > 0, ρ(x(1)) 6= ρ(x(2)) implies

x(1) 6= x(2). Therefore, G : X 7→ R
M+K is a function. It is continuous because ρ(x) and F(·,x)

are both continuous, and the concatenation of continuous functions is continuous.

Moreover, G(x) > 0 is the unique fixed-point of F(·,x) and can be found (if exists) iteratively

by the following fixed-point algorithm:

ρ(n+ 1) = F(ρ(n),x), for x ∈ X . (4.16)

In other words, if X 6= ∅, the algorithm converges to the unique fixed-point G(x) defined in

(4.14).

Proposition 4.4. G(x) is continuously differentiable on X := {x ∈ [0, 1]L|∃ρ>0ρ ≥ F(ρ,x)}.

Proof. By (4.15), it is sufficient to show that the function ρ(x),x ∈ X , is continuously dif-

ferentiable. To this end, define F̃ : RM+K × X → R
M+K to be F̃(ρ,x) := ρ − F(ρ,x) and

consider F̃(ρ,x) = 0, which is an implicit function between ρ and x since ρ = ρ(x) depends on

x ∈ [0, 1]L. Therefore, by the implicit function theorem in Appendix C.1, it suffices to show that

for all (ρ,x) ∈ R
M+K × X : (i) F̃ is differentiable, and (ii) the Jacobian Jρ

F̃
(ρ,x) with respect

to ρ is invertible.

By examining Jacobian of F with respect to ρ given by (4.17) and with respect to x given by

(4.21), we can conclude that partial derivatives of F̃ exist and are continuous. Therefore, F̃ is

differentiable according to [85] which shows (i) is satisfied.

In order to prove (ii), we first show in the following that the Jacobian Jρ

F̃
(ρ,x) is a Generalized

Diagonally Dominant Matrix (GDM) on R
M+K×X . By the definition of F̃, we have the Jacobian

matrix Jρ

F̃
= I− Jρ

F with J
ρ
ĩ

F̃i
(the entry at row i and column ĩ) given by

J
ρ
ĩ

F̃i
=







−
∑

j∈U
⋃

R

r
(n)
j xi,j

biωi,j(ρ))

p
ĩ
g
ĩ,j

/pigi,j

ln(1+τi,j)(τ
−2
i,j +τ−1

i,j )
i 6= ĩ,

1 i = ĩ.

(4.17)

Note that both i and ĩ are indices for transmitters (BS or RN) and j is the index for a receiver
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(UE or RN). For any ρ > 0,

Jρ

F̃i
· ρ =

∑

ĩ∈B
⋃

R

ρĩJ
ρ
ĩ

Fi
= ρi −

∑

ĩ 6=i

ρĩJ
ρ
ĩ

Fi
, (4.18)

where Jρ

F̃i
is the i-th row of Jρ

F̃
and

∑

ĩ 6=i

ρĩJ
ρ
ĩ

Fi
=

∑

j∈U
⋃

R

rjxi,j
biωi,j(ρ)

(
∑

ĩ 6=i ρĩpĩgĩ,j)/pigi,j

ln(1 + τi,j)(τ
−2
i,j + τ−1

i,j )
.

Now let f(x) = (1 + x)ln(1 + x) − x for x > 0, and note that f ′(x) = ln(1 + x) > 0. Hence,

f(x) > f(0) = 0, implying that (1 + x)ln(1 + x)/x > 1 for all x > 0. Thus,

ln(1 + τi,j)(τ
−2
i,j + τ−1

i,j )

= τi,j
−1ln(1 + τi,j)(1 + τi,j)/τi,j > τi,j

−1forallτi,j.

Furthermore, it can be easily verified that

(
∑

ĩ 6=i
ρĩpigĩ,j)/pigi,j < (

∑

ĩ 6=i
ρĩpĩgĩ,j + σj)/pigi,j = τi,j

−1.

All these bounds together with (4.18) yield

Jρ

F̃i
· ρ > ρi −

∑

j∈U
⋃

R

rjxi,j
biωi,j(ρ))

= 0. (4.19)

According to (4.17), all the diagonal elements of Jρ

F̃
are equal to one, while the off-diagonals

are all negative. Therefore, we can conclude from Definition C.1 in Appendix C.2 that Jρ

F̃
is an

invertible GDM. This proves (ii) and completes the proof.

Moreover, the Jacobian of G yields according to implicit function theorem

Jx
G(x) = −Jρ

F̃
(ρ,x)−1Jx

F̃
(ρ,x), (4.20)

where Jρ

F̃
(ρ,x) ∈ R

(M+K)×(M+K) can be found in (4.12) and Jx

F̃
(ρ,x) ∈ R

(M+K)×(L is the
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Jacobian with respect to x given by

Jxh

F̃i
=







−
r
(n)
j

biωi,j(ρ)
for i = ĩ, j ∈ U ,

−
r
(k)
k

biωi,j(ρ)
for i = ĩ, j ∈ R,

−
r
(n)
j

biωi,̃i(ρ)
xi,̃i for i ∈ B, ĩ ∈ R, j ∈ U ,

0 otherwise

. (4.21)

Herein, h = ĩ + (j − 1)(M +K) indicates the assignment between node ĩ and j. Note that we

also call ρ = G(x) the explicit load function.

Proposition 4.5. The explicit load function ρ = G(x) is element-wisemonotonically increasing.

Proof. According to Lemma 4.1, it suffices to prove that the Jacobian of G(x) is non-negative

for all x ≥ 0, i.e., Jx
G(x) ≥ 0 element-wise. First, we know that Jρ

F̃
(ρ,x) is a GDM and the

inverse of a GDM has only non-negative elements [86]. Furthermore, by examining (4.21), it can

be easily concluded that Jx

F̃
(ρ,x) is a non-positive matrix. Therefore, Jx

G(x) ≥ 0 element-wise

and G(x) is element-wise monotonically increasing under the dynamic interference model.

Proposition 4.6. The explicit load function ρ = G(x) is element-wise inverse scalable.

Proof. Let α > 1 be arbitrary. For all x ∈ R
L
+, we have

G(αx) = F(G(αx), αx) > αF(G(αx),x) > αF(G(x),x) = αG(x).

Herein, the first inequality holds due to the scalability of the load function in the static inter-

ference model as in (4.3), whereas the second inequality holds due to the monotonicity of the

static load function as in (4.2) and Proposition 4.5.

This Proposition 4.6 shows that load scales faster than the increase rate of x. On one hand, this

is due to the fact that the cross term results in quadratic dependency between x and ρ. On the

other hand, due to the load coupling, the entries in the load vector increase mutually each other

as one entry increases. Positive convex functions may have the property of inverse scalability,

however, same as for F(x), the convexity cannot be concluded for G(x).
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4.1.3. Objective Function and Optimization Simplification

From Proposition 4.2 and Proposition 4.5, we know that the load function is monotonically

increasing under both the static and the dynamic interference models. We denote ρ(x) to be the

load vector induced by the assignment x, such that ρ(x) = F(x) for the static and ρ(x) = G(x)

for the dynamic interference model. Based on this, we can derive further properties of the

objective function and simplify the optimization problem.

Proposition 4.7. The objective function Uρ(ρ) (or Uρ(ρ(x))) in (3.4a) is element-wise mono-

tonically increasing with respect to ρ ∈ R
(M+K)
+ (or x ∈ R

L
+).

Proof. It is obvious that both l0-norm and l1-norm aremonotonically increasing (non-decreasing).

Therefore, Uρ(ρ), which is the linear combination of l0-norms and l1-norms, is also monotoni-

cally increasing. Due to the monotonicity of load function, we have ρ(x1) ≥ ρ(x2) for x1 ≥ x2.

Hence, Uρ(ρ(x1))−Uρ(ρ(x2)) ≥ 0 for x1 ≥ x2, which completes the proof.

Proposition 4.8. If the energy saving problem in (3.4) is feasible, it has at least one global

minimum on the boundary of the inequality constraints XT · 1 ≥ 1, i.e. ∃Y as minimizer, such

that YT · 1 = 1

Proof. Without loss of generality, let X minimize the objective function with the inequality

XT · 1 = a ≥ 1. Let Y denote the column-wise normalization of X over a ≥ 1 such that

yi,j = xi,j/aj . Then, YT · 1 = 1 and Z = X − Y ≥ 0. Due to the monotonicity of the load

function, i.e., due to Proposition 4.2 and Proposition 4.5, we can show that the load vector

ρ(Y) ≤ ρ(Y + Z) = ρ(X) ≤ 1 is feasible. Furthermore, we know Uρ(ρ(Y)) ≤ Uρ(ρ(X)) due

to Proposition 4.7. Since X is a minimizer of the problem, Uρ(ρ(Y)) ≥ Uρ(ρ(X)). Therefore,

Uρ(ρ(Y)) = Uρ((ρX)) and Y is also a minimizer.

By replacing the inequality constraint with an equality constraint as in Problem (4.22), we can

reformulate an optimization problem that achieves the same optimal value as the original one.
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This will reduce the complexity for solving Problem (3.4).

minx Uρ(ρ) = Uρ(ρ(x)) (4.22a)

s.t. XT · 1 = 1 (4.22b)

ρ(x) ≤ 1 (4.22c)

x ≥ 0 . (4.22d)

In general, this problem is still difficult to solve due to the non-continuous objective function

and the non-convex constraints. In Section 4.2, we present relaxation techniques and centralized

optimization algorithms to solve the problem in an efficient way.

4.2. Relaxation, Reformulation and Algorithms

4.2.1. Load Function under the Static Interference Model

The first relaxation approach is to define a convex subset of the non-convex constraint by

reducing the dimension of the optimization variables.

Lemma 4.4. Assuming the static interference model, the load function F(x) defined in (2.26)

becomes linear by fixing either the relay link assignment x(m,k) or the access link assignment

x(k,n).

Proof. The proof can be done by investigating (4.5) and reformulating the load function as:

Fi(x) =







(x(k,n))TDT
2 diag

(
eTi D1

)
x(m,k) + qT

i x, i ∈ B,

qT
i x, i ∈ R,

where both D1 and D2 can be found in (4.4). Then, a linear function of Fi yields by fixing

either x(m,k) or x(k,n).

This results in the algorithm which is called Iterative Backhaul Updating (IBU) in [17]. Basically,

IBU transfers the load function into a linear function by alternatingly fixing x(m,k) and x(k,n).

Fig. 4.1 (a) shows how IBU works with the help of a simple example: Consider the constraint

f(x1, x2) ≤ 0.4 which is illustrated as the non-convex feasibility region in Fig. 4.1. Beginning at

point (x
(l)
1 , x

(l)
2 ) and fixing x1 = x

(l)
1 , the first step of an optimization iteration has the vertical
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(a) IBU (b) SRR

Figure 4.1.: Illustration of the relaxation techniques.

line as its feasible region and ends up with, e.g., (x
(l)
1 , x

(l+1)
2 ) as the optimum. Then, the second

step optimizes the problem over the horizontal line determined by point (x
(l)
1 , x

(l+1)
2 ). These

iterations continue with the next vertical and afterwards the next horizontal line as the set

for optimization. The optimal point from the last iteration is always contained in the set for

optimization of the next iteration. This ensures convergence in the objective since the sequence

of optimal values is non-increasing by including the optimal point from the last iteration.

Another relaxation techniques in [17] that turns the non-convex constraint set into a convex

set is based on Semi-Definite Programming (SDP) relaxation and Reformulation-Linearization

Technique (RLT). The basic concept for SDP and RLT, explained in detail in Appendix B.2

and Appendix B.3, is to introduce a non-convex constraint X̄ − xxT = 0 and to replace the

quadratic form of x with a linear term of X̄. In the case of the SDP relaxation, X̄ = xxT is

relaxed to X̄ − xxT � 0, or equivalently as in (4.23d), while linear relations are derived with

RLT by multiplying the boundaries of the original variables with the non-convex constraints.

Note that “�” means that the matrix is positive semi-definite. The relaxation combining both

techniques is called in this thesis the SDP and RLT Relaxation (SRR). After performing SRR,
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the original constraints are transformed into:

tr(P̃iX̃) = tr(
(−2 pT

i

pi 0L×L

)
X̃) = 0, for i ∈ {1, . . . , N +K}, (4.23a)

tr(Q̃iX̃) = tr(
(−2 qT

i

qi Qi

)
X̃) ≤ 0, for i ∈ {1, . . . ,M +K}, (4.23b)

0 ≤ x ≤ 1, (4.23c)

X̃ :=
(
1 xT

x X̄

)
� 0, (4.23d)

X̄ ≥ 0L×L, (4.23e)

X̄− 1xT − x1T ≥ −1L×L, (4.23f)

X̄− x1T ≤ 0L×L . (4.23g)

For the same example as for IBU, the SDP relaxation spans a convex ellipse, while a convex

polytope is generated by the RLT relaxation (4.23e)-(4.23g) as shown in Fig. 4.1 (b). The

intersection of the ellipse and the square then renders a convex set that approximates the

original non-convex set determined by the load function. Compared with IBU, this enables a

one-step optimization with apparently more area of the original feasible set being included for

optimization, however imposes strong computation complexity and hazards the violation of the

load constraints.

In fact, the load function involves only cross products as quadratic forms and is therefore a non-

convex bilinear form (See Appendix B.1). Optimization problems containing bilinear constraints

are in general Non-deterministic Polynomial-time (NP)-hard [87]. However, we show in the

following that an exact equivalent reformulation is possible which allows for a linear optimization

in another domain.

Lemma 4.5. Consider the optimization problem

minx f(x) (4.24a)

s.t. x ∈ X := {x | g(x) ≤ 0}, (4.24b)

and the substitution problem

minz f(T(z)) (4.25a)

s.t. z ∈ N := {x | g(T(z)) ≤ 0}. (4.25b)

with a surjective mapping T : N → X , i.e., ∀x ∈ X , ∃z ∈ N with x = T(z). If z∗ minimizes

Problem (4.25) then, x∗ = T(z∗) minimizes Problem (4.24).
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Proof. If z∗ minimizes Problem (4.25), then, f(x∗) = f(T(z∗)) ≤ f(T(z)), ∀z ∈ N . Since T

is surjective, ∀x ∈ X , ∃z ∈ N such that x = T(z) and f(x∗) ≤ f(T(z)) = f(x). Therefore, x∗

is the minimizer of Problem (4.24).

Proposition 4.9. Assume the static interference model and X(k,k) = 0(k,k). Define

X := {x | subject to (4.22b), (4.22c), (4.22d)} ∈ R
(M×N+M×K+K×N)×1
+ (4.26)

Let z =
(
u
v

)
with u ∈ R

(M×N)×1
+ and v ∈ R

(M×K×N)×1
+ . Then, consider the function T :

R
M×N+M×K×N
+ → R

M×N+M×K+K×N
+ :

x(m,n) = u (4.27a)

x(k,n) = VT · 1M (4.27b)

X(m,k) = V(r(n) ⊗ IK)diag
(

r(k) + ǫ
)−1

(4.27c)

where V ∈ R
M×(K×N) is given by v = vec(V) and ǫ > 0 is a sufficiently small value that ensures

the invertability of diag
(
r(k) + ǫ

)−1
.

By applying T to (4.26), we have N : {z | x = T(z),x ∈ X} whereas N is a convex set :

N : {z | Hz ≤ 1,Dz = 1} ∈ R
(M×N×K+M×N)×1
+ (4.28)

for some given matrices H ∈ R
(M+K)×(M×N+M×K×N)
+ and D ∈ R

M×(M×N+M×K×N)
+ . Further-

more, the mapping T : N → X is surjective.

Proof. First, we prove that the constraints (4.22b) − (4.22d) for x hold under the mapping

x = T(z), for z ∈ N .

i) (4.22d) obviously holds, since T maps N only into non-negative values according to (4.27).

ii) Regarding (4.22c) or (4.1b), we insert x = T(z) into the load function F(x) defined in (2.26)

and show in the following that F(x) = F(T(z)) = Hz. Using the matrix operation rules in
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Appendix A, we obtain:

x(k,n) (4.27b)
= VT1M (A.4)

= (IK×N ⊗ [1M ]T )v (4.29a)

x(m,k) (4.27c)
= V(r(n) ⊗ IK)diag

(

r(k) + ǫ
)−1

(A.5)
= vec(V(r(n) ⊗ IK)) ◦ vec(1M ⊗ [r(k)∗]

T ) (4.29b)

(A.2)
= ([r(n)]T ⊗ IM×K)v ◦ vec(1M ⊗ [r(k)∗]

T ).

where a matrix with subscript “ ∗ ”, e.g., A∗, denotes to the element-wise inverse of A+ ǫ, i.e.,

A∗i,j =
1

Ai,j+ǫ . Then we can further extend (4.4a)-(4.4c) as:

λ(m,n) (4.4a)
=

(
[r(n)]T ⊗ IM

)
diag

(

W(m,n)
)

x(m,n)

(4.27a)
=

(
[r(n)]T ⊗ IM

)
diag

(

W(m,n)
)

︸ ︷︷ ︸

A1

·u (4.30a)

λ(k,n) (4.4b)
=

(
[r(n)]T ⊗ IK

)
diag

(

W(k,n)
)

x(k,n)

(4.29a)
=

(
[r(n)]T ⊗ IK

)
diag

(

W(k,n)
)

(IK×N ⊗ [1M ]T )
︸ ︷︷ ︸

B2

·v (4.30b)

λ(m,k) (4.4c)
=

(
[1K ]T ⊗ IM

)
diag

(

W(m,k)
)(

vec(1M ⊗ [r(k)]T ) ◦ x(m,k))
)

(4.29b)
=

(
[1K ]T ⊗ IM

)
diag

(

W(m,k)
)

·
(
([r(n)]T ⊗ IM×K)v ◦ . . .

. . . vec(1M ⊗ [r(k)∗]
T ) ◦ vec(1M ⊗ [r(k)]T )

)

= ([1K ]T ⊗ IM )diag
(

W(m,k)
)

([r(n)]T ⊗ IM×K)
︸ ︷︷ ︸

B1

·v. (4.30c)

Then, we have

F(x) = F(T(z)) =




λ(m,n) + λ(m,k)

λ(k,n)



 =




A1

0



u+




B1

B2



v = H · z, (4.31)

where

H =




A1 B1

0 B2



 . (4.32)

Thus, F(x) ≤ 1 if and only if Hz ≤ 1. This implies that ∀z ∈ N , x = T(z) satisfies (4.22c).

iii) At last, we show that the equality constraint in (4.22b) is partly implied by the definition

of (4.27c) and partly equivalent to the condition Dz = 1. The equality in (4.22b) can be
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decomposed into two equalities:

(X(m,k))T1M = 1K , (4.33a)

(X(m,n))T1M + (X(k,n))T1K = 1N . (4.33b)

From the definition of (4.27c), we have:

(X(m,k))T1M = diag
(

r(k) + ǫ
)−1

([r(n)]T ⊗ IK)VT1M

(4.27b)
= diag

(

r(k) + ǫ
)−1

([r(n)]T ⊗ IK)x(k,n)

= diag
(

r(k) + ǫ
)−1

· (X(k,n)r(n))

= diag
(

r(k) + ǫ
)−1

· r(k) = 1.

.

As for (4.33b), we have

(X(m,n))T1M + (X(k,n))T1K

== (IN ⊗ [1M ]T )vec(X(m,k)) + (IN ⊗ [1K ]T )vec(X(k,n))

(4.27a),(4.29a)
== (IN ⊗ [1M ]T )u+ (IN ⊗ [1K ]T )(IK×N ⊗ [1M ]T )v

== Dz = 1,

where

D = [(IN ⊗ (1M )T ), (IN ⊗ (1K)T )(IK×N ⊗ (1M )T ]. (4.34)

Now, (4.22c)-(4.22d) are all true and it means that if z ∈ N with H as in (4.32) and D as in

(4.34), then x = T(z) ∈ X .

For surjection, let us consider the function T̃ : X → R
M×N+M×K×N
+ defined in (4.35):

u = x(m,n), (4.35a)

V =
(
[1N ]T ⊗ (X(m,k))

)
◦
(
1M ⊗ [x(k,n)]T

)
. (4.35b)

We prove in the following that T̃ is the inverse operation of T, i.e, ∀x ∈ X , T(z) = T(T̃(x)) = x.

This can be done by showing that the conditions in (4.29) hold by applying the composition

T(T̃(x)) to x ∈ X according to (4.29) and (4.35). First of all, (4.27a) is obvious. For (4.27b),
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we have:

VT1M
(4.35a)
=

(
1N ⊗ [X(m,k)]T

)
◦
(
[1M ]T ⊗ vec(X(k,n))

)
1M

(A.10)
= vec(X(k,n)) ◦ (1N ⊗ [X(m,k)]T )1M

= vec(X(k,n)) ◦ (1N ⊗ [1K ]T ) = vec(X(k,n)).

Furthermore, we can apply the matrix operation rule in Appendix A.11 for proving (4.27c):

V(r(n) ⊗ IK)diag
(

r(k) + ǫ
)−1

(4.35b)
=

(
[1N ]T ⊗X(m,k)

)
◦
(
1M ⊗ [vec(X(k,n))]T

)
(r(n) ⊗ IK)diag

(

r(k) + ǫ
)−1

(A.11)
= X(m,k)◦

(
(1M ⊗ vec(X(k,n))r(n) ⊗ IK)diag

(

r(k) + ǫ
)−1)

= X(m,k)◦
(
(1M ⊗ [r(k)]T ) ◦ (1M ⊗ r(k)∗

)

= X(m,k) ◦ (1M ⊗ [1K ]T ) = X(m,k).

Hence, ∀x ∈ X , ∃z = T̃(x) ∈ N such that T(z) = T(T̃(x)) = x. Then, T : N → X is surjective

which completes and proof.

From the mathematic point of view, the reformulation technique applies the concept of Reduced

Reformulation-Linearization Technique (RRLT) to a bilinear form [87]. We will call the corre-

sponding algorithms also RRLT. By multiplying the non-linear constraints (here, F(x) ≤ 1)

with the linear equality constraints (here, XT · 1 = 1), the reduction of non-linearity can be ex-

pected. For instance, the set A : {(x, y, z)|x ≤ yz, y = 1} is non-linear, however, by multiplying

x ≤ yz with y = 1 we have an identical set Ã : {(x, y, z)|x = z, y = 1}.

Moreover, another interpretation from the modeling point of view can also explain the linear

reformulation. Assume vi,(k·j), an element in V, to be the end-to-end routing variable indicating

that UE j is connected to BS i through RN k. Then, the operation in (4.27b) states the fact that

the sum of all the flows that originate from UE j through RN k to all BSs is equal to the flow

between UE j and RN k, i.e.,
∑

i vi,(k·j) = xk,j. The operation in (4.27c) expresses that the rate

routed from RN k to BS i is the sum of the flows that originate from all the UEs through RN k to

BS i. This can be also written as xi,k(r
(k)
k +ǫ) = xi,k

∑

j(
∑

i vi,(k·j)r
(n)
j +ǫ) =

∑

j(vi,(k·j)r
(n)
j +ǫ) or

xi,k = (
∑

j vi,(k·j)r
(n)
j +ǫ)/(

∑

j(xk,jr
(n)
j +ǫ)). On the other hand, the backwards transformation in

(4.35b) indicates a multiplication of the rate routing: vi,(k·j) = xi,kxk,j. Both models are in fact

equivalent and the differences are: in the transformed domain z, the backhaul link assignments

xi,k = (
∑

j vi,(k·j)r
(n)
j +ǫ)/(

∑

j(
∑

i vi,(k·j)r
(n)
j +ǫ)) is a non-linear expression, whereas the original
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Figure 4.2.: Load function and approaximation, where x1 = 0.7 and x2 = 0.7

bilinear cross term xi,k
∑

j xk,jr
(n)
j can be transformed into a linear combination in the new

domain as
∑

j vi,(k·j)r
(n)
j . If a linear optimization problem does not require to directly take

into account the backhaul link assignment, a simple LP in the transformed the domain can be

formulated under the static interference model.

4.2.2. Load Function under Dynamic Interference Model

In the static interference model, H and D are constant matrices. However, in the dynamic

interference model, the matrices depend on the load and in turn on the assignments (x or z).

Therefore, non-linearity occurs again and further approximations and relaxations are necessary

for solving the problem under the dynamic interference model.

Since the load function is continuous differentiable, the first linearization approach is to use the

first-order Taylor series to approximate the load ρ as

ρ = G(x) ≈ G̃(x) = G(x∗) + Jx
G(x

∗)(x− x∗), (4.36)

where x∗ is the point of expansion. Knowing x∗, a constant value of the load vector G(x∗)

can be computed according Proposition 4.3, while the Jacobian Jx
G(x

∗) can be also calculated

by (4.20). Therefore, a linear function yields which approximates the original non-linear load

coupling function. It can be seen in Fig. 4.2 that the linear approximation results in a reason-

able estimation of the load function. Especially at the region near the point of expansion, the

approximation is quite close the original load function. With this approximation, a fast one-step

optimization can be performed to find out the optimal solution, however, without guarantee for

satisfying the original load constraints. Therefore, further steps may be required to reassign the
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extra users or redirect part of the QoS to avoid overloading some cells. Since the approxima-

tion is more precise near the point of expansion, an intuitive solution is to perform iterative

optimizations, whereby the assignment should not be changing too much between iterations.

Now, we give another important contribution of this thesis - an important property that relates

both the static and the dynamic load functions.

Proposition 4.10. Assume X := {x ≥ 0|∃ρ>0F(ρ,x) ≤ ρ} 6= ∅. F(ρ,x) ≤ ρ impliesG(x) ≤ ρ.

Proof. Assume G(x) = ρ
′. Since F(ρ,x) is an SIF in ρ, we know from [81, Lemma 2] that

the fixed-point iteration ρ = F(ρ,x), if exists, generates a monotone decreasing sequence that

starts from ρ and converges to ρ
′. Hence, G(x) = ρ

′ ≤ F(ρ,x) ≤ ρ.

This proposition enables to iteratively relax the dynamic load coupling constraint G(x) ≤ 1

with the static interference model:

F(ρ(n),x) ≤ ρ
(n). (4.37)

If the sequence of load vectors is non-increasing, i.e., ρ(n) ≤ ρ
(n−1) ≤ . . . ≤ 1, then original load

constraint is fulfilled, since G(x) ≤ ρ
(n) ≤ ρ

(n−1) ≤ . . . ≤ 1 as the iteration continues. There

are different ways for generating the non-increasing sequence of the load vectors. For instance,

we can ensure the inequality by taking ρ
(n) = F(ρ(n−1),x(n)) ≤ ρ

(n−1). Furthermore, a heuristic

example that can be explained by Proposition 4.10 is the optimization by iteratively shutting

down and excluding cells. In this case, the load of an excluded cell is kept at zero and we can

still apply the worst-case interference model to the rest of the network.

Finally, the set for the optimization can be either directly written as a convex set under the static

interference model (Proposition 4.9) or iteratively reformulated as a series of convex set under

the dynamic interference model (Proposition 4.9 and Proposition 4.10) by choosing a proper

non-increasing load sequence. Therefore, convex optimizations can be carried out for solving

the energy saving problem in nomadic relaying networks. In the following, we discuss how to

deal with the l0-norm and show different algorithms based on the properties of load function.

4.2.3. Iterative Algorithms for Energy Savings

In order to tackle the discreteness of the objective function, we adopt the same approach as in [29]

by approximating the l0-norm using a strictly concave function [88]. Note that |ρi|0 = |eTi X1|0,
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and hence l0-norm can be either expressed with respect to the load vector ρ (4.38) or with

respect to the assignment matrix X (4.39).

Ũρ(ρ) =
M+K∑

i=1

ci(log(ǫ+ ρi)− log(ǫ))

log(1 + ǫ−1)
+ diρi ≈ Uρ(ρ) (4.38)

Ũρ,x(ρ,x) =

M+K∑

i=1

ci(log(ǫ+ eTi X1)− log(ǫ))

log(1 + ǫ−1)
+ diρi ≈ Uρ(ρ) (4.39)

Herein, ǫ is a small constant and limǫ→0 Ũρ(ρ) = limǫ→0 Ũρ,x(ρ,x) = Uρ(ρ) = Uρ(ρ(x)). Yet,

the approximated objective function is not easy to minimize due to the concave form of the

approximation. Although a global optimum is out of reach, we can proceed essentially as in [29]

to find almost optimal solutions by using the MM techniques.

MM-Algorithm

First, we briefly explain the MM-algorithm [89] under varying feasible region by looking at the

following minimization problem:

minx∈Z f(x)

where f : Z → R. Then, a function g : Z(n) → R is called a majorization function of f over

Z(n) ∈ Z with x(n) ∈ Z(n), if g(x|x(n)) ≥ f(x) with g(x(n)|x(n)) = f(x(n)). Then, the iterative

process of the minimization problems

x(n+1) = argminx∈Z(n) g(x|x(n))

converge to a local minimum or a saddle point of the original problem as n goes to infinity,

since f(x(n+1)) ≤ g(x(n+1)|x(n)) ≤ g(x(n)|x(n)) = f(x(n)). Note that the condition x(n) ∈ Z(n)

is necessary, because it ensures that the inequality g(x(n+1)|x(n)) ≤ g(x(n)|x(n)) holds. Then,

the key issue for applying MM algorithm to our optimization problem is the choice of the

majorization functions.

Static Energy Consumption

The static energy consumption may dominate the total energy consumption of a cell, i.e., ci ≫ di

for cell i and the part of the dynamic energy consumption can be ignored. This assumption
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is widely used for formulating optimization algorithms [17, 18, 29]. The advantage is that

the energy consumption approximation becomes a strict concave function with respect to the

assignment x.

For an arbitrary concave function f(x), we have in general a set of majorization functions:

g(x, x∗) = Jx
f (x

∗)(x− x∗) + f(x∗),

since Jx
f (x

∗)(x− x∗) > f(x)− f(x∗) holds for any strict concave functions.

Denote

Ũx(x) =
M+K∑

i=1

ci(log(ǫ+ eTi X1)− log(ǫ))

log(1 + ǫ−1)

to be the objective approximation by ignoring the dynamic energy consumption. Then, then

majorization function can be calculated as

Ũx(x|x
∗) = Jx

Ũ
(x∗)(x− x∗) + Ũx(x

∗)Ũx(x)

for any given assignment x∗. Thus, we can formulated the iterative process with each iteration

minimizing an LP as

x(n+1) = argminxŨx(x|x
(n)).

Connecting the different relaxation techniques in Section 4.2, we formulate in the following

Algorithm 1 (IBU), Algorithm 2 (SRR) and Algorithm 3 (Sequential Linear Reformulation

(SLR)), respectively. Herein, we choose ǫt > 0 with a typical value of 10−2 as the termination

scalar. Note that the only difference between Algorithm 2 and Algorithm 3 is that they have

different feasibility regions. Whereas X ∗ denotes the set spanned by the SRR as in (4.23a)-

(4.23g), X (n) is the set determined by the approximation (4.36) at point x(n) according to (3).

Note that heuristic rounding operations may be required to avoid violation of the load function

after finding an optimal assignment by using Algorithms, however, we do not explicitly state

the operation here.
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Algorithm 1 Iterative Backhaul Updating (IBU)

Let n = 0, initialize x(n)

loop
Let q = 0, initialize x(n,q)

loop
Solve LP: x(n,q)′ = argminx∈X ,x(m,k)=(x(m,k))(n,q)Ũx(x|x

(n,q))

Solve LP: x(n,q+1) = argmin
x∈X ,x(k,n)=(x(k,n))(n,q)

′ Ũx(x|x
(n,q)′)

if Ũx(x
(n,q)|x(n))− Ũx(x

(n,q+1)|x(n)) < ǫt then

Ũ
(n)
x = Ũx(x

(n,q)|x(n)), break
else

q ← q + 1
end if

end loop

if Ũx(x
(n,q)|x(n))− Ũ

(n)
x < ǫt then

break
else

n ← n + 1, x(n) ← x(n,q)

end if
end loop

Algorithm 2 SDP-RLT Relaxation (SRR)

Let n = 0, initialize x(n)

loop
Solve LP: x(n+1) = argminx∈X ∗Ũx(x|x

(n))
if Ũx(x

(n+1)|x(n))− Ũx(x
(n)|x(n)) < ǫt then

break
else

n ← n + 1
end if

end loop

Algorithm 3 Sequential Linearization Relaxation (SLR)

Let n = 0, initialize x with x(n)

loop
Solve LP: x(n+1) = argminx∈X (n)Ũx(x|x

(n))

if Ũx(x
(n+1)|x(n))− Ũx(x

(n)|x(n)) < ǫt then
break

else
n ← n + 1

end if
end loop
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Dynamic Energy Consumption

The dynamic energy consumption, which is the l1-norm of the load function, is neither concave

nor convex in the original domain of x according to Proposition 4.1. In order to enable effi-

cient algorithmic solutions, optimization in transformed domain according to Proposition 4.9

should be considered. Assume the static interference model with a static load of ρ
∗. In

the domain z, the load function ρ = F(ρ∗,T(z))is a linear function and the approximation

Ũρ(ρ) = Ũρ(ρ
∗,F(T(z))) is a strictly concave function. Hence, it is possible to formulate ma-

jorization functions by using the concave property of the function Ũρ(F(T(z))) for performing

iteratively optimizations. In Proposition 4.11, we give a general guideline on how to find ma-

jorization functions. Then, we formulate optimization algorithms for both the static and the

dynamic interference models.

Proposition 4.11. Denote N (n) : {z ∈ R
(M×K×N)×1
+ |∃

ρ(n)>0F(ρ
(n),T(z)) ≤ ρ

(n)} 6= ∅ and let

Ũz(ρ
(n), z) = Ũρ(F(ρ

(n),T(z))). Then,

Ũz(ρ
(n), z|z(q)) = Ũz(ρ

(n), z(q)) + Jz

Ũz

(ρ(n), z(q))(z− z(q)) (4.40)

is the majorization function of the approximation Ũρ(ρ(z)) over N (n), where ρ(z) is the load

induced by x = T(z), i.e., ρ(z) = F(ρ(n),x) = F(ρ(n),T(z)) for the static interference model or

ρ(z) = G(x) = G(T(z)) for the dynamic interference model.

Proof. For the static interference assumption, we have ρ(z) = F(ρ(n),T(z)), while for the

dynamic interference assumption ρ(z) = G(T(z)) ≤ F(ρ(n),T(z)) holds over z ∈ N (n) according

to Proposition 4.10. Then, we have for both cases

ρ(z) ≤ F(ρ(n),T(z)), ∀z ∈ N (n). (4.41)

Furthermore, it can be concluded due to the monotonicity of the objective function that

Ũρ(ρ(z)) ≤ Ũρ(F(ρ
(n),T(z))) = Ũz(ρ

(n), z), ∀z ∈ N (n). (4.42)

As the composition Ũz(ρ
(n), z) is a concave function in z, we have the inequality

Ũz(ρ
(n), z) ≤ Ũz(ρ

(n), z(q)) + Jz

Ũz

(ρ(n), z(q))(z − z(q)) = Ũz(ρ
(n), z|z(q)), ∀z ∈ N (n). (4.43)

By combining both (4.42) and (4.43), the proof is complete.
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Algorithm 4 Reduced Reformulation Linearization Technique (RRLT)

Let n = 0, initialize z(n)

loop
Solve LP: z(n+1) = argminz∈N Ũz(1, z|z

(n))
if Ũx(x

(n+1)|x(n))− Ũx(x
(n)|x(n)) < ǫt then

break
else

n ← n + 1
end if
x = T(z)

end loop

Algorithm 5 Dynamic Reduced Reformulation Linearization Technique (DRRLT)

Let n = 0, initialize z(n)

loop
Let n = 0, initialize z(n,q)

loop
Solve LP: z(n,q+1) = argminz∈N (n)Ũz(ρ

(n), z|z(n,q))

if Ũz(z
(n,q)|z(n))− Ũz(z

(n,q+1)|z(n)) < ǫt then

Ũ
(n)
z = Ũz(z

(n,q)|z(n)), break
else

q ← q + 1
end if

end loop

if Ũz(z
(n,q)|z(n))− Ũ

(n)
z < ǫt then

break
else

n ← n + 1, z(n) ← z(n,q), update ρ
(n) according to z(n)

end if
x(n) = T(z(n,q))

end loop

With the help of Proposition 4.11, we can construct MM-functions for both the worst-case and

the dynamic interference models. For the worst-case interference model, ρ(n) is chosen to be 1.

Then, in each iteration of the MM-algorithm, we need to minimize the following LP:

z(q+1) = argminzŨz(1, z|z
(q)). (4.44)

In Algorithm 4, the RRLT is performed with a fixed convex set N for optimization. In Algo-

rithm 5, we introduce the Dynamic Reduced Reformulation-Linearization Technique (DRRLT),

which comprises two tiers of iterations. In each of the outer iterations, a non-increasing sequence

{ρ(n)} is computed and used as the static load for the LP of each inner iteration:

z(n,q) = argminz∈N Ũz(ρ
(n), z|z(q)). (4.45)
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Figure 4.3.: Convergence of the DRRLT algorithm.

Furthermore, convergence is ensured for DRRLT if the load sequence {ρ(n)} is monotonically

decreasing. Note that if we choose a constant sequence of {ρ(n)}, we have an optimization

scenario under the static interference model. If we choose element-wise l0-norm of {ρ(n)} as the

load vector of the static interference model for the inner iterations, an algorithm yields such that

the BSs and RNs are iteratively shut-down, whereas a static (typically worst-case) interference

model is assumed for the active cells. We can also choose to update the load by F(ρ(n),x(n+1))

or by finding the fixed point, i.e. ρ
(n+1) = G(x(n+1)) for the next iteration. This means, after

having a solution for the problem under a static load ρ
(n), we can update the load situation,

where less interferences can be expected. Then, we have ρ
(n+1) ≤ ρ

(n) . . . ρ(0) ≤ 1 guarantees

both convergence and feasibility. Therefore, the algorithm for the dynamic interference model

outperforms theoretically the worst-case algorithm.

In Fig 4.3, the convergence of the DRRLT algorithm is shown. The simulation scenario is taken

the same as in Section 4.3. It can be clearly seen that the energy consumption approximation

(4.38), which is the objective of our optimization problem, is monotonically decreasing by it-

erations. We can further confirm that the real energy consumption behaves similarly to the

approximation. Further, the maximum load as well as the mean load decrease monotonically in

accordance with the theory and the performance of the objective function. Note that in Fig. 4.3,

the first inner iteration ends at the 7-th overall iteration and the second ends at the 10-th overall

iteration, both resulting in substantial load reductions and energy reductions.
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4.3. Performance Evaluation

4.3.1. Simulation Scenarios and Methodology

We simulate two deployment scenarios (urban and suburban) with 19 BSs in a two-tier hexagonal

layout. While an Inter Site Distance (ISD) of 500 m and a number of 300 UEs are assumed for the

urban scenario, the suburban scenario has an ISD of 1500 m and 100 UEs in the area. The UEs

are uniformly distributed within the coverage of the BSs with a uniform data rate distribution

from 0 to 200 kbps (except Fig. 4.4 with varying rate), while 50 and 150 RNs are assumed to

be randomly distributed in urban and suburban scenarios, respectively (except Fig. 4.6(a) with

varying density). If not specified, the static (ci) and dynamic (di) energy consumption of a

BS are 1000 Watt and 100 Watt, while the RNs has 10 Watt for the static and 1 Watt for the

dynamic energy consumption if not explicitly otherwise specified. Assumption 2.10 is taken for

interference coordination, whereas other assumptions in the network can be found in Chapter 2.

Furthermore, we perform 200 iterations to average the statistical uncertainty. As a summary,

the system setup is listed in Tab. 6.1.

Table 4.1.: Simulation Setup.

Baseline Dployment Scenario

layout: 19 BSs in hexagon shape

ISD: Urban 500 m, Suburban 1500 m

number of RNs: Urban 100, Suburban 50

number of UEs: Urban 300, Suburban 200

Baseline Transmission Parameters

transmission power 46 dBm for BS & 23 dBm for RN

BS static energy consumption 1000Watt for BS & 50Watt for RN

available bandwidth (in-band) 10MHz @2 GHz

antenna configuration 2 antennas for BSs, RNs and UEs

path loss model for all links as in Table A.2.1.1.2-3 in [11]

noise figure 5 dB at UE & RN

Varying Simulation Parameters

user data rate [ 1 10 100 1000] kbps

RN/BS energy consumption ratio [0 0.001 0.01 0.1 1 10]

dynamic/static energy consumption ratio [0 0.001 0.01 0.1 1 10]

number of nomadic relays [0 50 100 150 200]

nomadic relay antenna gain [0 3 6 9 12] dB
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In this work, we have proposed optimization algorithms for both static and dynamic interference

models. Furthermore, Assumption 4.1 and Assumption 4.2 are also considered. The two special

cases can be also seen as the upper and lower bound of the algorithms, respectively. With all

the above mentioned scenarios, we compare the following algorithms:

• IBU: the IBU algorithm as proposed in Algorithm 1;

• SRR: the SRR algorithm as proposed in Algorithm 2;

• SLR: the algorithm in Algorithm 3;

• RRLT: the algorithm in Algorithm 4;

• DRRLT: the RRLT algorithm in Algorithm 5;

• M-DRRLT: macro-only network, which is the upper-bound of DRRLT algorithm;

• F-DRRLT: femto network, which is the lower-bound of DRRLT algorithm.

4.3.2. Impact of UE QoS Requirements

In Fig. 4.4, the algorithms are evaluated in both (a) urban and (b) suburban scenarios with

varying user rate profiles that reflect the different data traffic activities during the different day

times. It is clear from the figure that in both cases the proposed RRLT algorithms (RRLT,

DRRLT, M-RRLT and F-DRRLT) outperform significantly the other algorithms that only con-

sider static energy (IBU, SRR and SLR), since (i) the reformulation allows for a more complete

search towards the optima and (ii) a more accurate optimization can be achieved by taking into

account the dynamic energy consumption.

Furthermore, by comparing RRLT and DRRLT, it can be concluded that significantly more

energy savings are achieved by using the dynamic interference model. In particular, a huge

energy saving potential is identified if the average user rate requirement is very low. In the

urban scenario (which is an interference limited scenario), about 75% of the network energy

consumption can be reduced by the DRRLT, whereas in the suburban scenario, we can expect

50% energy savings. The gain vanishes, however, as the rate increases due to the fact that higher

rate indicates higher load of the system. With high load, it is difficult to handover totally the

load of a certain BS to switch it off.

In the urban scenario, the F-DRRLT achieves only significant gains compared with DRRLT in
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Figure 4.4.: Energy saving performance in (a) the urban scenario and (b) the suburban scenario.

the high rate region. Furthermore, the M-DRRLT performance is close to DRRLT for all rate

profiles, since the coverage areas of the BSs overlap with each other, and therefore a UE can

be connected to multiple BSs without the need for help of the RNs. This is different for the

suburban scenario, where in general less energy consumptions than the urban scenario are seen

due to the lower user density. It is worth noting that the lower bound (F-DRRLT) is quite close

to DRRLT in this case, since only limited number of UEs can be connected to the RNs due to

the large area and small RN coverage. In the low rate region, the macro-only scheme requires

significantly more energy than DRRLT, since the BS coverage are limited without RNs, and

hence the UEs are not able to connect to many BSs.

4.3.3. Impact of the Energy Consumption Model

Modern BSs may have various energy consumption models. Furthermore, different RN energy

consumption profiles may also occur due to different hardware and software implementations.

We apply in this subsection the DRRLT algorithm to both scenarios and analyze the impact of

different energy consumption models on the total energy saving performance.

Fig. 4.5.(a) shows the impact of the dynamic energy consumption on the average load and on the

total number of active BSs. We choose a varying ratio ([0 0.001 0.01 0.1 1 10]) of the dynamic

energy consumption over the static energy consumption. As the dynamic energy consumption

increases, a higher total energy consumption of the network is required and more BSs tend to be

active. However, the average load is decreasing, since a higher spectral efficiency is targeted in

order to limit the dynamic energy consumption. If the dynamic energy consumption dominates,

a spectral efficiency based cell selection methods achieve the optimum. In the objective function,
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Figure 4.5.: Impact of (a) the dynamic energy consumption and (b) the relay energy consumption
model.

the l1-norm has a load balancing effect, whereas the l0-norm indeed leads to load unbalancing.

In general, shutting down cells trades-off the static energy consumption with resource efficiency.

For instance, Fig. 4.5.(a) shows that for a ratio of 10, almost all BSs need to be active in order

to achieve a higher spectral efficiency.

Fig. 4.5.(b) shows the total network energy consumption as well as the number of active RNs

versus the energy consumption ratio of an RN to a BS. We can conclude that higher RN energy

consumption reduces drastically the number of active RNs. If the RN energy cost is at the

similar level of a BS, almost no RN will be activated. On the other hand, the energy increase

due to higher dynamic energy consumptions is not significant, especially in the suburban scenario

where fewer UEs are connected to the network through an RN.

4.3.4. Impact of Relay Density and Configurations

As a central role in the nomadic relaying network, the nomadic RNs may significantly affect the

energy saving performance of the proposed algorithms. Therefore, we focus on analyzing the

impact of relay specifications on the total energy saving performance. An essentially important

factor here is the density of the nomadic relays. Intuitively a higher density means a higher

diversity of the antennas of the nomadic RNs and leads to higher probability of suitable can-

didates for redirecting data traffic for energy savings. This can be justified by Fig. 4.6(a), in

which a higher number of RNs in the network significantly reduce the total energy consumption.

Although the number of active RNs is similar for the both scenarios, the algorithm achieves

more energy savings in the suburban scenario (up to 50% here).
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Figure 4.6.: Impact of nomadic relay density, antenna gains and energy consumption.

Another performance improving factor for the nomadic relaying networks is the antenna perfor-

mance of the vehicular on-board relays. Advanced and smart antenna designs may significantly

enhance the probability of correctly decoding the received signals at the nomadic relays. This

means as well a higher end to end performance for the UEs that are connected through RNs

into the network. For this reason, we assume a varying backhaul SINR gain from 0 to 12 dB

at the nomadic RNs and evaluate the DRRLT algorithm in both the urban and the suburban

scenarios. It can be seen in Fig. 4.6(b) that limited energy savings are achieved in the suburban

scenario, while higher gains can be expected in the urban scenario. This is due to the fact that

there are a large number of RNs and UEs in the urban scenario, so that more UEs can access

the network through RNs which are equipped with boosted backhaul antenna.
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Chapter 5.

Distributed Algorithms for Cell Selection and

Admission Control

The algorithms in Chapter 4 require Channel State Information (CSI) at the central management

unit. In practice, CSI reporting delay, signaling overhead as well as computational complexity

of the centralized optimization lead to performance degradation, especially in high mobility

scenarios. Therefore, distributed RAN-based algorithms for energy saving in nomadic relaying

networks is proposed based on [19]. In the distributed algorithms, RNs and UEs select their

access points based on the broadcasted radio link and network measurements, whereas the cells

enter sleep mode when no access request arrives for a certain period of time. This chapter begins

with a short introduction to the radio measurements in LTE. Then, the proposed cell selection

and admission control algorithms is given with proof for convergence. At the end, numerical

results are presented and compared with the results achieved by the centralized algorithms.

5.1. Radio Measurements for Cell Selection

In the LTE network, there are different cell selection procedures for determining the camping

cell of a node. According to the model in Chapter 2, these cell selection procedures modify the

assignment matrix X in a distributed manner. The UEs can perform initial cell selection by cell

searching to read out system information and then choose a cell for random access. The initial

cell selection defines the procedure from the state of “power-up” to “connected”. Furthermore,

the cell re-election procedure is defined for the transfer from the state of being disconnected from

a cell to be re-connected to a cell (not necessarily the same cell), whereas handover procedures

are defined for changing a camping cell. These happen mostly due to the change of the radio
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link or network conditions that occur during UE movements or network load changes.

In order to enable the aforementioned cell selection procedures, various radio measurements are

specified in LTE. Comparably to the scrambling code for separating Wideband Code Division

Multiple Access (WCDMA) BSs, LTE BSs are identified by a hierarchical cell-searching proce-

dure [90]. Primary Synchronization Signal (PSS) and Secondary Synchronization Signal (SSS)

signals, which carry the cell identity, are transmitted periodically at predefined frames of the

Physical Resource Block (PRB)s, providing the ability to distinguish between 504 physical cell

identities. Then, the UE is able to decode the Physical Broadcast Channel (PBCH) of different

cells and extract the corresponding Master Information Blocks (MIBs) and System Information

Blocks (SIBs), which contain parameters for cell selection, re-selection and handover decisions.

The radio measurements, including Reference Signal Received Power (RSRP), Received Signal

Strength Indicator (RSSI) and Reference Signal Received Quality (RSRQ), which are specified

in [91] to reflect the quality of the radio link and network, are measurable at a receiver side:

• RSRP is defined as the linear average over the power contributions (in Watt) of the re-

source elements that carry cell-specific reference signals within the considered measure-

ment frequency bandwidth. Considering the system model in Chapter 2, RSRP of cell i

at node j can be formulated as: pigi,j/nrb, where nrb is the number of PRBs of the entire

Evolved-UMTS Terrestrial Radio Access (E-UTRA) carrier bandwidth.

• RSSI is the received wide-band power, including thermal noise and noise generated in the

receiver, within the bandwidth defined by the receiver pulse shaping filter. RSSI can be

understood as the sum of all the average powers plus noise, which is according to our

model:
∑

i∈B
⋃

R

pigi,jρi + σj.

• RSRQ is defined as the ratio nrb×RSRP/RSSI, where the measurements RSRP and RSSI

shall be made over the same set of resource blocks. Connecting the computation of RSRP

and RSSI, RSRQ can be formulated as
pigi,j∑

i∈B
⋃

R

pigi,jρi+σj
. It reflects the quality of the link

and approximates the UE experienced SINR.

Conventionally, simple cell selection criteria are applied in the network such that the cell with

the strongest RSRP or RSRQ value is selected, aiming at the best spectral efficiency and network

coverage. Since the fluctuation of channel results in fast varying physical layer measurements,

certain mechanisms are employed to improve the stability of the cell selection procedures. For

instance, measurements averaging, Time to Trigger (TTT) and different handover thresholds are

defined for intra-RAT, inter-RAT and inter-operator handovers, in order to avoid unnecessary
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ping-pongs as well as to achieve load balancing purposes [24, 25]. Moreover, radio measurements

are carried out with different intervals for different types of handovers, in accordance with the

handover frequencies to reduce unnecessary measurements.

In general, the cell selection, re-selection and handover criterion can be formulated as

i = argmaxi(mi + hi), (5.1)

where i is the cell to be selected and mi is the description of the selection criterion, which can

be radio measurement values, e.g., RSRP or RSRQ. Furthermore, hi is a cell specific threshold

which carries cell selection preferences and user context information. In this work, we ignore

the specific offset, i.e., hi = 0 and focus on choosing a proper criterion mi for potential energy

saving in the nomadic relaying networks. On the other hand, admission control and switch

on/off mechanisms are applied at the cell such that overload avoidance is granted and site

shut-down for energy saving can be achieved.

5.2. Cell Selection and Admission Control for Energy Savings

5.2.1. Cell Selection Criterion

Consider the optimization problem in (4.22) and aim at performing practical distributed al-

gorithms. The constraints in (4.22b) and (4.22d) can be fulfilled by running distributed cell

selection algorithms, i.e., each UE or RN chooses one access point based on the available

measurements. By doing this, the assignment X is chosen in a decentralized manner such

that the equality constraint in (4.22b) and (4.22d) is satisfied with discrete assignments on

{0, 1}(M+K)×(N+K).

The constraint in (4.22c) is addressed in the next subsection. In this subsection, we aim at

finding the criteria mi for improving the energy efficiency. As the first step, consider only the

static energy consumption. Denote t to be the index for an iteration step or the time slot of the

iteration step. Let ρ
(t) ∈ R

M+K be the load vector at iteration step t. Then, the distributed

cell selection criterion for energy saving in time slot (t) can be formulated as in (i)-(iii):

(i) Each cell (BS or RN) i broadcasts its current load ρ
(t)
i and other standard LTE reference

signals.
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(ii) Each RN j selects a BS from the set of non-overloading and accessible BSs (denoted as

B̄j) by solving the following problem:

i = argmini∈B̄j
θi,j, (5.2)

where

θi,j =
1

(ρ
(t)
i + ǫ)ωi,jbi

. (5.3)

(iii) Each UE j selects a cell i from the set of non-overloading and accessible BSs and RNs (B̄j

and R̄j) according to:

i = argmini∈B̄j

⋃
R̄φi,j (5.4)

where

φi,j =







1

(ρ
(t)
i +ǫ)ωi,jbi

i ∈ B̄j

1

(ρ
(t)
i +ǫ)ωi,jbi

+

∑

h∈B̄

xhi

(ρ
(t)
h

+ǫ)ωh,jbh
i ∈ R̄j.

(5.5)

Herein, the set of non-overloading and accessible cells is identified by taking into account both

the broadcasted load ρ
(t)
i and the resource consumption (denoted by ρ

(t)
i,j ) for cell i to satisfy

node j through link (i, j). If the remaining amount of resources of cell i supports to serve node

j through link (i, j), i.e., if

1− ρ
(t)
i ≥ ρ

(t)
i,j , (5.6)

then cell i belongs to the set of candidates.

Note that the criterion also applies to the legacy network or femtocell deployment, where no

RN exists and the step (ii) can be jumped over. In this case, the cell selection criterion can

be understood as choosing a cell with the largest product of link SINR and cell load, i.e.,

i = argmaxi∈B̄ρiωi,j. This modifies the conventional cell selection methods which take mostly

only the link quality into account. The criterion adds bias to camp on a cell with higher load,

so that the cell with low load are able to further handover nodes to other cells to reduce its own

load. If a cell does not serve any node, it can be turn-off for power saving purposes.
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5.2.2. Admission Control Scheme

The cell selection algorithm may violate the constraint in (3.4c), since the broadcasted load

information of a cell may become outdated after other nodes have connected to the cell due to

uncoordinated accesses. Therefore, we introduce an admission control mechanism at the cells:

the access is only allowed when the constraint ρi < 1 holds after attaching the node, otherwise,

a rejection will be sent and the RN or UE should keep the previous cell connection such that:

x
(t+1)
i,j =







1, if cell i is selected and ρ
(t,c)
i + ρ

(t)
i,j ≤ 1

x
(t)
i,j , otherwise,

(5.7)

where ρ
(t,c)
i is the locally measured real load of cell i at step (t) after a certain number of random

accesses have been performed. Note that ρ
(t,c)
i is different than the broadcasted load information

ρ
(t)
i , since other nodes may access or leave the cell before the load information can be updated.

5.2.3. Switch-on/off Mechanism

Furthermore, in order to save static energy, sleeping mode or cell switch-off mechanisms can be

introduced. In order to enter the sleeping mode or to switch-off a cell i, we propose that the

following threshold based condition must be fulfilled:

ρ
(t)
i ≤ hs, for t ∈ [t0 − ts, t0], (5.8)

where hs should be a small positive value of the load threshold. Furthermore, ts and t0 are TTT

and the current time stamp, respectively. This simple mechanism enables a cell to enter sleep

mode at t0 if it has low load (below hs) for a certain period of time (ts). If a cell has entered

sleep mode, parts of its components can still be actively sending reference signals to inform its

presence as an access point to the UEs and RNs. The cell will become active again if a certain

number of access attempts are observed. However, from the formulation of (5.3) and (5.5), a

load value of zero means a very low ranking for cell selection. Therefore, an access attempt

to that cell only happens if there are no other active candidate cells. If a cell is completely

shut-down, it will not send any reference signals and UEs are not able to detect the cell. In this

case, some location based database can be used to map the corresponding channel and signal

quality [92]. Nevertheless, there must be at least one component that actively waits for a control

command to activate the cell.
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5.3. Algorithm and Convergence Analysis

In this section, we propose distributed algorithms and analyze the convergence performance for

both the static and the dynamic interference models. We show that the approximation of the

original objective function monotonically decreases. Furthermore, we show numerical results to

confirm that the original objective has the identical behavior as the approximation.

5.3.1. Static Interference Model

Assuming the static interference model, we can formulate the distributed algorithm for energy

saving by summarizing all the three functional blocks (5.2.1-5.2.3) as in Algorithm 6 and Algo-

rithm 7. Whereas we only consider the static energy consumption in Algorithm 6, Algorithm 7

takes into account as well the dynamic energy consumption. Note that Algorithm 7 is a general-

ization of Algorithm 6 and the traditional RSRP/RSRQ based cell selection algorithm. If d = 0,

the algorithm is equivalent to Algorithm 6, whereas it becomes the conventional algorithm if

c = 0.

Proposition 5.1. The proposed algorithms (Algorithm 6 and Algorithm 7) converge and itera-

tively minimizes the approximation of the objective function under the static interference model

as:

Ũρ(ρ
(t+1)) ≤ Ũρ(ρ

(t)), (5.9)

where ρ
(t) = F(x(t)) with x(t) denoting the network assignment at step (t).

Proof. Since Ũ(ρ)ρ ≥ 0 holds for all ρ ≥ 0, it suffices for convergence in objective to show that

the sequence {Ũρ(ρ
(t))}∞t=0 is non-increasing. In order to prove this, we denote ρ

(t′) and x
(t′)
i,j to

be, respectively, the intermediate states of the load state vector and the assignment of link (i, j)

after step (ii) and before step (iii) in time slot (t). Then, by the strict concavity of Ũρ(ρ) given

by (4.38), we have:

Ũρ(ρ
(t′))− Ũρ(ρ

(t)) ≤ Jρ

Ũ
(ρ(t))(ρ(t′) − ρ

(t)). (5.10)
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Algorithm 6 Distributed Cell Selection and Admission Control for Static Energy Saving (DCAS)

Let t = 0, initialize x with x(t), calculate ρ(t)

loop
@RNs/BSs: Broadcasting ρ(t)

@RNs: selecting a BS according to (5.3)
@UEs: selecting a BS or an RN according to (5.5)
@RNs/BSs: performing admission control according to (5.7)
@RNs/BSs: performing switching-on/off according to (5.8)
t ← t + 1

end loop

Algorithm 7 Distributed Cell Selection and Admission Control for Generic Energy Saving (DCAG)

Let t = 0, initialize x with x(t), calculate ρ(t)

loop
@RNs/BSs: Broadcasting ρ(t)

@RNs: selecting a BS according to
i = argmini∈B̄j

θi,j, θi,j =
k(ρi)
ωi,jbi

with k(ρi) = ci/(ρi + ǫ)(log(1 + ǫ−1))− di
@UEs: selecting a BS or an RN according to

i = argmini∈B̄j

⋃
R̄φi,j , φi,j =







θi,j i ∈ B̄j
k(ρi)
ωi,jbi

+
∑

h∈B̄

xhi
k(ρi)
ωh,ibh

i ∈ R̄j

@RNs/BSs: performing admission control according to (5.7)
@RNs/BSs: performing switching-on/off according to (5.8)
t ← t + 1

end loop

The right hand side of (5.10) can be further written as:

Jρ

Ũ
(ρ(t))(ρ(t′) − ρ

(t)) =
∑

i∈B

(
ci

(ρ
(t)
i + ǫ) log(1 + ǫ−1)

+ di)
∑

j∈R

r
(k)
j (x

(t′)
i,j − x

(t)
i,j )

biωi,j
(5.11)

=
∑

i∈B

∑

j∈R

r
(k)
j k(ρj)(x

(t′)
i,j − x

(t)
i,j )

biωi,j
(5.12)

=
∑

i∈B̄j

∑

j∈R̃

r
(k)
j k(ρj)(x

(t′)
i,j − x

(t)
i,j )

biωi,j
, (5.13)

where

k(ρi) = ci/(ρi + ǫ)(log(1 + ǫ−1))− di.

Note that R̃ is the set of admitted RNs, and the last equality holds since the admission control

rule at the BSs ensures that x
(t′)
i,j −x

(t)
i,j = 0 for j /∈ R̃ and the cell selection criterion makes both

x
(t′)
i,j = x

(t)
i,j = 0 if i /∈ B̄j.
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Furthermore, we have for any RN j in R̃:

∑

i∈B̄j

k(ρj)(x
(t′)
i,j − x

(t)
i,j )

biωi,j
≤ 0, (5.14)

since only one BS is selected and the index i corresponding to x
(t′)
i,j = 1 is the minimizer of

k(ρj)
biωi,j

. This shows that Ũρ(ρ
(t′)) − Ũρ(ρ

(t)) ≤ 0 holds. Without details of proof, Ũρ(ρ
(t+1)) −

Ũρ(ρ
(t′)) ≤ 0 yields analogously after step (iii). Therefore, Ũρ(ρ

(t+1)) ≤ Ũρ(ρ
(t′)) ≤ Ũρ(ρ

(t))

and Algorithm 7 iteratively reduces the energy consumption of the network. Note that since

Algorithm 6 can be understood as a special case of Algorithm 7, we can also conclude the

convergence of Algorithm 6.

5.3.2. Dynamic Interference Model

With the dynamic interference model, the spectral efficiency changes as the iterations continue,

i.e., ω
(t)
i,j = ωi,j(ρ

(t)) 6= ω
(t+1)
i,j . Therefore, the derivation in (5.11) is in general not true under the

dynamic interference model. However, we can modify the rules for admission control by making

use of Proposition 4.10 to ensure the monotonic decrease in the objective approximation.

The algorithm for the dynamic interference model is given in Algorithm 8. Note that it can be

seen as the generalization of Algorithm 7, since it becomes Algorithm 7 if we take 1 instead of

ρ
(t) for calculating the spectral efficiency and performing admission control.

Algorithm 8 Generic Distributed Cell Selection and Admission Control GDCA

Let t = 1, initialize x with xt, x with ρ
t = 1

loop
@RNs/BSs: Broadcasting ρ

(t)

@RNs: selecting a BS according to

i = argmini∈B̄j
θi,j, θi,j =

k(ρ
(t)
i )

ωi,j(ρ(t))bi
with k(ρ

(t)
i ) = ci/(ρ

(t)
i + ǫ)(log(1 + ǫ−1))− di

@UEs: selecting a BS or an RN according to

i = argmini∈B̄j

⋃
R̄φi,j , φi,j =







θi,j i ∈ B̄j

k(ρ
(t)
i )

ωi,j(ρ(t))bi
+

∑

h∈B̄

xhi
k(ρ

(t)
i )

ωh,i(ρ(t))bh
i ∈ R̄j

@RNs/BSs: performing admission control such that ρ(t+1) ≤ ρ
(t)

@RNs/BSs: performing switching-on/off according to (5.8)
t ← t + 1

end loop

Proposition 5.2. Algorithm 8 is a distributed energy saving algorithm that has the following
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features: (i) Feasibility: the constraint ρ ≤ 1 is always fulfilled; (ii) Convergence: approximation

of the objective function decreases iteratively.

Proof. Since the admission control ensures that ρ
(t+1) ≤ ρ

(t) ≤ . . . ≤ 1, the feasibility condi-

tion in (i) is obviously true. For (ii), we need to prove the convergence in the objective, i.e.,

Ũρ(ρ
(t+1))− Ũρ(ρ

(t)) ≤ 0. This can be done analogously as the proof of Proposition 5.1. Con-

sider the first sub-step of iteration (t) when establishing the access link connections between

RNs and UEs. According to Proposition 4.11, we can formulate the majorization functions of

Ũρ(ρ) over 0 ≤ ρ ≤ ρ
(t) as

Ũρ(ρ
(t)) + Jx

Ũ
(x(t))(x(t′) − x(t)). (5.15)

Therefore, if the admission control ensures that 0 ≤ ρ
(t+1) ≤ ρ

(t), we have:

Ũ(ρ(t′))− Ũ(ρ(t)) ≤ Jx

Ũ
(x(t))(x(t′) − x(t))

=
∑

i∈B

(
ci

(ρ
(t)
i + ǫ) log(1 + ǫ−1)

+ di)
∑

j∈R

r
(k)
j (x

(t′)
i,j − x

(t)
i,j )

biωi,j(ρ(t))

=
∑

i∈B

∑

j∈R

r
(k)
j k(ρ

(t)
i )(x

(t′)
i,j − x

(t)
i,j )

biωi,j(ρ(t))

=
∑

i∈B̄j

∑

j∈R̃

r
(k)
j k(ρ

(t)
i )(x

(t′)
i,j − x

(t)
i,j )

biωi,j(ρ(t))

≤ 0.

Without details of proof, we can conclude that Ũ(ρ(t+1)) ≤ Ũ(ρ(t′)) ≤ Ũ(ρ(t)), and therefore,

the objective monotonically decreases.

Note that a cell does not allow to increase its load. This means a node is only accepted by

the cell if the total load decreases compared with the last iteration step. In practical networks,

bursting user data accesses may happen, whereas the algorithm denies new accesses such that

new users are not allowed to join the network. Therefore, a relaxation of the admission control

mechanism may be required to perform practical optimizations. If we assume that the load and

interference situation remains at the same level between two consecutive iteration steps, i.e.,

ρ
(t+1) ≈ ρ

(t), we can directly apply the admission control scheme in Algorithm 7, i.e., each cell

only controls if a newly attached node leads to overloading. In this case, we indeed assume a

static interference scenario between the two iteration steps.

In Fig. 5.1, the numerical results of the convergence performance of the Algorithm 8 is illus-

trated (Simulation Scenario is described in Section 5.4). Both the objective and the approx-
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Figure 5.1.: Convergence of the algorithm.

imation monotonically decrease by iteration steps. Furthermore, it can be observed that the

approximation and the real total energy consumption are close to each other and have similar

convergence behavior using the proposed algorithm. Note that we choose as for comparison the

Closest Cell Selection (CCS) algorithm in which the UEs and RNs select the closest cell for data

transmission. The CCS algorithm tends to activate all the BSs, since the UEs and RNs are

uniformly distributed and are trying to connect to the cells close to them.

5.4. Performance Evaluation

We evaluate the proposed algorithms in a nomadic relaying network with 7 BSs in a hexagon

layout and with an ISD of 1000 m. In the coverage of the BSs, 150 UEs and a certain number of

nomadic RNs are randomly dropped according to a uniform distribution. The other network and

transmission parameters for the simulation are taken as in Table 6.1 in Chapter 4. The static

and dynamic energy consumption for an active BS is assumed to be 1 kWatt and 0.1 kWatt,

respectively, while an active RN consumes 10 Watt static and 1 Watt dynamic energy. Both

BSs and RNs are allocated 10 MHz bandwidth at 2 GHz, whereas the transmission powers of

the BSs and the RNs are assumed to be 46 dBm and 23 dBm, respectively. Directional antennas

are equipped at the BSs and omni-directional antennas are assumed for the RNs. Furthermore,

the radio propagation model is chosen according to the 3GPP recommendations [11] and the

noise figure is set to 5 dB at all nodes in the network. The time interval for broadcasting system

information and for running the distributed algorithm is chosen to be 100 ms. We ignore the

time for further signaling procedures and assume cell selection, handover and admission control

can be successfully done within this time interval. Furthermore, we perform 200 iterations to
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Figure 5.2.: Network energy consumption against user rate requirements.

average the statistical uncertainty.

The following algorithms, including the conventional cell selection algorithm (CCS), centralized

algorithm (DRRLT) and distributed algorithm (GDCA), are compared.

• CCS: the nodes select the closest cell for data transmission;

• DRRLT: as proposed in Algorithm 5 in Chapter 4;

• GDCA: as proposed in Algorithm 8.

5.4.1. Impact of UE QoS Requirements

First, we choose to evaluate the network performance against different UE data requirements that

vary from 1kbps to 1 Mbps. In Fig. 5.2, it can be seen that the proposed algorithm significantly

reduce the energy consumption compared with the conventional cell selection algorithm. It can

be seen that both the centralized DRRLT and the distributed GDCA significantly reduce the

total energy consumption. Particularly in the low rate region, around 40% energy savings can

be expected. As the average rate requirement of UE increases, the energy saving gain decreases

since the BSs are becoming more and more overloaded. However, the centralized algorithm may

save more energy compared with the distributed algorithm if the user average rate requirement is

high. This can be attributed to fact that if the cell is highly loaded and multiple access requests

from different nodes reach it, the cell cannot choose the correct UE according to GDCA to

globally optimize the total network energy consumption.
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Figure 5.3.: Network energy consumption against per relay energy consumption.

Further evaluations are based on the configurations of the nomadic RNs, including the den-

sity of nomadic RNs, the per RN energy consumption and the RN backhaul link SINR gain.

These evaluations set up the basic requirements for designing the nomadic network and relay

infrastructure in order to achieve performance gain in terms of energy savings.

5.4.2. Impact of the Energy Consumption Model

Fig. 5.3 depicts the energy saving performance with respect to the varying RN static energy

consumptions ([0.01 0.1 1 10 100] Watt), where an average rate requirement of 10 kbps is as-

sumed. Logically for both algorithms, the total energy consumption increases as the RN energy

consumption increases. If each active RN consumes lower than 10 Watt, corresponding to 1%

of the energy consumption of a BS, the energy saving performance is close to the case when RN

causes no energy consumption. The total energy consumption only significantly increases when

an RN reaches a level of 10% energy consumption of a BS. Note that the energy consumption

of a low power node is in practice at the level of 10 Watt, and therefore, the concept of nomadic

network has the potential to save energy in a realistic network.

5.4.3. Impact of Relay Density and Antenna

In Fig. 5.4 (a), the energy saving performance is depicted for different densities of RNs, where

the UE average rate requirements is set to 100 kbps. It can be easily concluded from the figure

that higher RN density results in more energy savings by using the proposed algorithm. In
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Figure 5.4.: Impact of nomadic relay density and antenna gains.

contrast, higher RN density leads to slightly more energy consumption by using the SINR based

algorithm, since more RNs are activated without switching off any BSs. As the number of RNs

increases from 50 to 200, around 10% less energy consumption is required to the support the

QoS of all the UEs. The performance improvement is due to the fact that the extra RNs imply a

higher possibility of having suitable RNs to redirect data traffics for energy saving purposes. It is

worth noting that the proposed the distributed algorithm performs comparably to the centralized

algorithm which relies strongly on channel feedbacks and computational complexity.

At last, we evaluate the network performance considering another important aspect - the RN

backhaul performance gain. Since more space is available for designing the vehicle antennas,

the backhaul link performance gain can be achieved through smart antenna designs or advanced

signal processing techniques such as MIMO and interference cancellation. In Fig. 5.4 (b), we as-

sume that the backhaul SINR gain varies from 0 dB to 9 dB, where the average rate requirement

is 10 kbps. The backhaul link SINR gain increases the BS coverage on one hand, and reduces

the backhaul link resource consumption on the other hand. Hence, it can be seen that 10%

more energy savings in a low rate scenario can be achieved if 9 dB the backhaul link gain can

be achieved. With the centralized DRRLT algorithm, more energy saving potentials, however,

limited up to 10%, can be achieved with higher antenna gains compared with the proposed

distributed algorithm in this Chapter. Therefore, the distributed algorithm is a more practical

and suitable implementation for energy saving in the nomadic relaying networks.
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Chapter 6.

Distributed Power Control with Active Cell

Protection

This chapter is written based on [20] and we focus on the power control problem for reducing the

dynamic energy consumption. First, we introduce a new SIF - the power interference function,

based on which, we derive the feasibility and optimality condition for the energy saving problem.

Then, we propose a distributed power control algorithm to keep the active cells remaining

active during the transient phase of the activation procedure, i.e., they have enough resources

to support the QoS of the connected nodes. The convergence of the algorithm is analyzed under

both the static and the dynamic interference model. Furthermore, the algorithm is enhanced by

adaptively updating a control parameter to avoid violating the power constraints in practical

system.

6.1. Power, Interference and Load Coupling

6.1.1. Explicit Power Load Function

In chapter 4, we have proven the existence of an explicit load function that takes only the

assignment vector x as its input argument. Fixing the assignment, we can have a similar

conclusion on the existence of an explicit power load function.

Proposition 6.1. Let P : {p ∈ R
M+K
+ |∃ρ≥0,ρ > F(ρ,p)} 6= ∅. Then, exists a continuous

differentiable function H : P → R
M+K
+ such that ρ = H(p) takes power vector p as argument.
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Proof. The proof is omitted since it can be done the same way as the proof of Proposition 4.3

and Proposition 4.4.

Lemma 6.1. If α > 1 and p > 0, H(αp) < H(p) element-wise.

Proof. Let σ ∈ R
N+K
++ denote the vector that contains the receiver-side noise. Then, we extend

the arguments of H to ρ, p and the noise vector σ, i.e., F(ρ,p) = F(ρ,p,σ). Furthermore, let

H(p,σ) denote the explicit power load function implied by

F̃(ρ,p,σ) , ρ− F(ρ,p,σ) = 0. (6.1)

According to the implicit function theorem,

Jσ

H(ρ,p,σ) = −Jρ

F̃
(ρ,p,σ)−1Jσ

F̃
(ρ,p,σ), (6.2)

where

J
σj

Fi
(ρ,p,σ) = −

rjxi,j
biωi,j(1 + τi,j)(

∑

d6=i pdgd,jρdsd,j + σj)
(6.3)

According to [18, Prop.2], the inverse of Jρ

F̃
(ρ,p,σ) exists with only non-negative elements.

Moreover, it can be easily concluded from (6.3) that Jσ

F̃
(ρ,p,σ) is a matrix with only negative

entries. Thus, Jσ
H(ρ,p,σ) > 0 for σ > 0, indicating a monotonically increasing property on σ

according to Lemma 4.1. Therefore, for α > 1,

H(αp,σ) = H(p,σ/α) < H(p,σ). (6.4)

The equality yields since F(ρ, αp,σ) = F(ρ,p,σ/α), and therefore, ρ = F(ρ, αp,σ) and ρ =

F(ρ,p,σ/α) have the same fixed-point, i.e., ρ = H(αp,σ) = H(p,σ/α).

6.1.2. Load Interference Function

We define I(p) = [I1(p), . . . , IM+K(p)] : RM+K
+ → R

M+K
++ to be the vector of the Load Interfer-

ence Functions:

Ii(p) =







piρi(p) for pi > 0,
∑

j∈U
⋃

R

rjxi,j

∑
d∈B

⋃
R(pdgd,jsd,jρd((p))+σj )

bigi,j
otherwise.

(6.5)

where ρi(p) is the load function defined by the static or the dynamic interference model (if

exists).
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Lemma 6.2. Ii(p) is a well defined positive continuous function: Rn
+ → R++.

Proof. For the static interference model, it is obvious that Ii(p) is positive for p > 0. Fur-

thermore, it is continuous since both pi and ρi(p) are continuous functions. For the dynamic

interference model, we know from Lemma 6.1 and Proposition 4.4 that if H(p) exists, it is posi-

tive and continuous differentiable. Therefore, Ii(p) is positive and continuous for p > 0. Then,

we follow L’ Hospital’s rule for pi = 0:

lim
pi→0+

Ii(p) = lim
pi→0+

∑

j∈Ui

⋃
Ri

rj(1 +
gi,jpi∑

d∈Ii
pdgd,jρd(p)+σj

)

bi
gi,j

(
∑

d∈Ii
pdgd,jρd(p)+σj)

= Ii(p)|pi=0 > 0.

Thus, Ii(p) is a positive continuous function for p ≥ 0.

Lemma 6.3. If Ii(p) is an SIF as in Definition 4.5 for p > 0, it is also an SIF for p ≥ 0.

Proof. Suppose C is the set of cells with zero transmission power, i.e. pi = 0, ∀i ∈ C. For

monotonicity in Definition 4.1, we have ∀p′ ≥ p and ∀i ∈ C that

Ii(p
′) ≥ lim

pi→0+,∀i∈C
Ii(p) = Ii(p),

since Ii is monotonically increasing on p > 0. For scalability in Definition 4.3, we have due to

the scalability on p > 0 that for i ∈ C:

Ii(αp) = lim
pi→0+

Ii(αp) < α lim
pi→0+

Ii(p) = αIi(p).

Furthermore, since the function Ii(0) > 0, Ii satisfies all the conditions for Definition 4.5 which

completes the proof.

Proposition 6.2. I(p) is an SIF in p ≥ 0 assuming the static interference model.

Proof. Since rj , xi,j, si,j, bi and gi,j are all positive constants, it suffices to investigate Ĩi(p) =

pi/log(1 + pi∑
d∈Ii

pd+σj
). Due to Lemma 6.3, we only need to prove that Ĩi(p) satisfies Defini-

tion 4.5 for p > 0.

Let g = log(1 + pi∑
d 6=i pd+σj

) > 0, then the gradient of Ĩi can be formulated as:

J
pi′

Ĩi
(p) = (g ·

∂pi
∂pi′

− pi ·
∂g

∂pi′
)/g2.

For i′ = i, let h = g − pi ·
∂g
∂pi

, then ∂h
∂pi

= ∂g
∂pi

− ∂g
∂pi

− pi ·
∂2g
∂p2i

= pi
(pi+

∑
d 6=i pd+σj)2

> 0, ∀pi > 0.

Therefore, h > lim
pi→0

h = lim
pi→0

g = 0 and J
pi′

Ĩi
(p) = h

g2
> 0. For i′ 6= i, J

pi′

Ĩi
(p) =

−pi·
∂g
∂p

i′

g2
=
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1
log2(1+

pi∑
d 6=i pd

+σj
)

p2i
(
∑

d 6=i pd+σj)2
> 0. Hence, J

pi′

Ĩi
(p) > 0 for every i′ and i, which results in the

monotonicity of Ĩi(p).

For scalability, it can verified that J
σj

Ĩi(p)
= 1

g(1+
pi∑

d 6=i pd+σj
)(
∑

d 6=i pd+σj)
> 0. Thus,

Ĩi(αp) =
αpi

log(1 + pi∑
d∈Ii

pd+σj/α
)
<

αpi
log(1 + pi∑

d∈Ii
pd+σj

)
= αĨi(p).

Therefore, Ĩi(p) satisfies Definition 4.5 for p > 0, indicating that I(p) is an SIF for p ≥ 0.

Proposition 6.3. I(p) is an SIF on P : {p ∈ R
M+K
+ |∃ρ≥0,ρ ≥ F(ρ,p)} 6= ∅ assuming the

dynamic interference model.

Proof. According to Lemma 6.3, it suffices to prove the monotonicity and scalability of Ii(p) =

piHi(p) for pi > 0. For monotonicity, we use the implicit function defined in (6.1) and calculate

the Jacobian with respect to p as

Jp
H(ρ,p,σ) = −Jρ

F̃
(ρ,p,σ)−1Jp

F̃
(ρ,p,σ). (6.6)

We know that Jρ

F̃
(ρ,p,σ) is a GDM over P and hence Jρ

F̃
(ρ,p,σ)−1 is element-wise non-

positive, i.e., Jρ

F̃
(ρ,p,σ)−1 ≤ 0. Furthermore, Jp

F(ρ,p,σ) is non-negative from the proof of

Proposition 6.2, and therefore Jp

F̃
(ρ,p,σ) is element-wise non-negative, i.e., Jp

F̃
(ρ,p,σ) ≥ 0.

Thus, Jp
H(ρ,p,σ) exists as a matrix with only non-negative elements for all p > 0, which

satisfies the monotonicity condition according to Lemma 4.1. For scalability, if α > 1, using

Lemma 6.1 we have easily Ii(αp) = αpiH(αp) < αpiH(p) = αIi(p).

6.1.3. Dynamic Energy Saving Optimization

Having the definition of load interference function in hand and assuming an identical dynamic

energy consumption factor (same di for all i), we can reformulate the energy saving problem in

(3.5) as

minp pT
ρ (6.7a)

subject to 0 ≤ p ≤ p̂ (6.7b)

ρ = F(ρ,p) ≤ 1 (6.7c)
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This is indeed the same optimization problem as in [64], except the constraint (6.7c) is replaced

with the condition that a fixed point load exists, i.e., ρ ≥ F(ρ,p). In this work, we consider a

stricter and more practical constraint where no overload is allowed in the system.

6.2. Optimal Power Control

In this section, we discuss the feasibility and optimality condition for the power control problem

for dynamic energy saving. We first give some preliminary results from the SIR balancing studies

and then derive based on the load interference function the conditions for our problem.

6.2.1. Power Control for SINR Balancing

Assume there are L links or L transceiver pairs in an ad-hoc or uplink scenario. Denote link (i, i)

as the desired link between transmitter i and receiver i and link (i, j), i 6= j as a interfering link.

The power control works in the early time focused on the following SINR balancing problem in

single frequency networks:

min
p

1Tp (6.8a)

subject to τi ≥ γi, for i ∈ 1, . . . L (6.8b)

where γi is the SINR target of link (i, i) and the achieved SINR τi is computed by:

τi =
pigi,i

∑

d=1,...,L,d6=i pdgd,j + σj
, (6.9)

where gd,j is the channel gain of link (d, j) and σj is the receiver side noise at node j.

The condition in (6.8b) can be further written in matrix form as [77]:

(I −D)p ≥ η, (6.10)

where ηi = γiσi/gi,i and D has only non-zero off-diagonal elements which are defined to be

di,j = gi,jγi/gi,i. According to the Perron-Frobenius theory [93], the feasibility condition that a
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positive solution exists can be written as

r(D) < 1, (6.11)

where r(·) denotes the spectral radius of a matrix, which is defined as the maximum modulus

eigenvalue max{|λ| : D− λI is singular}). Then, (6.10) has a nonnegative solution:

p∗ = (I −D)−1 · η. (6.12)

The condition in (6.11) ensures the invertability of (I−D). Furthermore, p∗ is Pareto efficient

in the sense that any other solution p satisfying (6.10) needs at least as much power component-

wise [78]. It means, if exists, i.e., (6.11) is fulfilled, p∗ is the unique optimal solution to the

power control problem in (6.8).

6.2.2. Energy Saving Load Power Balancing

In the network point of view, the SINR balancing problem turns to be the load balancing

problem. In [64, 83], the feasibility condition and optimality condition are formulated based on

the existence of the fixed point iteration. We reformulate and extend the theorems to satisfy

the load constraint defined in our problem.

Lemma 6.4. Suppose F : Rn
+ → R

n
++ is concave, continuously differentiable and monotonically

increasing, then ∃x > 0,F(x) = x if ∃x◦ > 0 such that r(Jx
F (x

◦)) < 1.

Proof. Due to the concavity, we have for x◦ > 0 that

F(x◦)− x◦Jx
F (x

◦) ≥ F(0) > 0. (6.13)

Applying the Perron-Frobenius theory [93], it can be concluded that ∃x > 0, such that (I −

Jx
F (x

◦))x = F(x◦) − x◦Jx
F (x

◦) ≥ F(0) > 0. Since F is concave, we can further conclude that

∃x > 0, such that

x = F(x◦) + Jx
F (x

◦)(x− x◦) ≥ F(x). (6.14)

From [38], we know that a concave increasing function is an SIF if it is defined over Rn
+ → R

n
++.

Therefore, F is an SIF, for which the condition in (6.14) implies the existence of a positive fixed

point x∗ = F(x∗).
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Proposition 6.4 (Feasibility). Assume the worst-case or the dynamic interference model. Given

p > 0 and x ≥ 1, r ≥ 0, the load constraints ρ ≤ 1 of the optimization problem in (3.4c) can

be fulfilled, if ∃p > 0 such that

r(Jp
I (p)) < 1, (6.15)

where I is the load interference function defined in (6.5) under the worst-case interference model,

i.e., I = p ◦F(1,p).

Proof. Since F(ρ,p) is an SIF in ρ, it is equivalent to prove that ∃p > 0 such that F(1,p) ≤ 1

for the existence of a fixed point ρ = F(ρ,p) ≤ 1. Multiplying both sides with positive vector

p, it suffices and necessitates to prove that ∃p > 0 satisfying I(p) = p ◦ F(1,p) < p. This is

also equivalent to prove that ∃p > 0 such that I(p) = p. Therefore, applying Lemma 6.4, the

proof is complete.

Proposition 6.5 (Optimality). The optimal solution for Problem 6.7 yields when the load

vector satisfies ρ = 1.

Proof. Since I(p) is an SIF in p, it following from [81, Lemma 1] that for any feasible power

vector p, p∗ = I(p∗) ≤ I(p). Therefore, at the optimum, p∗ = I(p∗) = p∗ ◦ ρ and hence

ρ = 1.

Based on the feasibility and optimality, we define in the following the δ-Feasibility and δ-

Optimality.

Definition 6.1. A system is called δ-Feasibility, if ∃p ≥ 0 such that ρ ≤ 1
δ and δ ≥ 1.

Definition 6.2. A power vector is called δ-Optimality, if ∃p ≥ 0 such that ρ = 1
δ and δ ≥ 1.

6.3. Distributed Power Control Algorithm

6.3.1. Active Cell Protection

With the load interference function in hand, we proceed along similar lines as [78, 80] and

formulate the distributed power control algorithm with active cell protection as follows:

pi(t + 1) =







δIi(p(t)) for i ∈ At,

δpi(t) = δ(t+1)pi(0) for i ∈ Dt,
(6.16)
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where we denote the active (ρi ≤ 1) and inactive (ρi > 1) sets of cells at time instance t as At

and Dt, respectively. If pi > 0, this can be written in a more compact way as

pi(t + 1) = δpi(t)ρ̄i(p(t)), (6.17)

where ρ̄i is the real load as defined in (2.27). The algorithm can be understood as first scaling

transmission power by the real load and then multiplying with a power incremental δ. Now, we

explain and prove the concept of ACP using Proposition 6.6 and Proposition 6.7. Note that the

proof for the case of ALP is given in [78, 80].

Proposition 6.6. If i ∈ At and δ > 1, i ∈ At+1.

Proof. First, it can be easily concluded from (6.17) that pi(t + 1) ≤ δpi(t), since ρ̄i(p(t)) ≤ 1.

Then, due to the monotonicity and scalability of Ii(p), we have

Ii(p(t + 1)) ≤ Ii(δp(t)) < δIi(p(t)) (6.18)

Therefore,

ρi(t + 1) =
Ii(t + 1)

pi(t + 1)
=

Ii(p(t + 1))

δIi(p(t))
≤

Ii(δp(t))

δIi(p(t))
<

δIi(p(t))

δIi(p(t))
= 1.

Proposition 6.7. If i ∈ Dt and δ > 1, ρi(t+ 1) < ρi(t).

Proof. Using the two facts for proving the Proposition 6.6, we have

ρi(t + 1) =
Ii(t + 1)

pi(t + 1)
=

Ii(p(t + 1))

δpi(t)
≤

Ii(δp(t))

δpi(t)
<

δIi(p(t))

δpi(t)
= ρi(t).

Proposition 6.8. The ALP/ACP is also valid for δ = 1, however, indicating a power reduction

control scheme.

Proof. For δ = 1, (6.18) holds with weak inequality, i.e., Ii(p(t + 1)) ≤ Ii(δp(t)) ≤ δIi(p(t)).

This indicates both Proposition 6.6 and Proposition 6.7 can be further formulated for δ = 1 as:

If i ∈ At, ρi(t+ 1) ≤ 1, while if i ∈ Dt, ρi(t+ 1) ≤ ρi(t).

Remark 6.1. The proposed algorithm becomes the ALP algorithm in [80], if only one UE is

associated with each BS. In this case, cell i is active if:
rj

bilog(1+τi,j )
≤ 1, which is equivalent to

the SINR threshold: τi,j ≥ erj/bi − 1.
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6.3.2. Admissibility and Convergence

Based on the definitions in Section 6.2.2, we distinguish similarly to [80] three different levels

for admissibility. Let P denote the feasible power region of the system and first consider the

unlimited case, i.e., P = R
M+K
+ .

(C.1) Fully admissible: if the δ-Feasibility condition is fulfilled, i.e., there exists p ∈ P such that

0 ≤ ρ(p) ≤ 1/δ;

(C.2) δ-incompatible: (C.1) is not feasible but the feasibility condition is fulfilled, i.e., there

exists p ∈ P such that 0 ≤ ρ(p) ≤ 1;

(C.3) Not fully admissible: (C.1) and (C.2) are not feasible, i.e., there exists no positive power

vector p > 0 satisfying ρ(p) ≤ 1.

Note that ρ(p) is the load vector induced by the power vector p for two different interference

models. For the worst-case interference model ρ(p) = F(1,p), while ρ(p) = H(p) is used for

the dynamic interference system.

Proposition 6.9. In case of (C.1), for every cell i, ρ∗i = limt→∞ ρi = 1/δ and p∗i = limt→∞ pi <

∞, where the vector p∗ is the optimal power vector that minimizes the energy consumption

under the constraints ρ ≤ 1/δ.

Proof. It has been shown in [80] that all cells become active in this case while the algorithm

converges to p∗i = δIi(p
∗) = δp∗i ρ

∗
i . Therefore, we can conclude that ρ∗i = 1/δ. Furthermore, p∗

minimizes the energy consumption, since the maximum load vector 1/δ is reached by p∗.

Proposition 6.10. If (C.1) holds and δ > 1, then the worst-case interference model requires a

higher power at the convergence than the dynamic interference model.

Proof. Let p(1) and p(2) denote the power convergence in case of (C.1) for the worst-case and

the dynamic interference model, respectively. Due to the monotonicity of F in ρ, we have

p(1) = δF(1,p(1)) ◦ p(1) ≥ δF(1/δ,p(1)) ◦ p(1). Furthermore, p(2) = δF(1/δ,p(2)) ◦ p(2) is the

fixed point of p = δF(1/δ,p) ◦ p. In a static interference model with interference ρ
′, I(p,ρ′) is

a vector of SIFs, and therefore I′(p) = δI(p,ρ′) is also a vector of SIFs. Hence, the fixed-point

of I′(p,1/δ), which equals to p(2) is smaller than p(1) element-wise.
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Figure 6.1.: Load and power performance in (C.1).

In Fig. 6.1, the behavior of load and power of a BS and a RN in case of (C.1) is depicted along

the iterations. We simulate an exemplary network with 7 BSs, 50 RNs and 50 UEs. The other

system parameters and details are listed in Table 6.1 in Section 6.5.

It can be clearly seen from Fig. 6.1 that the load of both the BS and the RN iteratively converges

to 1/δ. In accordance with Proposition 6.9, the same convergence value is achieved in both the

static and the dynamic interference model without violating the load constraints. Furthermore,

Proposition 6.10 can be also justified since more power is required for the worst-case interference

model.

Assume {ρ′(t)}t ({p′(t)}t) and {ρ′′(t)}t ({p′′(t)}t) to be the vector of load (power) sequences

generated by the algorithm in (6.16) under the worst-case and the dynamic interference model,

respectively. The convergence in case of (C.2) is summarized in Proposition 6.11-6.12.

Proposition 6.11. In (C.2) holds and δ > 1, for every cell i, 1/δ < limt→∞ ρi < 1. Furthermore,

the load under the dynamic interference model converges to a lower value compared with the

worst-case interference model, i.e., as t → ∞,

1 > ρ
′(t) > ρ

′′(t) > 1/δ. (6.19)

Proof. Following [80, Prop.6], we know that pi → ∞ and all cells become active as t → ∞, i.e.

for every cell i, limt→∞ ρi < 1. This means, p′(t + 1)/p′(t) = δρ′(t) > 1 and p′′(t + 1)/p′′(t) =

δρ′′(t) > 1, indicating that ρ
′(t) > 1/δ and ρ

′′(t) > 1/δ, as t → ∞. Furthermore, we have

ρ
′(t) = F(1,p′(t)) = F(1,p′′(t)) > F(ρ′′(t),p′′(t)) = ρ

′′(t).

Proposition 6.12. If (C.2) holds and δ > 1, then pi → ∞ and the worst-case interference
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Figure 6.2.: Load and power performance in (C.2).

model requires a higher power increase rate at the convergence, i.e., as t → ∞,

p′(t + 1)/p′(t) > p′′(t + 1)/p′′(t). (6.20)

Proof. The proof can be easily done by using the results of Proposition 6.11:

p′(t + 1)/p′(t) = δρ′(t) > δρ′′(t) = p′′(t + 1)/p′′(t) > 1. (6.21)

In Fig. 6.2, the same scenario is simulated as for Fig. 6.1. It can be concluded that both

power and load behave under (C.2) as Proposition 6.11-6.12 state. Diverging transmission

powers are observed in both the worst-cases interference and the static interference model. Note

that in practice, the growth of power to infinity is not possible, and therefore the algorithm

cannot guarantee ACP in (C.2) with power constraints. We will discuss the case in detail in

Section 6.4.

Proposition 6.13. In (C.3) holds, limt→∞ ρi = 1 for i ∈ At, whereas limt→∞ ρi > 1 for i ∈ Dt.

Further, for all i, pi → ∞ and both models have the same behavior in load and power.

Proof. The conclusion follows directly [80, Prop.4]. Since the load converges to a value that is

larger than or equal to one, the dynamic model becomes at the convergence indeed the worst-case

model. Hence, the same power and load convergence will be observed.

The simulation results on the behavior of load and power in (C.3) are shown in Fig 6.3 for the

same power unlimited scenario as for (C.1) and (C.2). It is clearly that in both cases the load and
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Figure 6.3.: Load and power performance in (C.3).

power curves differ only slightly in the first iteration. After, the load of the dynamic interference

model reaches 1, exactly the same performance can be expected then for both models.

Now that there are two different interference models, we point out the performance differences

of the two models with respect to admissibility and convergence.

Proposition 6.14. If (C.1) holds for worst-case interference, it also holds for dynamic interfer-

ence assumption. If (C.1) or (C.2) holds for worst-case interference, (C.1) or (C.2) also holds

for dynamic interference assumption.

Proof. If (C.1) holds for the worst-case model, then there exists p(1) such that H(p(1)) =

F(H(p(1)),p(1)) ≤ F(1,p(1)) ≤ 1/δ; if (C.1) or (C.2) holds for the worst-case model, then there

exists p(2) satisfying H(p(2)) = F(H(p(2)),p(2)) ≤ F(1,p(2)) ≤ 1.

Proposition 6.15. If the system is not fully admissible for dynamic interference (i.e., (C.3)),

it is also not fully admissible for the worst-case interference model.

Proof. The proof is simple since Proposition 6.15 is contrapositive of Proposition 6.14.

Proposition 6.14 and Proposition 6.15 indicate that the two interference models differ only when

it is (C.2) for the worst-case model and (C.1) for the dynamic interference model. This difference

vanishes as the power incremental δ goes to 1, indicating the equivalence of (C.1) and (C.2).

Fig 6.4 illustrates the comparison of load behavior between the worst-case and dynamic load

assumption when the average rate requirement is steadily increased, where the other simulation

parameters are identical with the simulations for (C.1)-(C.3). The two horizontal lines separate

the cases in which the system ends up with under a certain average rate requirement. For
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instance, the system is fully admissible under both static and dynamic interference for rate

requirements lower than 0.9 Mbps. By further increasing the rate requirement, the system

under the worst-case interference model turns to be (C.2) whereas it is either (C.1) or (C.2) for

the dynamic interference model. This can be observed by the different load convergence values

for rate requirements between 0.9 Mbps and 1.1 Mbps, since according to Proposition 6.13, the

two models have the same load convergence in (C.1), but different load convergences in (C.2).

Furthermore, both scenarios are not fully admissible for rates equal or greater than 1.1 Mbps,

since the loads converge to a value that is larger than 1.

6.4. Power Constraints and Implementation

In practical systems, the transmission powers are limited. To take the power limit into account

for (C.1)-(C.3), we denote the power limit by p̂ ∈ R
M+K
+ and denote P = {p|0 ≤ p ≤ p̂}. In

this paragraph, we still refer to (C.1)-(C.3) as the three levels of admissibility but under power

constraints.

It has been pointed out in [80] that full admission cannot be guaranteed for (C.2) in power con-

strained cases since it requires infinite power for convergence. This requires a smaller δ to avoid

(C.2) in a limited power scenario. In particular, from Proposition 6.14 and Proposition 6.15,

we know that (C.2) happens more frequently under the worst-case interference model. On the

other hand, in [79], it is well understood that larger δ trades-off convergence speed with energy

consumption. In this work, energy consumption is not the optimization objective. Hence, we
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can optimize the convergence speed of the algorithm by using large values of δ as long as the

power constraint is not violated. Based on all these observations, we propose an algorithm that

dynamically controls δ as

pi(t + 1) = δ(t)pi(t)ρ̄i(p(t)), (6.22)

where positive initial powers, i.e. 0 < p(0) ≤ p̂ and

δ(t) = mini
p̂i

pi(t)ρ̄i(t)
, for i ∈ B

⋃

R. (6.23)

Remark 6.2. Suppose the system power is bounded by 0 ≤ p ≤ p̂. First, pk(t + 1) =

mini
p̂i

pi(t)ρ̄i(t)
pk(t)ρ̄k(p(t)) ≤ p̂kpk(t)ρ̄k(p(t))

pk(t)ρ̄k(t)
= p̂k. Then, the algorithm in (6.23) chooses the

largest δ(t) at time t. This can be proven by formulating the feasible set of δ(t) which is
⋂

i∈B
⋃

R{δ|1 ≤ δ ≤ p̂i
pi(t)ρ̄i(t)

}. Choosing the largest δ(t) leads to best robustness and speed

of convergence according to the trade-off study in [79] to. Moreover, δ(t) = mini
p̂i

pi(t)ρ̄i(t)
≤

p̂k
pk(t)ρ̄k(t)

= p̂k
pk(t)

, for k ∈ Dt. As long as δ(t) > 1, pk(t) will increase until reaching the power

bound p̂k and δ(t) goes to 1. This means, as long as a cell stays inactive, δ(t) converges to 1.

Thus, if the system is not (C.3), the algorithm in (6.22) ensures full admission.

The algorithm (6.17) or (6.22) is easy to implement in real systems, since both current power

pi(t) and current load ρi(t) are known or can be easily estimated at the cell i. For instance, in

LTE, the UEs are able to measure the RSRP, which is pigi,j , and RSSI, which can be seen as
∑

d∈Ii
pdgd,j + σj . These can be fed back to the cells such that ρi can be computed and the

power control algorithm can be carried out. One critical point for implementation is that the

value of δ should be synchronized among all cells. Especially, dynamical updating of δ requires

to exchange information between the BSs.
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Figure 6.6.: Dynamic energy saving performance versus UE rate density.

Finally, we compare the ACP algorithm in (6.22)-(6.23) with a fixed delta algorithm in a power

constrained scenario such that pi(t + 1) = min{pi(t + 1), p̂i}. Fig 6.5 shows the importance

of choosing a suitable δ: A high δ is preferable for fast convergence but can lead to (C.3).

In contrast, a small δ implies a slow convergence speed. The proposed varying δ algorithm

guarantees admission and achieves a high speed of convergence.

6.5. Energy Saving Performance Evaluation

The ACP properties have been intensively analyzed in the last sections. Now, we assume (C.1)

holds and evaluate the benefit in terms of dynamic energy savings by performing the iterative

power control scheme. A nomadic relay network with 7 hexagon layout BSs and 50 UEs is

simulated. A simple cell selection scheme is used such that the UEs select an RN-BS or directly

connect to a BS on the best end-to-end SINR basis. The other system parameters are listed in

Table 6.1.

Table 6.1.: simulation configurations

Transmission Parameters

initial transmission power 46 dBm for BS & 30 dBm for RN

available bandwidth 10MHz for BS & 10MHz for RN

antenna configuration 2 antennas for BSs, RNs and UEs

Channel and Noise Parameters in [dB]

path loss model for all links as in Table A.2.1.1.2-3 in [11]

noise figure 5 dB at UE & RN

Assuming 100 RNs in the network and a varying user data rate requirements of [0.01, 0.1, 1, 10,
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Figure 6.7.: Dynamic energy saving performance versus RN density.

100] mbps, the performance in terms of dynamic energy consumption is evaluated and displayed

in Fig. 6.7. As comparison, we choose three algorithms: (i) No power control, i.e., all the BSs

and RNs are transmitting at full power. (ii) Applying the power control algorithm with δ = 3

and (iii) Applying the power control algorithm with δ = 1.1.

If the average user rate requirement is lower than 1 Mbps, the proposed algorithm has the

potential of reducing 90% of the total dynamic energy. Furthermore, it can be also concluded

that a lower δ results in lower dynamic energy consumption. In the low rate region, however,

the energy saving difference is not significant compared with a higher δ. As the average user

rate increases, more benefit in terms of dynamic energy saving can be achieved by using smaller

δ. The gain disappears and converges to the full power scheme if the total user rate is too high

and the system is overloaded, since full load and full power is required for all algorithms.

In Fig. 6.7, we assume an average user data rate of 0.5 mbps and analyze the energy saving

potentials with respect to varying amount of RNs. If no power control scheme is applied, the total

dynamic energy consumption does not change too much when the number of RNs increases. In

case of high number of RNs, more RNs are activated and a lower resource utilization is achieved

if no power control scheme is applied. However,the RNs transmit at full power, and therefore

the total dynamic energy consumption remains at the similar level. Significant reduction of

dynamic energy consumption is achieved with more RNs by using the proposed power control

scheme. This can be attributed to the fact that the overall spectral efficiency increases, which

in turn requires lower total energy for delivering a certain amount of information.
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Chapter 7.

Conclusion and Outlook

In this thesis, we have investigated the energy-saving potentials of nomadic relaying networks.

Firstly, a mathematical model has been designed for the nomadic relaying network, taking into

account the user requirement, rate assignment and the network load. Furthermore, we have

formulated a generic interference coordination model and load interference coupling model for

the nomadic relaying network. Based on these models, we have developed an optimization

framework for the nomadic relaying network such that the user requirements are satisfied by

the available resources at the cells. Subsequently, energy-saving optimizations have been carried

out under this optimization framework, where the energy consumption is modeled as the sum

of the l0-norm and the l1-norm of the product of load and the power.

We have divided the energy-saving problem into two sub-problems: a problem for assignment

optimization and a problem for power control optimization. In the assignment-optimization

problem, the properties of load-coupling function have been intensively discussed. For the static

interference model, we have proven that the constraints are non-convex and monotonically in-

creasing. For the dynamic interference model, we have proven the existence of an explicit load

function that is monotonically increasing. Based on the properties, we have reformulated and

relaxed the load function to allow for heuristically solving the problem. The l0-norm objective

is approximated as a strictly concave function that is then further iteratively optimized by LPs

in the framework of the MM-algorithm. Extensive simulation results have been carried out to

confirm the energy-saving potentials of the nomadic relaying network. In the low-traffic period,

more than 50% of energy savings can be achieved by the proposed algorithms. The gain increases

as the density and antenna capability of the nomadic relays can be further boosted. This means

that an enhanced energy-saving performance can be expected if more vehicles are equipped with

high-performance antennas.
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In order to enable a more practical implementation, distributed algorithms have been proposed,

whereby the available LTE measurements are used for the nodes to perform cell selection. Ad-

mission control and sleeping/awaking mechanisms have also been proposed in order to avoid

overloading and to achieve energy savings. Simulation results have shown that the distributed

algorithms achieve significant gains compared with conventional cell selection algorithms. More-

over, in most cases, a similar energy-saving performance is achieved as the centralized algo-

rithm.

Finally, we have focused on the power control problem in order to further reduce dynamic energy

consumption. We have derived the feasibility and optimality condition for power control algo-

rithms under fixed assignments. Then, the power load coupling function has been investigated

analogously as the (assignment) load coupling function. We have proven the existence of an SIF

in both the static and the dynamic interference model. Based on this function, a distributed

power control algorithm has been proposed such that the active cells are protected during the

power ramping procedure. The power control algorithm is proven to converge to the optimal

power vector that optimized the total dynamic energy under certain load constraints. While

taking the power constraints into account, we have proposed an adaptive algorithm to achieve

both optimal convergence speed and optimal system capacity.

Significant energy-saving potentials have been identified in this thesis. However, in order to

fully exploit the benefit of the nomadic relaying network, both technical and business analysis

need to be carried out. Firstly, by jointly optimizing assignments and power, further energy

savings can be achieved, although this implies high complexity in the meantime. Then, the

performance boost and modeling aspects due to application of multi-hop and advanced relaying

techniques can be further investigated. Other objectives, such as load balancing or coverage

enhancement, can also be studied in order to achieve gains in aspects other than energy savings.

Furthermore, the dynamic network performance can be studied in order to jointly consider the

traffic fluctuation in the optimization.

Apart from the aforementioned research directions, the signaling design for the management

of the nomadic nodes is another key topic for practical implementations. Security concepts,

energy supply management and a detailed architecture design are needed for the automotive

manufacturers to integrate the nomadic relaying concept into vehicle architectures.
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Appendix A.

Basic Matrix Operation Rules

We give in this section useful matrix equalities for the thesis. In Appendix A.1, we focus

on the transformations involving Kronecker product and matrix vectorization, whereas matrix

equalities including Hardamard product are discussed in Appendix A.2.

A.1. Kronecker and Vectorization

For any matrice A ∈ R
m×n, B ∈ R

s×t, and X ∈ R
n×s with suitable sizes for matrix operations,

it holds according to [93, Th. 13.26] that:

(BT ⊗A)vec(X) = vec(AXB). (A.1)

Then, by assuming respectively A = I and B = I, the following variants can be derived:

(BT ⊗ I)vec(X) = vec(XB), (A.2)

(I⊗A)vec(X) = vec(AX). (A.3)

Furthermore, if A is a row vector, i.e., m = 1 and A = aT , with suitable size for performing

AX = aTX, we have from (A.3):

(I⊗ aT )vec(X) = vec(aTX) = (aTX)T = XTa. (A.4)
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A.2. Kronecker, Hardmard and Vectorization

For two vectors, x and y, of the same size, Hardmard production can be transformed into normal

matrix product as

x ◦ y = diag (x) · y = diag (y) · x. (A.5)

Given any matrices A, B of the same size and a vector x that has the suitable size for performing

Bx, we can apply (A.5) and (A.2) to (A ◦B)x such that

(A ◦B)x = (xT ⊗ I)vec(A ◦B) = (xT ⊗ I)diag (A) vec(B). (A.6)

It can be easily verified from the definition of the matrix product that

Ax = (A ◦ (1⊗ xT ))1. (A.7)

Therefore (A ◦B)x can be also written as

(A ◦B)x = (A ◦B ◦ (1⊗ xT ))1. (A.8)

Furthermore, consider vectors x, y and z with the same size as. Then, by (A.6), we have

zT · (y ◦ x) = (yT ◦ zT ) · x

= (xT ⊗ I) · diag
(
zT

)
· vec(yT ) (A.9)

= xT · diag (z) · y,

whereby the position of x, y and z can be arbitarily switched.

Without giving details of proof, we further state the following matrix equality:

([1]T ⊗ a) ◦B)r = a ◦ (B · r), (A.10)

which can be generalized as

([1]T ⊗A) ◦B)(r⊗ I) = A ◦ (B(r⊗ I)). (A.11)
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Appendix B.

Quadratic Forms

B.1. Quadratic and Bilinear Form

Following [84], we summarize the main properties of the quadratic form.

Definition B.1. A quadratic form of the variables x ∈ R
n is a polynomial function Q : Rn → R,

where all terms in the functional expression Q(x) have order two.

Lemma B.1. A function f(x), x ∈ R
n is a quadratic form if and only if it can be written as

f(x) = xTAx, (B.1)

where A ∈ R
n×n is a symmetric matrix.

Definition B.2. Let Q(x) = xTAx, x ∈ R
n be a quadratic form, with associated symmetric

matrix A ∈ R
n×n. Then, A is

• positive (semi)-definite, if Q(x) > 0(Q(x) ≥ 0) when x 6= 0;

• negative (semi)-definite, if Q(x) < 0(Q(x) ≤ 0) when x 6= 0;

• indefinite, if Q(x) takes both positive and negative values.

The convexity of the quadratic form can be decided by the Proposition B.1.

Proposition B.1. Let Q(x) = xTAx, x ∈ R
n be a quadratic form, with associated symmetric

matrix A ∈ R
n×n. Then we have:

• Q is strictly convex (or convex), if and only if A is positive (semi)-definite;
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• Q is strictly concave (or concave) if and only if A is negative (semi)-definite.

B.2. Semidefinite Programming Relaxation

We explain in this section according to [94] the SDP relaxation of Quadratically Constrained

Quadratic Programming (QCQP). Consider the following QCQP

QCQP: min
1

2
xTQ0x+ aT0 x

subject to
1

2
xTQix+ aTi x ≤ bi i ∈ I

1

2
xTQix+ aTi x = bi i ∈ E

l ≤ x ≤ u,

where x,ai ∈ R
n, Qi ∈ R

n×n, while I and E are sets of inequalities and equalities, respectively.

Furthermore, we assume that the bounds are limited, i.e., −∞ < l < u < ∞, and the matrices

Qi are all symmetric.

The problem is convex if and only if all matrices are positive-semidefinite, i.e., Qi � 0. For non-

covex problem, SDP relaxation can be applied, where the idea is to impose a convex constration

X � xxT instead the non-convex constraints X = xxT

SDP: min
1

2
tr (XQ0) + aT0 x

subject to
1

2
tr (XQi) + aTi x ≤ bi i ∈ I

1

2
tr (XQi) + aTi x = bi i ∈ E

l ≤ x ≤ u

X− xxT � 0.

This can be more compactly written as:

SDP: min tr
(

X̃Q̃0

)

subject to tr
(

X̃Q̃i

)

≤ 0 i ∈ I

tr
(

X̃Q̃i

)

= 0 i ∈ E (B.2)

l ≤ x ≤ u

X̃ � 0.
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where

X̃ =




1 xT

x X,





and

Q̃ =




2bi aTi

ai Q.





If the orginal problem is convex, the Problem B.2 is equivalent to the origninal problem. If the

orginal problem is not convex, the Problem B.2 can be unbounded, but bounds can be easily

formulated, e.g., by multiplying the bounds of x, we have l · lT ≤ X ≤ u · uT

B.3. Reformulation Linearization Techniques

Introduced in [95], RLT, as called McCormick convex relaxation, is another technique for solving

non-convex QCQP. The basic concept of RLT is to multiply the inequality constraints of the

orignal problem. For instance, by multiplying the two upper bounds we have

(x− u)(x− u)T = X− uxT − xuT + uuT ≥ 0.

Therefore the RLT reformulation of the problem can be written as, where :

RLT: min
1

2
tr (XQ0) + aT0 x

subject to
1

2
tr (XQi) + aTi x ≤ bi i ∈ I

1

2
tr (XQi) + aTi x = bi i ∈ E

l ≤ x ≤ u

X = XT

X− uxT − xuT + uuT ≥ 0

X− lxT − xlT + llT ≥ 0

X− uxT − xlT + ulT ≤ 0

X− lxT − xuT + luT ≤ 0

Note that the last two constraints are in fact identical. Furthermore, the condition that X

is symetric is also included in the reformulation, resulting in an ordinary LP with n(n + 3)/2

variables and a total of m+ n(2n+ 3) constraints.
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B.4. Reduced Reformulation Linearization Techniques

RRLT can be seen as the application of RLT to the equality constraints, resulting in the cance-

lation of the higher order constraints. The Concept of RRLT is explained in [87] and we explain

here the basic principles. Consider a QCQP with linear equality constraints:

QCQP2: min
1

2
xTQ0x+ aT0 x

subject to
1

2
xTQix+ aTi x ≤ bi i ∈ I

aTj x = bj j ∈ E

l ≤ x ≤ u,

where x,ai ∈ R
n, Qi ∈ R

n×n, while I and E are sets of inequalities and equalities, respectively.

We can make use of the equalities by multipling the inequalities with the coefficient in the linear

equalities, yielding:

aj(
1

2
xTQix+ aTi x) ≤ ajbi, i ∈ I, j ∈ E .

By noting the fact that ajx
T = bT

j , we can simplify it as

1

2
bj

TQix+ aja
T
i x ≤ ajbi i ∈ I, j ∈ E ,

or more campactly as:
1

2
BTQix+AaTi x ≤ Abi i ∈ I,

where A and B are matrices containing aj and bj as column vectors. It has been shown in [87]

that this linear constraint is redundant with respect to the original constraints.

Especially, we develop a special case of Bilinear Programm (BLP):

BLP: min
1

2
xTQ0y + aT0 x

subject to
1

2
xTQiy + aTi x ≤ bi i ∈ I

aTj y = bj j ∈ E

lx ≤ x ≤ ux, , ly ≤ y ≤ uy

Assume Qi is separatable, i.e., Qi = hig
T
i . Therefore, by assuming Z = xyT , we have an extra
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reformulation of the problem as

BLP-R: min
1

2
hT
i Z0g + aT0 x

subject to
1

2
hT
i Zig + aTi x ≤ bi i ∈ I

aTj y = bj j ∈ E

lx ≤ x ≤ ux, , ly ≤ y ≤ uy.

Therefore, we end up with the equalites constraint Zaj = xbTj .
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Appendix C.

Load Power Coupling Function

C.1. Implicit Function Theorem

Though there are many variations, we formulate for the thesis the differentiable implicit function

theroem the based on [96, Theorem 1].

Theorem C.1 (Differentiable Implicit Function Theorem). Suppose a function F : X ×Y → Y,

where X and Y are open sets on R
x and R

y, respectively.

If F(x∗,y∗) = 0, F is differentiable on X × Y and F is surjective with respect to y and , i.e.,

JF
y (x,y) is invertable on X × Y,

Then, there exists a unique differentiable function G : X → Y in the neighborhood of (x∗,y∗)

such that y = G(x) with

JG
x (x∗) = −(Jy

F(x
∗,G(x∗)))−1Jx∗

F (x,G(x∗)).

C.2. Generalized Diagonal Dominated Matrix

Definition C.1 (GDM [86]). A matrix H is a GDM if

• H has non-negative elements on the diagonal and non-positive elements elsewhere;

• there exists an all positive vector s, such that H · s is an all positive vector, i.e., H · s > 0.

Furthermore, H is non-singular and H−1 has only non-negative elements, i.e. H−1 ≥ 0.
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Acronyms

ABS Antilock Braking System

ACP Active Cell Protection

ALP Active Link Protection

AMC Adaptive Modulation and Coding

BLP Bilinear Programm

BS Base Station

CAN Control Area Network

CCS Closest Cell Selection

CDMA Code Division Multiple Access

CE Consumer Electronics

CMU Centralized Management Unit

CoMP Coordinated Multipoint Transmission and Reception

CSI Channel State Information

DCAG Distributed Cell Selection and Admission Control for Generic Energy Saving

DCAS Distributed Cell Selection and Admission Control for Static Energy Saving

DSRC Dedicated Short-Range Communications

DSP Digital Signal Processing

DPC Distributed Power Control

DPM Dynamic Power Management

DRRLT Dynamic Reduced Reformulation-Linearization Technique

DTX discontinuous transmission

D2D Device to Device
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ECR Energy Consumption Ratio

ECU Electronical Control Unit

EDGE Enhanced Data Rate for GSM Evolution

eNodeB evolved Node B

EPC Evolved Packet Core

ESP Electronic Stability Program

E-UTRA Evolved-UMTS Terrestrial Radio Access

GDCA Generic Distributed Cell Selection and Admission Control

GDM Generalized Diagonally Dominant Matrix

GIF General Interference Function

GPRS General Packet Radio Service

GSM Global System for Mobile Communications

HSPA High Speed packet Access

IBU Iterative Backhaul Updating

ICT Information and Communication Technology

IoT Internet of Things

IMT International Mobile Telecommunications

ISD Inter Site Distance

ITS Intelligent Transportation System

LIN Local Interconnect Network

LP Linear Program

LTE Long Term Evolution

MIMO Multiple Input Multiple Output

MIB Master Information Block

MM Majorization Minimization

MME Mobility Management Entity

MMS Multi Media Messages

MNO Mobile Network Operator

MOST Media Oriented Systems Transport
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M2M Machine to Machine

NMT Nordic Mobile Telephone

NP Non-deterministic Polynomial-time

NTT Nippon Telegraph and Telephone

OEM Original Equipment Manufacturer

OFDM Orthogonal Frequency Division Multiplexing

OPEX Operational Expenditure

PA Power Amplifier

PBCH Physical Broadcast Channel

PCRF Policy and Charging Rules Function

PCU Policy Control Unit

PRB Physical Resource Block

PSS Primary Synchronization Signal

P-GW Packet Gateway

QCQP Quadratically Constrained Quadratic Programming

QoS Quality of Service

RAN Radio Access Network

RAT Radio Access Technology

RDPC Robust Distributed Power Control

RF Radio Frequency

RLT Reformulation-Linearization Technique

RN Relay Node

RRLT Reduced Reformulation-Linearization Technique

RRM Radio Resource Management

RS Relay Selection

RSRP Reference Signal Received Power

RSSI Received Signal Strength Indicator

RSRQ Reference Signal Received Quality

SAE System Architecture Evolution
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SDP Semi-Definite Programming

SE Spectral Efficiency

SIB System Information Block

SINR Signal-to-Interference-plus-Noise-Ratio

SIF Standard Interference Function

SIR Signal to Interference Ratio

SLR Sequential Linear Reformulation

SMS Short Message Services

SON Self-Organizing Network

SRR SDP and RLT Relaxation

SSS Secondary Synchronization Signal

S-GW Service Gateway

TDMA Time Division Multiple Access

TTT Time to Trigger

UA User Association

UE User Equipment

UMTS Universal Mobile Telecommunications System

V2V Vehicle-to-Vehicle

V2I Vehicle-to-Infrastructure

VANET Vehicular Ad Hoc Network

WAVE Wireless Communication in Vehicular Environments

WCDMA Wideband Code Division Multiple Access

WLAN Wireless Local Area Network

1G First Generation

2G Second Generation

3G Third Generation

3GPP Third Generation Partnership Program

4G Fourth Generation

5G Fifth Generation
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