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Abstract

Recommender systems have become a ubiquitous feature on the World Wide
Web. Today, most websites use some form of recommendation to heighten their
users’ experience. Over the last decade, vast advancements in recommendation
have been done, this has however not been matched in the processes involved
in evaluating these systems. The evaluation methods and metrics currently
used for this have originated in other related fields, e.g. information retrieval,
statistics, etc. For most cases, these evaluation processes are able to show how
well a recommender system performs – to some point. However, after a certain
threshold, it is not often clear whether a lower error, or higher accuracy metric
accounts for an actual quality improvement.

This dissertation focuses on the research question how can we further estimate
whether a measured accuracy level actually corresponds to a quality improve-
ment from the user’s perspective, or whether the measured improvement is lost
on the end user. We introduce some of the concepts related to recommen-
dation quality and user perception, and continue on to show that currently
widely-used evaluation metrics do not capture the quality of recommendation
when the algorithm is specifically tuned to offer recommendation of a higher
diversity. Following this we present a formalization of the upper limit of rec-
ommendation quality, a magic barrier of recommendation, and evaluate it in a
real-world movie recommendation setting.

The work presented in this dissertation concludes that current recommendation
quality has outgrown the methods and metrics used for the evaluation of these
systems. Instead, we show how qualitative approaches can be used, with mini-
mal user interference, to correctly estimate the actual quality of recommendation
systems.
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Zusammenfassung

Empfehlungssysteme sind heutzutage ein allgegenwärtiger Bestandteil des World
Wide Web. Viele Webseiten nutzen Empfehlungssysteme, um Benutzerfre-
undlichkeit und das Nutzererlebnis zu verbessern. Während der letzten zehn
Jahre wurden viele Fortschritte in der Forschung zu Empfehlungssystemen gemacht,
allerdings haben die Methoden zur Evaluierung damit nicht Schritt gehalten.
Die Methoden und Metriken zur Evaluation, die derzeit verwendet werden, sind
in den meisten Fällen von anderen, verwandten, Forschungsrichtung wie z.B. In-
formation Retrieval oder Statistik, adaptiert. Bis zu einem gewissen Grad klappt
dieses Vorgehen auch. Mit den aktuell verwendeten Evaluationsverfahren kann
man bewerten, ob eine neue Methode generell funktioniert oder nicht. Man
kann allerdings nicht bewerten, ob Verbesserungen wie ein niedrigerer Fehler
oder eine verbesserte Genauigkeit in der realen Anwendung wirklich zu einer
verbesserten Benutzerfreundlichkeit oder einem besseren Nutzererlebnis führen.

Diese Arbeit beschäftigt hauptsächlich sich mit der Frage, wie man die Evalua-
tion verbessern kann, um besser Vorhersagen machen zu können, ob Verbesserun-
gen eines neuen Empfehlungsalgorithmus auch beim Nutzer ankommen.

Wir benennen einige der wichtigsten Konzepte im Zusammenhang mit der Emp-
fehlungsqualität und Nutzerwahrnehmung und zeigen dann, dass die derzeit
genutzten Evaluationsverfahren nicht die Qualität von Empfehlung erfassen,
wenn der Algorithmus speziell auf Empfehlungen mit höherer Diversität aus-
gelegt ist. Danach präsentieren wir eine Formalisierung der Magic Barrier,
einer oberen Grenze für die beste erreichbare Empfehlungsqualität aufgrund
von fehlerhaften oder schwammigen Nutzerfeedbacks. Wir evaluieren die Magic
Barrier mittels einer Nutzerstudie, in einer Anwendung zu Filmempfehlungen
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mit realen Nutzer und Daten.

Die in dieser Dissertation präsentierten Ergebnisse führen zu dem Schluss, dass
die aktuell verwendeten Evaluierungsmethoden und Metriken nicht Schritt hal-
ten mit aktuellen Ergebnissen in der Forschung zu Empfehlungsalgorithmen
und der erreichten Qualität. Daraus folgend, werden im Rahmen der Arbeit
qualitative Ansätze und deren Anwendung beschrieben, die bei minimaler Ein-
bindung des Nutzers, den tatsächlichen Nutzen eines Empfehlungsalgorithmus
einschätzen können.
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Chapter 1

Introduction

Information search and consumption went through a drastic change with the
advent of the Internet and the World Wide Web (WWW). Suddenly, vast in-
formation resources became available at one’s fingertips, most often without
noticeable delays, costs or effort. This made resources which were previously
difficult or impossible to access, available instantly. Perhaps not unexpectedly,
this was not without drawbacks. The problem of finding the right information
suddenly turned on its head – instead of having too little information, there
was now simply too much of it. The task of harnessing these large amounts
of information soon became too big to handle manually, which in turn led to
a rapid acceleration in the development of intelligent information management
techniques online, e.g. Web search.

Information retrieval did however not begin with the World Wide Web, it is
older than both the World Wide Web and the Internet. However, the increasing
popularity of, and amount of information on the Web certainly accelerated the
scientific advances in intelligent information management [Nat].

In the early stages of the Web, the process of finding relevant websites among
the millions of pages available was achieved by text-based queries. This process
included indexing of pages according to their content, the indexes were then
matched to the queries posted by users. This type of content-based search
was subsequently replaced by more elaborate search algorithms as such became
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available, e.g. PageRank [Pag+99]. As the research area of online information
retrieval matured, Web services automating the processes involved in identifying
relevant information began to appear. Prominent examples of this included
the Lycos1 search engine [Lyc] which was among the first search engines with
automated Web crawlers and automated text classification. Another example,
which later became known as The Internet Movie Database (IMDb), initially
started as the Usenet group rec.arts.movies where users would write and
manually send movie reviews and recommendations to each other [Nee]. Shortly,
this turned into a more or less automated service, which was followed by the
first version of the IMDb2 recommendation website.

With the new technologies developed for the Web, accessing richer content and
information became easier. Ultimately, this led to a paradigm shift in informa-
tion consumption. Before the Web, obtaining information was a lengthy process,
requiring planning in advance and considerable time for execution. Creating in-
formation and making it accessible for others was even more cumbersome and
few people went through the trouble to share their creations. Today, publishing
information requires little resources, is practically effortless, is instant, and has
a potentially world-wide audience. Creating and publishing content is a natural
part of many netizen’s lives. The vast amounts of consistently created informa-
tion, whether in the form of professionally redacted websites (e.g. newspapers),
crowd-sourced content (e.g. wikis, forums, etc.) or nonreviewed personal blogs,
changed the basics of (digital) information consumption and interaction.

More recent Web developments, i.e. the transition from the initial, consumption-
oriented static Web to the more dynamic and content creation-focused Web 2.0,
have led to the Web becoming the provider of not only traditional static media,
e.g. newspapers, linear TV, etc. Today, users of the Web can download or
stream music, movies, TV, etc. without having to adhere to a certain cinema or
TV schedule. The information is available at any time, anywhere, for anyone.
The large amounts of innovative services such as YouTube3, Netflix4, iTunes5,
Last.fm6 and Spotify7 have created cheap, or free, means of accessing movies,
music, magazines and other media. The result of this has been a change in
the consumption patterns of media [BHS10]. Instead of waiting for information
(TV, newspapers) to come to the consumers; the consumers themselves dictate
how, when, and where information is to be consumed. It is up to the service
to provide what the users want, otherwise they simply turn to a service which

1http://www.lycos.com
2http://www.imdb.com
3http://www.youtube.com
4http://www.netflix.com
5http://www.itunes.com
6http://www.last.fm
7http://www.spotify.com
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Introduction

better is better at satisfying their needs.

Instant availability of resources changes the way people interact with them
[AB12]. Whereas previously, consumption of an item required planning ahead,
leaving the confinements of one’s home and purchasing, renting or borrowing a
physical item; today the sought for media is available within seconds or min-
utes, practically removing the planning and anticipation phases. The context
has changed, the effort involved has been removed, the personal cost of a false
positive choice8 can be simply, cheaply, and quickly replaced by a more suit-
able item. Planning has been reduced to browsing, and in that process a new
problem has been created; that of finding the one of few mostly relevant pieces
of information in the vast amount of available information. This change in in-
formation interaction has created the need for better means of assessing what
data is data to what user, with short (preferably no) waiting time.

This is where personalized Recommender Systems have seen their largest use
case on the Internet. Recommender systems have seen an enormous growth in
popularity online, becoming something of a ubiquitous and omnipresent tool
available on almost all major websites9. Not only have recommender systems
become common, they have seen a massive boost in measurable accuracy. With
events such as the Netflix Prize10, development and research in the area of
recommender systems grew and popularized the topic, also bringing a greater
knowledge about these systems to the greater public.

Over the last decade, many initial problems related to recommender systems
were solved. Current state-of-the-art systems generally perform at adequate
accuracy levels [Her+04], in terms of rating prediction or ranking (sometimes
also referred to as top-n recommendation). Research topics in recommender
systems today often focus on specific sub-problems, such as context-awareness,
group recommendation, social recommendations, etc. These systems and ap-
proaches are commonly evaluated using techniques which predate the current
state of information accessibility. Many of these methods have been transferred
verbatim from information retrieval, statistics and other related fields. Some
of the most common evaluation techniques include measures often used in in-
formation retrieval and pattern recognition (precision, recall), economics and
statistics (Root-Mean-Square Error), and signal detection (receiver operating
characteristic). These measures might, however, not always correctly reflect the
actual levels of accuracy of the evaluated recommender systems, as experienced
by the end user. They simply were not designed to capture some of the aspects

8For example, a poorly picked movie or a book that turns out to be bad.
9In June 2012, the top 20 websites on Alexa’s Top 500 ranking (http://www.alexa.com/
topsites/global) all offered some form of personalized recommender system to their users.
Sites on the list include Google, Facebook, YouTube, Yahoo!, Amazon, etc.

10http://www.netflixprize.com
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important in well-functioning recommender systems [Her+04], e.g. a higher pre-
cision does not need to directly translate to the fact that that recommendations
will be perceived as better by the users.

1.1 Motivation

Following the introduction of services such as IMDb [Nee], Amazon11, Grou-
pLens [Res+94], etc., online recommender systems became an everyday tool for
Web users. A tool which provided them with much needed help in discovering
relevant information. As stated earlier, these systems have become ubiquitous in
various fields from shopping (Amazon) to movies (Netflix) and music (Last.fm),
simplifying personalized online information access.

Over the last two decades, a vast amount of research in recommender systems
has lead to great progress in terms of prediction accuracy and scalability. One
of the initial problems in the recommender systems research community was
the lack of appropriate data. Without this, it was difficult, if not impossible
to optimize and evaluate recommendation algorithms properly. This was how-
ever counteracted by initiatives such as the Movielens12 movie recommendation
website, which provided the research community with a large real life dataset
to be used specifically for research personalized recommender systems [Lud].
Subsequently, several more datasets, such as the Netflix Prize dataset, created
opportunities for researchers and practitioners to conduct experiments at even
larger scales.

Today, the majority of the work on recommender systems is based on top-n
(or ranking) recommendation or rating prediction; the former requires bi/unary
interaction data between users and items, whereas the latter requires a dataset
with ratings, and is thus very commonly used in the movie recommendation
domain. Both types of recommender system evaluation also requires these
datasets. For the process of evaluation, these datasets are commonly split into
training and a testing subsets. Usually, the test set consists of items which
are deemed to be representatives of true positive recommendations, e.g. movies
which a user has rated highly, items which are often purchased, and other items
labeled in a positive fashion. The training set consequently includes the remain-
der of the data and, as the name suggests, is used for training of the recommen-
dation algorithm. Other means of evaluation, e.g. through user studies, are less
commonly used. User studies specifically due to the nature of the methods and
experiments involved, i.e. offline evaluation can be quickly run (and re-run) to

11http://www.amazon.com
12http://www.Movielens.org
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evaluate different parameters and settings etc. A user study on the other hand
requires the involvement of actual users, i.e. a different analytical approach and
experimental setup [Kni12; STH12].

In top-n evaluation, the accuracies of the algorithms are measured by their abil-
ity to recommend items from the test set when recommending n items. This
scenario is commonly evaluated through the classical information retrieval met-
rics precision and/or recall. The conviction brought by these metrics is: the
more items from the test set that are recommended, the better the recommen-
dation algorithm performs.

In rating prediction, the accuracy is instead measured through the ability to
correctly predict the ratings given to items in the test set. Metrics used for rating
prediction include Root-Mean-Square Error (RMSE) or normalized discounted
cumulative gain (nDCG). Both of which express the rating prediction error by
the recommender system, i.e. how poorly or how well the recommender was
able to estimate the withheld ratings. In this scenarion, prediction accuracy
can either be measured across the rating scale, or on a subset of items, e.g. only
positively or only negatively rated items13, depending on the recommendation
scenario or goal.

Both top-n evaluation and rating prediction-based evaluation build on several as-
sumptions which could have detrimental effects on recommendation algorithms
optimized solely based on these techniques [APO09; Cre+11a; Her+04; Hil+95].
These assumptions are:

• there is an absolute ground truth which the recommender system should
attempt to identify,

• users are primarily interested in the items which have received the highest
ratings,

• higher top-n accuracy or lower rating error levels translate to a higher
perceived usefulness from the users.

The assumptions make the claim that it is the datasets, not the users, that
dictate how well or poorly the recommender system performs. Even though the
datasets reflect the historical interactions of the user, the assumption neglects
that users, people, do not always act predictably.

By ground truth in the first assumption is meant that people rate items14 conse-

13In the Netflix Prize, the to-date most popular recommendation challenge, the rating pre-
diction quality was measured across the rating scale.

14In the scope of the dissertation these will always be represented by movies.
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quently, that taste is deterministic provided that all relevant information about
the users and their context(s) is available. This assumption also states that, in
addition to being deterministic, users additionally also are consistent in their
rating behaviors. The second assumption relates to the notion of higher is better,
i.e. that users are always interested in the highest rated items and that a low
rated item is always an incorrect. Furthermore, this assumption suggests that
the ratings are static, i.e. that a user always has the same opinion regarding an
already rated item. The last assumption, related to perceived usefulness, simply
stipulates that the more an algorithm can mimic the history of a user, in terms
of item interactions and ratings, the better will it be received by the user.

This evaluation paradigm neglects the inconsistent and non-deterministic as-
pects of human beings [Czi89]. In doing so, it does not necessarily correctly
reflect the users’ perception of the accuracy and quality of a recommender sys-
tem.

This dissertation shows that perceived usefulness as well as noise estimates in
underlying data are factors which need to be taken into consideration when
evaluating recommender systems. The focus of the work is specifically on movie
recommendation systems which allow users to rate items, e.g. Movielens, Net-
flix, Moviepilot, Filmtipset15, etc.

Additionally, the work aims at highlighting some of the problems (e.g. incon-
sistencies in quantitative vs. perceived evaluation) involved in, and drawbacks
of, current evaluation techniques used with rated datasets, as well as propos-
ing methods of overcoming the shortcomings of today’s recommender systems
evaluation.

Furthermore, the dissertation provides a theoretical model for the maximum
optimization possibility using offline evaluation of recommender systems.

The overall goal of the work presented throughout this dissertation is to create
simple and cheap (in terms of additional work required when compared to stan-
dard evaluation) methods of estimating the quality of recommender systems.
The methods apply to both offline evaluation setting, e.g. using training/test
set splits for predicting historical data, as well as in online settings, e.g. where
users are directly involved in the evaluation through user studies or question-
naires.

15http://www.filmtipset.se

6

http://www.filmtipset.se
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1.2 Thesis Contributions

This thesis attempts to answer the following research challenges:

1. How does popularity bias affect recommendation and evaluation?

2. Is diversity in recommendation possible to achieve without sacrificing a
recommender system’s predictive and subjective accuracy?

3. Do metrics commonly used for recommender systems evaluation accurately
correlate to the subjective perceptions of the users who receive the recom-
mendations?

4. Is there an overlap in the perception of different subjectivity metrics?

5. Is there a ground truth, an optimal prediction accuracy value, towards
which recommenders should be optimized?

For these purposes, a number of experiments and studies have been conducted
and evaluated in the scope of this dissertation.

The main contributions from these are:

• The correlation of offline evaluation towards the perceived usefulness of
said recommendations in order to accurately estimate the perceived quality
of a movie recommender system in an offline evaluation scenario. Due to
the simplicity of offline evaluation measurements of quality, being able to
assess quality of a recommender system, as perceived by the user, prior
to a large scale user study can lower the time and work load involved
in planning, conducting and iterating user studies. This contribution is
presented in Chapter 3. The nature of the popularity concept makes
it difficult to mitigate in online evaluation. Even when using elaborate
mitigation approaches, offline evaluation will in most cases show a positive
bias towards popular items, despite the fact that they might have a lower
utility for the end users.

• A standard method for online evaluation of recommender systems through
user studies to be used when planning and evaluating user studies for
estimating the quality of a recommender system. This contribution is
presented in Chapter 4. In contrast to the concepts in Chapter 3, this
work describes an online study in order to subjectively evaluate the utility
of recommendations.
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• A correlation of standard concepts used to measure user-centric evaluation
attributes, e.g. how is the concept of diversity vs. the concept of novelty
perceived by users. This contribution is presented in Chapter 4.

• The formalization of a maximum level of rating prediction accuracy that
a recommender should attain in offline evaluation before further optimiza-
tion becomes useless, i.e. an RMSE level to strive towards which is not
necessarily 0. This concept is known as the Magic Barrier of recommender
systems and is presented in Chapter 5. This concept is infeasible to prove
as it would require infinite re-rating for each user-item pair, the study
conducted does however show the concepts involved and how an estimate
of the magic barrier can be found through minimal user interference. The
work is supported by a user study conducted in a real-life recommendation
system.

Each research chapter (Chapters 3 to 5) focuses on one or several of these
challenges and contributions.

1.3 Approach

The approaches used in this thesis correspond to the current state-of-the-art
in recommender systems evaluation. Results have been achieved by qualitative
as well as quantitative studies of datasets and users in virtual and real-world
environments and situations, with specific focus on the latter. The aim has been
to create methods for correctly evaluating recommender systems in the current
state of research and development.

The process involved the following steps:

• Initial tests of current evaluation methods were conducted in the scope
of Chapter 3 to serve as a basis for the work which followed.

• Analyses of currently used measures were performed in the scope of Chap-
ter 4 in order to understand the correlation of traditional (offline) evalu-
ation methodologies and the more novel (online) methods used today.

• Correlations of common measures used in modern evaluation systems were
analyzed in the scope of Chapter 4 in order to create conceptual guidelines
for online evaluation of recommender systems.

• Finally in Chapter 5 a concept for the lower boundaries of traditional
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evaluation techniques (RMSE minimization) was formalized and evaluated
in a real-world movie recommender engine.

Together these steps form the outline of the dissertation.

1.4 Application Scenarios

The potential applications of evaluation approaches for recommender systems in
rated item sets are manifold. This dissertation focuses on the user-centric eval-
uation of movie recommender systems. The evaluation approaches are general
and can be applied in other recommendation scenarios, but the focus of this
dissertation is specifically movie recommendation. User-centric recommender
systems evaluation attempts to create an evaluation model for recommender
systems not only based on traditional information retrieval methods, but also
on qualitative aspects such as perception quality, and statistical aspects such as
the magic barrier.

Classical information retrieval- and machine learning-based evaluation needs to
be adapted to the concept of personalized recommendation, e.g. statically ap-
plied measures such as precision and recall, or rating error minimization methods
like RMSE might reflect the general trend in which the quality of a recommenda-
tion algorithm is headed. However for optimized evaluation, several additional
attributes need to be taken into consideration. The following section describes
potential application scenarios for the work conducted in the scope of this dis-
sertation.

Perception-based evaluation. When evaluating a recommender system’s qual-
ity, a perception-oriented user study should be conducted in order to accu-
rately estimate the perceived quality of the system, no matter its perfor-
mance in terms of information retrieval-based metrics like precision and
recall. Offline evaluation of a recommendation algorithm shows a gen-
eral trend of the accuracy value for the recommendation system. A user
study conducted in a deployed system provides a more accurate estimate
of the recommendation algorithm as experienced by the system’s users.
Discrepancies between these two have been shown to exist and an in-place
evaluation procedure (e.g. A/B tests) provides a more accurate picture of
the recommender system’s performance.

Perceived quality estimates. When planning and deploying a user study, cer-
tain commonly measured factors overlap; in order to minimize the effort
on the users, some of these could be combined into one. By lowering the
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user effort, the probability of completing the user study is increased, which
ultimately should lead to a more accurate quality estimate of the deployed
system.

Self-assessment of a recommender system’s quality. When deploying a rec-
ommendation system, the quality of the system’s predictions can be mea-
sured through a comparison of predicted ratings and users’ actual given
ratings, e.g. the prediction error. Due to users’ being nondeterministic
by nature, the prediction error does not only correspond to the system’s
quality, it also encompasses the noise generated by users when rating. In
order to accurately self-assess a system’s quality, a set of re-ratings can be
collected, i.e. asking users to rate already rated movies again. Doing this
for an extended period of time will allow for a more accurate assessment
of the system’s magic barrier, and subsequently produce an estimate of
the lowest possible prediction error the system should be able to attain.

This list is not intended to present the complete set of application scenarios, it
serves as an example of the possible use cases the content of this dissertation
can be applied to.

1.5 Outline of Thesis

The rest of this thesis is structured as follows. Chapter 2 starts by positioning
the thesis in the current recommender system research landscape and presents
the challenges tackled in the scope of this dissertation.

Chapter 3 continues to present the problems in the research field, focusing on
issues related to evaluation of recommender systems based on popularity and
skewness in the datasets that are created by recommender systems. Following
a presentation and discussion of the problem, the chapter continues with a
section on related work in this field and presents empirical results dealing with
mitigation of popularity-induced effects in recommender systems. Some of the
issues reported in this chapter are subsequently dealt with in Chapter 4.

Chapter 4 presents the second topic discussed in the scope of this disserta-
tion, namely perception-related aspects of recommender system evaluation. The
chapter discusses both human-computer interaction-related aspects as well as
information retrieval oriented issues which affect the evaluation of recommender
systems. Analogous to the previous chapter, Chapter 4 first introduces the topic
and the challenges encountered, followed by an overview of the current state-of-
the-art in related research. It continues with a description of the experiments
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and results performed and obtained on perception-oriented evaluation and cor-
relation in the scope of the chapter. Finally, it concludes the results and lists a
path for potential future work directions.

The last research chapter, Chapter 5, gives an overview of issues related to
evaluation and optimization of recommender systems, specifically in the con-
text of minimizing rating prediction errors (RMSE). Similarly to the previous
chapters, Chapter 5 starts with an overview of the topic of recommender sys-
tem optimization, positions the chapter in the current relevant state-of-the-art
research. Following this, the research conducted in the scope of the chapter is
presented. The chapter presents a brief conclusion and possible directions for
future work.

Finally, the last chapter, Chapter 6, concludes the work presented in this dis-
sertation by summarizing the contributions, presents currently ongoing and
planned future work, and finalizes this dissertation with some closing remarks.
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Chapter 2

Background

This chapter introduces the concepts and issues related to recommender systems
and their evaluation. The three main areas presented are; a brief historical recap
of recommender systems, a brief overview of the most commonly used datasets in
recommender systems research, an introduction to some of the technical aspects
of recommendation and a broad overview of aspects related to the evaluation of
recommender systems.

2.1 General Overview

Online recommender systems on the Web are, as mentioned in the introduction
of Chapter 1, actually older than the Web itself [BL; Gol+92; Nee]. Early rec-
ommender systems often had quite trivial ways of generating recommendations,
by either manually aggregating lists of items [Nee], or by populating lists by
comparing the size of the word intersection between a liked document and can-
didate documents [BS97], or simply by picking the most popular items (in this
context, documents are a subset of the set items).

Work relevant to this thesis is however more recent. During the last decade,
recommender systems have gone through an extensive evolution process. Specif-
ically, during the three years (2006–2009) of the Netflix Prize, which created
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incentives and possibilities for recommender systems research [BL07; Ben+07].
For the duration of the Prize, Netflix invited participants to make use of a large
dataset from their movie rental service, containing more than one hundred mil-
lion movie ratings given by their users to a subset of items from their catalog.
The challenge was to beat Netflix’s rating prediction algorithm, CineMatch, by
10%. Each year a cash prize of $50, 000 was awarded to the leading team. The
goal was achieved in 2009, and the winning team was awarded $1, 000, 000 for
their effort [Cop09; Net06].

The challenges faced in recommender systems are focused on how to deliver
interesting items to the users, whether like in Netflix’s case the items are movies,
or other various items like on Amazon. Positioning recommender systems in the
data science spectrum, one definition is query-less information search, or implicit
search. The contrary, explicit search, is the kind of information retrieval one
utilizes when posting a search query in a search engine.

The Netflix Prize not only gave recommender systems researchers the opportu-
nity to work on a large real-life dataset, it also brought the field of recommender
systems to the public’s eye, which undoubtedly led to an increase of the amount
of research conducted in the field1. Netflix was of course not the only source to
real life datasets of significant size. The Grouplens2 research group has offered
datasets from its Movielens3 movie recommendation website for an extended
period of time. At roughly ten million ratings4, roughly a tenth of the size of
the Netflix Prize dataset, the dataset has been extensively used in recommender
systems research as well. More recently, there have been several more recom-
mendation datasets released. The biggest one to date was released as part of
the 2011 KDD Cup5 containing a quarter of a billion ratings [KDK11]. This
was, however, in the music domain. Music consumption represents a somewhat
different consumption use case than movies do, e.g. a song lasts a few minutes
whereas a movie lasts several hours. Netflix itself have announced their users’
ratings to be in excess of 5 billion in total [Ama12].

1In June 2012, when conducting a search for the term “recommender system” on the ACM
Digital Library (http://dl.acm.org) and limiting the publication year to before 2007 the
search returned 753 documents. When changing the publication year to 2007 and onwards,
the search returned 2, 633 publications (see screen shots in Appendix). This is of course
not only due to the Netflix Prize, but the trend is clear.

2http://www.grouplens.org/
3http://www.movielens.org
4The size of the largest of the Movielens datasets
5http://kddcup.yahoo.com/
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2.1.1 Datasets

To provide an overview of the different datasets used in this dissertation, this
section briefly introduces the most popular ones, an overview of the dimension of
the datasets is given in Table 2.1. Since some of the datasets represent different
methods of interaction, e.g. music, video on demand, etc., a brief explanation
of the main service provided by the website is given as well.

Filmtipset This dataset is based on a database dump from the Swedish movie
recommendation service Filmtipset. The dataset is not publicly available but
was provided by Filmtipset for research purposes within the scope of this dis-
sertation. Subsets of the dataset have been subsequently released in the scope
of the CAMRa 2010 challenge [SBDL13; SBDL10]. The dataset contains mil-
lions of ratings provided by tens of thousands of users on tens of thousands of
movies. The movie ratings are on a scale from 1 (bad) to 5 (good) in steps of
1. Filmtipset is a movie recommendation website where users enter ratings of
movies they have previously seen. The ratings are subsequently used to provide
personalized recommendations based on a collaborative filtering algorithm [Fil].
The service additionally contains a multitude of information about the movie,
actors, directors, etc. All information, from the ratings to the description of
movies, is user generated. The Filmtipset dataset provides a uniquely rich set
of attributes commonly not found in other recommendation-related datasets
[Sai10].

Last.fm The Last.fm dataset is the only dataset in the scope of this work not
related to movies, nor does it have ratings. It is however very widely used and
was included as a reference to other recommendation domains. The dataset
contains users, the artists they have listened to, and the number of times they
have done so. It contains roughly 360 thousand users, 186 thousand identified
artists, and 107 thousand unidentified artists. The dataset was collected and
released by Òscar Celma [Cel10a] in 2010. Last.fm is music discovery website
that creates a musical profile of the users listening habits (whether on the website
itself or uploaded from a different service). The profile is then used to create a
personalized playlist that can be played through the website [McC11].

Movielens The Movielens dataset is provided by the Grouplens research group
and comes in three sizes, 100 thousand ratings, 1 million ratings and 10 million
ratings. In the scope of this work, only the largest of the three has been used.
It contains ten million ratings on 10 thousand movies by 72 thousand users.
Ratings are on a five star scale with half star increments [Mov]. The datasets
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is one of the most widely used movie rating datasets. Movielens provides a
service similar to Filmtipset mentioned above. Users are encouraged to rate
seen movies in order to receive personalized recommendations [Mov]. The single
biggest difference between Movielens and the other datasets listed here is the
purpose behind the website. The creators claim that the goal of the website is
to collect research data on personalized recommender systems [OZ51].

Moviepilot This dataset is based on a database dump from the German movie
recommendation service Moviepilot. Similarly to the Filmtipset dataset, it is
not publicly available but was provided by Moviepilot for research purposes.
Subsets of this dataset have been released in the scope of the CAMRa 2010
[SBDL10] and the CAMRa 2011 [SBDL11] challenges. The dataset is similar
in size to Filmtipset with the exception that ratings are on a scale from 0
(bad) to 10 (good) in steps of 0.5, uniquely for this dataset is that 0 is a valid
rating. Just as Filmtipset and Movielens, Moviepilot is a recommendation-
centered service where users are expected to rate movies and TV-shows in order
to receive personalized recommendations. The website contains some additional
information regarding movies, actors, etc. and provides trailers for selected
movies.

Netflix The Netflix dataset was released as part of the Netflix Challenge in
2006 [Net06]. The dataset contains in excess of 100 million ratings on nearly
18 thousand movies by 480 thousand users. The ratings are on a five star
scale in 1 star increments. The Netflix dataset (or subsets of it), together
with the Movielens datasets, are arguably the most used rating datasets in
recommender systems research. Netflix differs from the above mentioned movie-
oriented websites as it not only collects ratings from it’s users, it is also a
video-on-demand service, where the recommended movies and TV-shows can
be watched instantly, and rated upon having been seen. What additionally sets
Netflix apart from the other services is that it charges its users a monthly fee,
whereas the others are free of charge. The data is however from a period of time
when the primary consumption method for movies was through DVDs which
were sent through the postal service. The implication of this is that Netflix’s
customers needed to wait a few days between selecting the movie and actually
watching it.

16



Background 2.2 Recommender Systems

Dataset Users Items Interactions Type
Filmtipset 81, 282 64, 747 19, 812, 490 Information
Last.fm 359, 349 160, 154 3, 778, 552, 887 Personalized radio
Movielens 71, 567 10, 681 10, 000, 054 Information
Moviepilot 160, 973 27,148 7, 321, 151 Information
Netflix 480, 189 17, 770 100, 480, 507 Video on demand

Table 2.1: Dataset statistics. Type refers to the type of service the website
offers. Interactions for the movie-related datasets refer to the number
of ratings whereas in the Last.fm dataset the number refers to the
number of times the tracks in the service have been listened to.

2.2 Recommender Systems

Most recommender systems today are, in broad terms, either based on collabo-
rative filtering techniques, content-based techniques, or a combination of both,
so-called hybrid recommender systems [AT05; BHC98; Goo+99; LR07]. The se-
lection of techniques to use for recommendation is based on the recommendation
use case, whether it comes to items (movies, music), words and text (auto com-
pletion tasks in programming and messaging in mobile phones), or bidirectional
recommendations of people (dating websites, job offers). Most of the currently
used techniques are based on similar techniques found in information retrieval
and until recently, recommender systems were commonly classified together with
information retrieval systems [CR11].

Collaborative filtering-based recommendation attempts to identify similarities
between entities (users or items), based on the interaction history of these en-
tities, e.g. movies which have a large intersection in terms of users who have
seen them, or users who have a large intersection in terms of items they have
purchased. Content-based systems, on the other hand, as their name implies,
base recommendations on the content of items, e.g. documents with a large
intersection of words, lists with similar items, etc. [BYRN99; Gol+92]. Hybrid
recommenders, as mentioned above, combine collaborative and content-based
approaches into one unified approach.

Examples of use-cases for content-aware recommender systems are systems which
do not keep track of information about their users, e.g. only recommending
items which are relevant to what is currently being presented to the users. This
includes news websites (presenting articles related to the one currently being
read), shopping websites (presenting books by the same author, DVDs of other
seasons of the same TV series currently being browsed), etc [BS97]. Collab-
orative filtering-based recommendations are common in systems which store
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information about their customers, the most prominent example (especially in
the context of movie recommendation) being Netflix, where recommendations
are based on what other users with similar viewing profiles watch [RV97], i.e
you are probably going to like movies liked by those with similar viewing habits
to yours.

The two most common use cases for recommender systems are item ranking and
rating prediction [DSM10; Her+04; SBZ11]. The latter, for obvious reasons, is
only applicable in scenarios where the underlying data contains ratings. The
former is a more general approach which can be applied to various types of
data, e.g. explicit interaction (purchases, tags, ratings, etc.), or implicit data
(e.g. viewed profiles, or even mouseovers6) [Sar+00a]. There are additional
constraints brought by the user interfaces in which the systems are used, e.g. a
website recommending a physical item for purchase has a different context than
a telemarketer recommending a new telephone contract to a potential customer.

The scope of this dissertation does however not extend beyond the use case of a
website recommending a movie, either for direct consumption through stream-
ing or for consumption at a later point as the analysis and empirical studies
performed have been on movie-related consumption data specifically. In this
setting, recommendations are most often based on explicit data and the ap-
proaches used are then suitable for this specific use case. These types of rec-
ommender systems commonly use collaborative filtering techniques which are
categorized as either memory-based or model-based. The two techniques differ
in the way the recommendation model is created, i.e. memory-based approaches
use information about the similarities between items or users and create neigh-
borhoods of the most similar entities, and model-based techniques on the other
hand use machine learning techniques to identify latent patterns (factors) in the
data which are not identifiable otherwise.

One of the most commonly used memory-based algorithms, the k -nearest neigh-
bor algorithm finds items to recommend through first building neighborhoods
of the k most similar items. In user-based collaborative filtering (as opposed
to item-based collaborative filtering [Sar+01]), similarities are based on user
actions (e.g. ratings) which are represented as feature vectors. Using a cer-
tain similarity metric, e.g. cosine similarity, the k most similar users create a
neighborhood. Recommendations are then found by identifying the most com-
mon and favorably rated items among all users in the neighborhood that the
candidate user has not interacted with. An exhaustive characterization of the
algorithm and common similarity metrics is given in Chapters 3 and 4.

Model-based recommendation algorithms became popular through the Netflix

6A mouseover is the act of hovering over a hyperlink or any other item
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Prize, partly due to the simple fact that this type of algorithms performed ex-
tremely well in the scope of the challenge, and were ultimately part of the win-
ning ensemble algorithm [AB12]. Among the more readily used algorithms part
of this family are those based on matrix factorization, e.g. singular value de-
composition (SVD) [DK90] and latent dirichlet allocation (LDA) [BNJ03]. SVD
is currently implemented in most of the available open source frameworks for
recommendation, e.g. Mahout7, LenskitRS8, MyMediaLite9, etc. The selection
between model-based and memory-based methods depends on data structure,
size, and other practical as well as theoretical requirements.

In the scope of this dissertation, only memory-based algorithms have been used.
This is due to the general applicability of the recommendation and evaluation
approaches studied. The concepts presented are however easily transferable to
the model-based family of algorithms.

2.3 Evaluation of Recommender Systems

Due to the similarities to information retrieval systems such as search engines,
question answering systems, etc., the evaluation of recommender systems has,
to a large extent, been based on information retrieval concepts such as preci-
sion, recall, F-measure, etc. These measures represent some form of quality of
the system, e.g. the higher the precision and/or recall value is, the more ac-
curate the system is. However, even though information retrieval systems and
recommender systems are similar both in their use and implementation, there
is a distinct contextual difference; whereas retrieving a known (but sought for)
item is positive, recommending a known item has far lower utility. In respect to
this, many of the traditional metrics used in information retrieval cannot accu-
rately represent the quality of a recommender system, at least above a certain
threshold [Her+04].

2.3.1 Metrics and Methods

Recommendation qualities are commonly expressed through a number of met-
rics and methods. The choice of these is often based on the type of dataset used
in the system, the use case, expected outcome, etc. Arguably the most com-
mon metric in recommender systems (and information retrieval) is the precision

7http://mahout.apache.org
8http://lenskit.grouplens.org
9http://www.mymedialite.net
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(P) and recall (R) pair [Her+04]. These metrics are usually applied in offline
train/test scenarios, where algorithms are trained using a portion of the avail-
able data and then evaluated by comparing predictions to a withheld portion of
the data, i.e. true positive recommendation.

Precision is the fraction of relevant retrieved documents. In a recommender
system evaluation setting it corresponds to the true positive fraction of recom-
mended items. Recall is the fraction of all relevant items which are retrieved.
The formula for calculating precision is shown in Eq. (2.1) while recall is shown
in Eq. (2.2). In both equations, relevant refers to the complete set of relevant
items, and retrieved refers to the complete set of retrieved items.

P =
|{relevant} ∩ {retrieved}|

|{retrieved}|
(2.1)

R =
|{relevant} ∩ {retrieved}|

|{relevant}|
(2.2)

Commonly, precision is expressed as precision at k where k is the length of the
list of recommended items, e.g. P@1 = 1 would indicate that one item was
recommended, and the item was deemed to be a true positive recommendation,
P@2 = 0.5 would indicate that two items were recommended and one them was
deemed a true positive, etc.

Variants of precision used for recommender evaluation include Average Precision
(AP) and Mean Average Precision (MAP). Both these metrics are used when
more than one item is recommended. They extend the precision metric by
taking into consideration the position of true positive recommendations in a list
of recommended items, i.e. the position k in a list of n recommended items in
Eq. (2.3). rel(k) is a binary classifier taking the value 1 if the item at position k
is relevant and 0 otherwise. Mean Average Precision additionally averages the
scores at each k, i.e. as shown for position q in Eq. (2.4).

AP =

∑n
k=1 (P (k)× rel(k))

|{relevant}|
(2.3)

MAP =

∑Q
q=1AP (q)

Q
(2.4)

Other common metrics, used in the context of rating prediction, are the Root-
Mean-Square Error (RMSE) and normalized Discounted Cumulative Gain (nDCG).
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In contrast to precision-based metrics, RMSE attempts to estimate the recom-
mendation algorithm’s rating prediction error, e.g. by comparing predicted rat-
ings to actual ratings. The lower the error, the better the algorithm performs.
RMSE is calculated as shown in Eq. (2.5), where X,Y are two rating vectors
(e.g. predicted item ratings vs. actual item ratings), where each position in
the vector corresponds to the rating of a specific movie and n the size of the
intersection of nonzero elements in both vectors.

RMSE(X,Y ) =

√∑n
i=1 (xi − yi)2

n
(2.5)

nDCG and DCG on the other hand measures the usefulness (relevance) of a
document based on its position in the list of recommended items. In a rating
scenario, this corresponds to how high the predicted ratings of the top-k items
are, the formula is shown in Eq. (2.6) where the gain (the predicted rating) of
each item i for each user u in a list of J items is represented by guij . nDCG is
the DCG over the true DCG, i.e. ideal DCG (IDCG) – the actual ratings, as
shown in Eq. (2.7).

DCG =
1

N

N∑
u=1

J∑
j=1

guij
max(1, log2 j)

(2.6)

nDCG =
DCG

IDCG
(2.7)

In the context of this dissertation, precision, recall and RMSE are used in offline
testing. When evaluating recommendations through user studies, more subjec-
tive qualities of the recommended items can be collected. Commonly, in online
evaluation of recommender systems, A/B testing is conducted in order to study
how subsets of users respond to different recommendation algorithms. In the
most basic case of recommender system testing, A/B testing is the process where
separate groups of users are unknowingly exposed to different recommendation
algorithms. Their interaction data with the system, e.g. ratings, is then ana-
lyzed and compared in order to find which algorithm performed best compared
to the baseline. These tests require the populations exposed to the algorithms
to be of substantial size in order to generate reliable data [KWK11].

Chapter 4 shows how a correlation of different perception-oriented qualities can
be attained and discusses the evaluation of a system based on both offline and
online metrics.
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2.3.2 The Utility of Recommendation

Traditional recommender system evaluation is based on the train/test split con-
cept, where a portion of already collected data is used to train an algorithm,
and a portion of withheld data is used for validation. In the movie recom-
mender use case this boils down to extracting a subset of a user’s ratings, using
the remaining data to train the algorithm and either seeing how well the rec-
ommendation predicts the withheld ratings (in rating prediction scenarios), or
(in the top-k scenario) how highly recommended the withheld, highly rated,
movies are. The lower the rating prediction error, or the higher the precision,
the better is the recommendation algorithm [Her+04] deemed to be. This type
of evaluation offers a seemingly accurate estimation of the actual recommen-
dation quality. The actual quality is the quality as perceived by the end user.
The challenge with this type of (offline) evaluation is the lack of direct user
feedback, i.e. a movie which is recommended will only be deemed as a positive
recommendation if it has already been seen by the user. In the cases where
the recommender finds movies which would have been positively rated by users
in a real case, the evaluation metric will still point the recommendation out
as a false positive. This misalignment with the real world becomes a problem
when recommendation algorithms become more and more accurate. At some
point, when using traditional metrics to estimate the ability of recommenders,
these metrics can create deterring results, over-optimizing on factors which only
present themselves in synthetic evaluation settings [APO09; Ama+09; Sai+12b;
Sai+12f]. Similar challenges exist in non-recommendation-centric information
retrieval scenarios, where approaches like relevance feedback [SB97], continuous
crawling [BP98], etc. [SC12] are used to mitigate the effects.

This type of evaluation, referred to as offline evaluation in the context of this
thesis, has other qualitative drawbacks as well, e.g. it is strongly affected by any
biases contained in the datasets, due to which it often can create even greater
biases [SJA12] lowering the utility and the perceived quality of recommendations.

In order to overcome said drawbacks, the evaluation of recommender systems
needs to be based on more recommendation-centric concepts, instead of focusing
on information retrieval methods [Cos+03; Her+04; Sai+12f]. Recommendation-
centric concepts such as novelty, diversity, and serendipity cannot be evaluated
through the traditional methods and objective metrics used in information re-
trieval and recommendation evaluation. There are several more suitable metrics,
e.g. unexpectedness [AT11], intra-list similarity [Zie+05], rank and relevance
[VC11], etc. However, similarly to precision, recall, and other common accuracy
metrics, these are objective measures, not taking the actual user feedback into
consideration.
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There is considerable difficulty in measuring concepts such as serendipity and
novelty without subjective metrics. Subjective metrics, as their name suggests,
measure the subjective opinion of the users. The reason these metrics are better
suited to measure novelty, serendipity, etc. is due to the qualities the concepts
represent. Diversity is the quality of finding something unexpected – when
not looking for it. Novelty is the quality of something being new or unknown.
Diversity, in the context of recommendation, is the quality which represents a
heterogeneous set of recommended items. When putting these values into the
context of offline evaluation, it becomes clear that these concepts cannot be
captured objectively in datasets which represent historical events. For instance,
we cannot deem whether an item will be a surprising recommendation for a
user if this item is already part of the user’s profile, i.e. the user has already
purchased or rated the item. The same applies to novelty.

Diversity can be measured objectively, but will not reflect the users’ subjective
opinions on the quality of the recommender items – these opinions will most
likely be different in different contexts, and as such should be evaluated in the
context of the applied use case.

The perceived quality of recommendations does not solely rely on the predic-
tion accuracy, but also of other subjective concepts like mentioned above. In
order to measure the utility of a recommendation, these factors need to be ac-
counted for as well. In Chapter 3 we look at the effects of popularity of items
on recommendation quality and evaluation. In Chapter 4 recommendations are
evaluated with utility-oriented concepts in mind in order to estimate how both
offline and online evaluation can be implemented in order to properly estimate
the quality of a recommendation. Additionally, the chapter focuses on aspects
of correlation of these subjective measures, e.g. how serendipity novelty are
related to each other in the eyes of the users.
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Chapter 3

Popularity Bias

In this chapter we investigate how this affects the quality of recommendations
presented to users in three different phases of usage; when the users have in-
teracted with few items, so-called cold start; when the users have established a
profile by having rated a few dozen items - a post cold start phase [PT09]; and
finally when the users have rated many items. Our experiments confirm that rec-
ommendation quality during the post cold start phase is negatively affected by
the popularity bias found in the most commonly used recommendation datasets.
With this in mind, we propose that de-biasing weighting schemes be used for
users in the post cold start phase. Additionally we speculate whether traditional
offline evaluation can truthfully capture the actual quality of recommendations.
point in time.

The chapter is structured as follows, first an introduction to concepts related to
popularity bias in given in Section 3.1, this is followed by a survey of the state-of-
the-art in popularity bias-related work in recommender systems in Section 3.2.
After this, an analysis of popularity bias in commonly used recommendation
datasets is presented in Section 3.3, following by an overview of popularity
bias mitigating techniques in Section 3.4. These mitigating techniques are then
applied in Section 3.5 upon which the chapter concludes in Section 3.6.
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3.1 Introduction

The inherent popularity bias in consumption patterns has as side effect that
just by presenting non-personalized lists of popular items will result in a certain
level of satisfaction. However, when we ask ourselves “What items do I want to
get recommended?” ultimately the answer will not be “items that I know of”.
If a recommender system recommends items which are known to me, the end
user, the utility of said recommender system is low [Cre+11b], e.g. there is little
point in recommending an item which the user is aware of (and might actually
have neglected to interact with purposely).

Some items will, for whatever reason, be more popular than others. Whether
due to advertisements, temporal aspects, word of mouth, or any other external
factor. This property has been shown to exist in most data collections containing
user-item interactions, whether in folksonomies [WZB08], books [Lin06], music
[Cel10b; Cel08], movies [SJA12]. To illustrate this, Table 3.1 shows the five
most popular items in three common recommender systems datasets (Movie-
lens, Netflix, Last.fm) as well as two (Filmtipset, Moviepilot) real-world movie
recommendation websites. The first three datasets are not complete, i.e. they
are either collected by third parties through Application Programming Inter-
faces (Last.fm [Cel10a]), intentionally reduced (Movielens [Mov]), or contain a
randomized subset of the complete dataset (Netflix [Net06]). The latter two are
complete, frozen in time, snapshots from the respective services, thus guaran-
teeing the completeness of the data.

The table shows that the five most popular items in each of the datasets have
been rated by between 40% (Netflix) and 80% (Filmtipset) of all users, and
additionally the percentage of how many users rated the items positively (a
rating ≥ 3 on rating scales between 1 and 5 and ≥ 5.5 on rating scales between 0
and 10). In the most extreme case, Movielens, almost all the ratings are positive
(between 92% and 100%). Again, in a setting where similarities between users
are used to generate recommendations, this can lead to (pseudo-personalized)
recommendations, i.e. based more on popularity than on actual similarities in
taste.

Given this popularity bias, the question that arises is whether items such as the
movies “Pulp Fiction” or “Forrest Gump” (in the Movielens case) should be con-
sidered by collaborative filtering recommender systems when trying to identify
similarities between users? Or whether these very popular movies actually imply
a similarity in taste between any two arbitrarily selected users? An alternative
approach is to take the popularity of items into consideration when calculating
the similarities of two users (in user-based collaborative filtering approaches),
this approach is investigated in the scope of this chapter.
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Dataset: Movielens
Movie users positive ratings %
Pulp Fiction 48.7% 100%
Forrest Gump 48.1% 93.7%
The Silence of the Lambs 47.0% 96.9%
Jurassic Park 45.6% 92.0%
The Shawshank Redemption 43.5% 98.6%

Dataset: Netflix Prize
Miss Congeniality 48.5% 79.7%
Independence Day 45.1% 88.1%
The Patriot 41.8% 87.4%
The Day After Tomorrow 40.9% 81.7%
Sam & Janet 40.4% 95.0%

Dataset: Last.fm (ratings are not available in Last.fm)
The Beatles 21.5% N/A
Radiohead 21.3% N/A
Coldplay 18.6% N/A
Pink Floyd 13.6% N/A
Metallica 13.1% N/A

Dataset: Filmtipset
71770415 80.9% 96.0%
4277361 67.9% 93.5%
13285617 66.5% 66.3%
20412823 65.8% 38.4%
32580825 65.7% 44.3%

Dataset: Moviepilot
Titanic 26.0% 58.6%
The Fellowship of The Ring 24.8% 83.0%
The Matrix 24.6% 83.9%
Der Schuh des Manitu 23.4% 66.7%
The Return of The King 21.6% 84.9%

Table 3.1: The 5 most popular items, the percentage of users who have rated or
listened to them, and the percentage of ratings which were positive,
i.e. r ≥ 3 (for Movielens, Netflix and Filmtipset) or r ≥ 5.5 for
Moviepilot, in five recommendation datasets. As Last.fm does not
have ratings, the column has been omitted.
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The problems caused by this type of popularity bias, the ever increasing popu-
larity of a few items, commonly known as the long tail, have been the focus of
many recommender systems-related publications [And06; Her+04; PT08].

The work related to popularity and the long tail conducted in the scope of
this dissertation focuses on weighting schemes for collaborative filtering-based
recommender systems using neighborhood -based approaches.

3.2 Related Work

Popularity bias, commonly known as the long tail, a term popularized by Chris
Anderson in 2004 [And04], is a well-known and widely-researched concept in
recommender systems and information retrieval, e.g. [Goe+10; LL11; PT08;
Yin+12]. Formally, the name refers to the graphical representation of a distri-
bution where a large portion of the distribution is in the “tail”, when compared
to a Gaussian distribution, e.g. Fig. 3.1.

Figure 3.1: The long tail refers to the descending popularity distribution of the
population, i.e. the yellow part of the curve.

Among the earliest works to mention the long tail, in the context of recom-
mendation, described the Knowledge Pump system [GAD98] for sharing and
recommending URLs in a workplace. The authors noted that, even in a small
group of 13 users, there were popularity biases, and that e.g. “. . . a minority of
the users do a majority of the work” [Gla+01].

Lam and Riedl [LR04] look at the problem from a somewhat different perspec-
tive, trying to identify what effect “unscrupulous producers” can cause in rec-
ommender systems when falsely recommending items. They conclude that items
with low popularity are easier to manipulate in order to boost their popularity,
in effect making them popular (which in turn has an effect on the evaluation of
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a recommender system similar to the one discussed in this chapter). A similar
concept, whether recommender systems reduce diversity and cause some items
to be popular, is explored by Fleder and Hosanagar [FH07]. In their work, the
authors compare two types of recommendation systems (real and simulated) and
found that both were biased by popular items, which created a “concentration
bias” in the resulting datasets.

In terms of evaluation and popularity bias, Celma and Herrera [CH08] state that
“Indeed, two out of five tested music recommenders contain John Lennon, Paul
McCartney and George Harrison in their top-10 (Last.fm and the.echotron.com).
Yahoo! Music recommends John Lennon and Paul McCartney (1st and 4th
position, respectively) . . . ”1, the list continues listing other music recommenda-
tion systems that have similar recommendations. Furthermore, they analyze a
dataset from Last.fm to find out what effects this popularity bias has on novelty
in recommender systems. They compare the results of a purely content-based
recommender system to that of a collaborative filtering-based recommender sys-
tems both in the offline case as well as through a user study. Their findings in-
clude an observation that the perceived quality of the collaborative recommender
was higher than that of the concent-based one even though the content-based
recommender was less prone to recommending popular items (not as sensitive
to the effect of popularity as CF). Celma and Lamere presented similar concepts
of music recommendation in the long tail in [CL08; CL11].

Another approach to recommending items from the longs tail was presented by
Park and Tuzhilin [PT08]. In their approach, the authors split the complete set
of items into two subsets, one from the short head (the green part of Fig. 3.1),
and one from the long tail. Following this, recommendations are computed from
each set. This approach creates recommendation results, with sustained, or even
lower prediction errors when compared to a more traditional recommendation
setting, showing the benefit of taking less popular items into consideration.

Several works that propose recommender systems should be evaluated differ-
ently in order to allow for less influence caused by popularity bias include Zhang
[Zha09], where the authors suggests concentration as an evaluation metric. Jam-
bor and Wang [JW10] instead propose a framework for optimizing recommenda-
tion accuracy on multiple objectives including a value which describes to which
extent users are interested in popular items vs. the extent they are interested in
items from the long tail. Cremonesi et al. [CKT10] argue that when evaluating
top-n recommendations, the test sets need to be chosen carefully, otherwise a
small number of very popular items can affect the predicted accuracy negatively.
Steck [Ste11] presents a new evaluation measure for serendipitous items from
the long tail motivated by the the fact that popularity is not only applicable

1http://music.yahoo.com

29

http://music.yahoo.com


3.2 Related Work Popularity Bias

to the test metrics, but also the objective function of the training process of
recommendation algorithms. The author additionally mentions that popularity
bias also affects the amount of feedback items get, i.e. popular items get more
feedback whereas less popular get less of it, not necessarily in proportion to each
user’s true interest. The proposed measure, popularity-stratified recall, weights
the recall measure with a factor inversely proportional to the probability of an
item being rated as relevant.

Koenigstein et al. [KDK11] approached the popularity bias in the Yahoo! Music
dataset by using a known taxonomy of items in order to alleviate the low number
of interactions for the vast majority of items. This approach was possible due to
the music taxonomy in the dataset, i.e. genres containing artists, artists having
produced albums, and tracks belonging to albums. Also in the music domain,
Levy and Bosteels [LB11] instead used a weighting factor to minimize the effect
of popular artists in a collaborative filtering-based recommender based on the
weighted sum method [Sar+01].

Celma and Cano [CC08] approach the long tail problem from a network analysis
perspective based on the average shortest path, the degree distribution and
degree correlation in the graph expressing the user-item interactions in a dataset
from Last.fm. The dataset is heavily biased (14% of artists account for 86% of
playcounts). Their analysis shows that popularity is reinforced at the expense of
less popular artists, creating a scenario where artists from the long tail become
less and less accessible to the users.

Item re-ranking, or item weighting, is applied by Adomavicius and Kwon [AK09]
successfully on the Movielens and Netflix Prize datasets to improve diversity,
while still retaining comparable levels of prediction accuracy. The authors com-
pare five different ranking functions (popularity, reverse rating value, average
rating, absolute likeability and relative likeability) and show that with as little
as 1% loss in precision, diversity (i.e. recommendations from the long tail) can
be increased two-fold (from 16% to 32%) – and more than three-fold with as
little as 5% decrease in accuracy.

The underlying assumption of feature weighting is that some items may provide
more predictive information than others. In particular those items which are
most popular are considered as less informative. To address this issue Breese
et al. [BHK98] used the inverse user frequency as weights to devalue the con-
tribution of popular items in the Pearson correlation coefficient. Herlocker et
al.[Her+99] modified the Pearson correlation coefficient by incorporating an
item-variance factor. In doing so, items with low variance, such as commonly
liked items, are devalued.

Yu et al. [Yu+03] proposed an information-theoretic item weighting approach
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based based on mutual information. Jin et al. [JCS04], instead learn the
item weights from the ratings by maximizing the average similarity between
users. In addition, the weighting scheme was empirically validated not only for
the Pearson correlation coefficient but also for other configurations of memory-
and model-based approaches. Due to contradicting empirical results, Baltrunas
[BR07] conducted an empirical comparison of different weighting schemes. In
their work, the authors suggested a feature weighting based on a singular value
decomposition in conjunction with the Pearson correlation.

Luo et al. [Luo+08] use feature weighting as one of several ingredients to model
the relationship of users using local and global user similarity. By assuming that
the ratings obey a Laplacian distribution, they construct so-called surprisal-
based vector similarities. The term surprisal refers to quantities of information
contained in the ratings in order to express the relationship between any two
users.

Symeonidis et al. [SNM07] compare how weights on different features affect
the user profile in terms of recommendation accuracy of collaborative filtering,
content-based and hybrid recommendation approaches.

All of the above mentioned approaches do not differentiate between users in
terms of their logged activity, i.e. number of ratings as in our case. In this
work, we distinguish between different users based on their system usage, i.e.
the number of movies they have rated. We identify three classes of users, cold
start users, post cold start users and finally power users.

3.3 Analysis of Popularity Bias in Recommendation
Dataset

The problem, that popular items tend to get higher importance in similarity
calculations, is directly related to how users interact with items. The following
sections describe the characteristics of three datasets and describe how similarity
metrics could be altered in order to compensate for popularity-induced bias in
different stages of users’ system usage.

The datasets analyzed are; the Movielens 10M100K dataset2 which contains 10
million movie ratings by 70 thousand users [Mov], the Moviepilot dataset3 which
contains 4.5 million ratings by 105 thousand users [SBDL10], and the Last.fm

2http://www.grouplens.org/node/470
3http://www.dai-labor.de/camra2010/datasets/
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360K dataset [Cel10a] which contains the user-artist pairs and the number of
times the user has listened to the artist. The dataset contains roughly 360
thousand users and almost 300 thousand artists. The Last.fm dataset was in-
cluded in the analysis to show that the popularity effects presented throughout
this chapter are not isolated to the movie domain. The full datasets were used
for analysis presented in this section, and smaller subsets for the experiments
presented in Section 3.5.

The datasets were chosen due to their popularity, e.g. see Section 2.1.1, and be-
cause the datasets use different rating schemes. This allows for a more thorough
analysis of when and how different similarity measures and weighting schemes
are appropriate for improving recommendation accuracy. As mentioned previ-
ously, in Movielens, users can rate movies on a {1, 2, 3, 4, 5} star scale, and
in Moviepilot the ratings are made on a {0, 0.5, 1.0, . . . , 9.0, 9.5, 10.0} scale
making them somewhat more fine grained. As mentioned above, the Last.fm
dataset does not contain ratings, instead it has the artist play counts per user.

When looking at co-occurring movies, those movies which are popular (even if
rated differently by different users) will add to the similarity due to the simple
fact that two users will have rated the same popular movies. When looking at
the Movielens dataset, as shown in Table 3.1, roughly 50% of the users have
rated the few most popular movies. Combining this with the rating distributions
for the three most popular movies shown in Fig. 3.2(a) we see that the vast
majority of the ratings given to popular movies are high, i.e. 4 or 5 stars. The
implication of this is that, even if two users have rated very disjoint movies,
they will have a circa 50% chance to have rated at least one movie in common.
Additionally, since almost half of the ratings on each of the three most popular
movies have the highest rating (i.e. 5), a potentially large number of users of
users (up to circa 25%) have rated at least one of the three most popular movies
identically. A similar trend is visible in the Moviepilot dataset, however, due
to the different rating scale (more fine grained), the effect is not as discernible.
Nevertheless, as shown in Fig. 3.2(b), it is distinguishable that most of the
ratings on the most popular movies are in the upper end of the rating scale.
The trend exists in the the Last.fm dataset as well.

Looking at the percentage of ratings performed on movies grouped by their
popularity, as shown in Fig. 3.3, it is visible that there is a clear dominance
of (relatively) few items in terms of how many times they have been rated.
In Movielens (Fig. 3.3(a)) 174 movies, each with more than 10, 000 ratings,
correspond to 27% of all ratings performed. If additionally including movies
with more than 5, 000 ratings each, the number of movies rises to 470 (out
of a total of 10, 000), the rating percentage grows to 48%, i.e. slightly less
than 5% of the total number of movies correspond to almost 50% of the total
number of ratings. Similar numbers are shown for Moviepilot in Fig. 3.3(b) and
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(b) The Moviepilot dataset.

Figure 3.2: The rating distributions of the two most popular movies in the
Movielens (Fig. 3.2(a)) and Moviepilot (Fig. 3.2(b)) datasets. The
Last.fm dataset is excluded as it does not contain ratings (refer to
Table 3.1 for a count of plays per track). Note that Moviepilot uses
a rating scale of 0 to 10 stars in steps of 0.5 (21 steps) whereas
Movielens uses a 1 to 5 star scale. Due to the perception-related dif-
ferences in different scales [SS01] the scales have not been normalized
for comparison.
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Figure 3.3: Proportion of ratings (for movies) on number of movies and listens
(on artists) on number of artists in the Movielens, Moviepilot and
Last.fm datasets. The sizes of the pie slices indicate the percent-
age of ratings/listens performed on the most popular movies/artists.
The numbers in the slices correspond to the number of movies/artists
the ratings/listens in each slice are made on. Note that all three
datasets have a relatively small number of very dominant items (the
purple and green slices).
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Last.fm, where 0.4% of the artists account for 49% of the play counts, as shown
in Fig. 3.3(c).

In addition, when looking at users with few ratings, i.e. the so-called cold start
problem, the effect of popular items becomes even more apparent. Fig. 3.4 shows
the percentage of ratings on the 100 most popular movies by users with less than
10, 20, 30 and 40 ratings respectively. The density of ratings on popular items is
especially discernible in the Moviepilot dataset, Fig. 3.4(b), where users having
fewer than 10 ratings have rated almost exclusively in the set of the 100 most
popular movies, up to 81.55% of their ratings are given to these movies. The
inclinations in the Movielens and Last.fm datasets, Fig. 3.4(a) and Fig. 3.4(c) are
similar, although lower. The power law plots of the three datasets are available
in Fig. 3 in the Appendix.

When using collaborative filtering in data sets with this type of heavy popular-
ity bias, the resulting recommendations can themselves become heavily biased
towards popular items. If the utility of a recommender system is to recommend
items not known to the user, then recommending popular items can lessen the
satisfaction of the users [AT11; And04; And06] and in the end discourage users
from using it [BHS10; CVW11; CL08].

3.4 Weighting Schemes for Collaborative Filtering

Collaborative Filtering calculates the relevance of an item for a user based on
other users’ rating information on items co-rated by the group and the user.
As mentioned in Section 2.2, Collaborative Filtering approaches are commonly
categorized as either model-based or memory-based [BHK98]. In this chapter
the focus is put on the latter, which creates item predictions for a user by find-
ing users similar to the candidate user (in terms of co-rated items) in a training
model, a neighborhood. Then, using information from the neighborhood, it pre-
dicts items which should be of interest to, and have not previously been rated
by the user. Memory-based, or neighborhood-based, approaches commonly use
measures such as the Pearson correlation coefficient or cosine similarity to cre-
ate the neighborhoods.

Model-based approaches treat CF as a classification problem and provide item
recommendations by initially creating a probabilistic model of user ratings using
algorithms such as Bayesian networks, clustering, etc. where users are grouped
into the same classes based on their rating history. Following this, the condi-
tional probability of a user being in a rating class for a specific item is calculated.
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Figure 3.4: Percentages of ratings on the 100 most popular movies (Fig. 3.4(a)
& Fig. 3.4(b)) and artists (Fig. 3.4(c)) by users with fewer than n
ratings. In the Movielens dataset there are no users with n < 20
ratings, thus the corresponding percentage for the dataset cannot
be provided.
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The cosine similarity, Euclidean distance, and Pearson correlation coefficient
have been thoroughly investigated and belong to the most common (dis)similarity
measures applied in neighborhood-based CF [Her+04; Kwo08]. In the light of
the discussion in Section 3.3, one problem of these similarity measures is that
popular items dominate the similarity value between two users although they
are potentially less informative. For example consider a worst case scenario,
with two users that have rated a few items only. In this case it is likely that
they have co-rated some popular items highly in accordance to our findings in
Section 3.3. Additionally, it is less likely that they have co-rated regular items
(i.e. not from the set of the most popular items), or that they agree on co-rated
regular items. In this case, both users are considered as highly similar, because
the similarity value is dominated by the co-ratings on the popular items. As
a consequence, the recommender suggests further popular items to both users
increasing their similarity even more.

Weighting Schemes In order to mitigate popularity-based effects on recom-
mender systems, weighting schemes can be applied directly on the dataset in the
recommendation process. In this context, a weighting scheme assigns a value to
an item based on its popularity. In neighborhood-based collaborative filtering
recommendation methods (introduced in Section 2.2) this means that the simi-
larities caused by popular items are multiplied by some factor before the actual
similarity of two users is calculated [SJA12].

One of the simplest weighting concepts is to set the multiplicative to a linear
user inverse (LUI). The linear user inverse is inversely proportional to the item’s
popularity, i.e. 1− 1

|interactions| . However, if the item is extremely popular, this

can have detrimental effects, practically excluding the item from similarity cal-
culations. A less obtrusive means of dealing with popularity bias is to use inverse
user frequency (IUF) [BHK98]. Inverse user frequency is based on the inverse
document frequency (IDF) concept introduced by Salton and McGill [SM86].
IDF, a common technique in text mining and natural language processing, di-
vides the total number of documents by the number of documents containing a
specific term. Taking the logarithm of the resulting quotient then produces the
inverse document frequency, as shown in Eq. (3.1)

IDF (t,D) = log
|D|

|{d ∈ D : t ∈ d}|
, (3.1)

where |D| is the total number of documents and |{d ∈ D : t ∈ d}| the number of
documents which contain the term t. Applying this to a user-item interaction
dataset, we obtain

IUF (i, U) = log
|U |

|{u ∈ U : u⇔ i}|
, (3.2)
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where i is an item, U the set of users, and |{u ∈ U : u ⇔ i}| the number of
users which have interacted with item i (the operator ⇔ is used for the relation
“interacted with”). For very popular items, the weight becomes a decaying
factor based on the items’ popularity, whereas less popular items get increased
weights instead.

In our experiments, described in Section 3.5, we use the weighted versions of the
cosine similarity, the Euclidean distance, and the Pearson correlation coefficient.
To simplify technicalities, some notations are introduced. The set of users is
denoted by U , the set of items by I, and the set of ratings by R respectively.
The elements of R are ratings rui made by a user u ∈ U for an item i ∈ I.
Ratings may take values from some discrete set S ⊆ R. Iu is used for the subset
of all items that have been rated by user u and Iuv = Iu ∩ Iv for the subset of
all items that have been co-rated by users u and v.

All ratings of a user u are summarized to an extended rating vector xu =
(xui)i∈I of dimension |I| with elements

xui =

{
rui i ∈ Iu
ε i /∈ Iu

where ε ∈ R \ S is a pre-specified value outside S denoting the null- or void-
rating. ε+ x = x+ ε = 0 and ε · x = x · ε = 0 are defined for all x ∈ R.

Suppose that w ∈ R|I| is a weight vector associating a weight wi to each item
i ∈ I. To formulate the weighted (dis)similarity measures, the following shortcut
notations is used

〈xu,xv〉w =
∑
i∈Iuv

wi · rui · rvi (3.3)

‖xu‖w =
√
〈xu,xu〉w =

√∑
i∈Iu

wi · r2
ui (3.4)

Since ε·x = 0, only co-occurring ratings contribute to the weighted inner product
of two extended rating vectors.

The weighted cosine similarity (cos), the weighted Euclidean distance (euc),
and the weighted Pearson correlation coefficient (pcc), respectively, between
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two users u and v is defined by

cosw(u, v) =
〈xu,xv〉w

‖xu‖w · ‖xv‖w
(3.5)

eucw(u, v) = ‖xu − xv‖w (3.6)

pccw(u, v) =
〈xu − r̄u,xv − r̄v〉w

‖xu − r̄u‖w · ‖xv − r̄v‖w
, (3.7)

where r̄u = (r̄u, · · · , r̄u) denotes the |I|-dimensional vector with all elements
being the average rating r̄u of user u, that is

r̄u =
1

|Iu|
∑
i∈Iu

rui. (3.8)

The vector consisting of |I| components each of which has value r̄u is denoted
by ru = (r̄u, · · · , r̄u). Choosing wi = 1 for all items i ∈ I, the unweighted
standard dis(similarity) measures is recovered.

In the context of Eq. (3.6) to Eq. (3.7), the IUF and LUI weights can be ex-
pressed as

wIUF
i = ln

|U|
|Ui|

(3.9)

wLUI
i = 1− |Ui|

|R|
(3.10)

for all items i ∈ I.

Using these weighting schemes, our approach attempts to identify when during
a user’s usage of a system weighting schemes could be employed in order to
heighten the recommendation experience. Our assumption is that popular items
help the user to start appreciating a system, but in the long run could be
detrimental to the overall utility of a system.

3.5 Experiments

The experiments investigate how the proposed weighting schemes affect the
prediction accuracy for different types of users (cold start, post cold start, power
users), i.e. when a weighting scheme should be employed for best results.

The experiments were performed on the Movielens and Moviepilot datasets de-
scribed in Section 3.3.
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3.5.1 Experimental Setup

Two types of experimental setups were used, one where the weighting schemes
were not used, and one where they were. Each experimental setup was per-
formed on the similarity measures presented in Section 3.4.

For each of the datasets, several training and validation runs were performed.
Positive ratings, i.e. true positives, are defined as values higher than each user’s
rating average + 0.5 of the user’s standard rating deviation. These were removed
from the training model and extracted to a validation set. The validation sets
were used to calculate precision values.

In the first type of experiment, three exhaustive recommendations were con-
ducted on the full datasets. For all users falling within the criteria (i.e. those
having true positive ratings), P@N

2 where N is the number of ratings was calcu-
lated, i.e. (i) recommendations for all users with at least 10 ratings - evaluated
with the Precision@5 (P@5) metric, (ii) recommendations for all users with at
least 20 ratings - evaluated with Precision@10 (P@10), and finally (iii) rec-
ommendations for all users who had rated at least 100 items - evaluated with
Precision@50 (P@50). P@N

2 was used in order to synthesize a more realistic
scenario, i.e. calculating P@50 for a user with only 5 items in the evaluation
set would be of little use as the user would simply have too few items.

For the cold start, post cold start and power user cases, subsets of the Movielens
and Moviepilot datasets were created. Each of the subsets contained 10% of the
ratings from the full datasets, selected randomly. Similarly to the experiments
on the full dataset, all users in the subset falling within our criteria (those
having true positive values) were evaluated. Additionally, in order to be able
to identify whether an improvement of recommendation quality during the cold
start, post cold start or later in a user’s time line was possible, users were divided
into groups. Each group consisted of users who had rated a similar amount of
movies. The first group contained users with 1 to 4 ratings, the second with 5
to 10 ratings, the third with 10 to 20 ratings, etc. up to users with 140 to 150
ratings.

All experiments were conducted on both datasets, using all three similarity
measures and the unweighted as well as both weighted approaches.
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Figure 3.5: The precision at 5, 10 and 50 obtained with the unweighted and both
weighted approaches on the full Movielens and Moviepilot datasets.

3.5.2 Results

The results of the first set of experiments, not using weighting schemes, are
shown in Fig. 3.5. The Precision@N values show that when using the weighting
functions, the resulting Precision@N is slightly higher for low values of N than
for the unweighted approach for the Moviepilot dataset (N = 5). For the
Moviepilot dataset, the unweighted approach seems to have the upper hand.
However, as N increases, the improvement decreases and at a relatively large n
(N = 50) the weighted approaches perform worse than the non weighted one. In
the Movielens case, the unweighted approach always outperforms the weighted
ones, irrelevant of N ’s value. This seems to be in agreement with the findings
by Herlocker et al. [Her+99]. Results for the Euclidean and cosine measures
show very similar trends.
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(a) Precision values for the Euclidean distance measure

0

0,005

0,01

0,015

0,02

0,025

0,03

0,035

0,04

P
@

 m
ax

 #
 o

f 
ra

ti
n

gs
 

# of ratings per user 

no weighting

lin

iuf

(b) Precision values for the cosine similarity
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(c) Precision values for the Pearson correlation

Figure 3.6: The P@ maximum number of ratings per user in each group for the
unweighted and weighted approaches for the Movielens dataset and
all three similarity measures.
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(a) Precision values for the Euclidean similarity for the un-
weighted and weighted approaches.
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(b) Precision values for the cosine similarity for the unweighted
and weighted approaches.
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(c) Precision values for the Pearson correlation for the un-
weighted and weighted approaches.

Figure 3.7: The P@ maximum number of ratings per user in each group for the
unweighted and weighted approaches for the Moviepilot dataset and
all three similarity measures.
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Figure 3.8: The changes of precision values for the weighted and unweighted
approaches using the Pearson correlation for both datasets.

The results of the second set of experiments shown in Fig. 3.6 and Fig. 3.7
show a slight improvement when using the linear weighting approach (∼ 1%)
in the case of the Euclidean distance measure for the Movielens dataset. This
appears for users with 40 to 60 ratings and then again for users with more than
80 ratings. In the case of the cosine measure, all three approaches perform
almost identically across the set set of precision values and users. Fig. 3.6(c)
shows result of the weighted Pearson correlation approach, in this case, the
figure shows a distinction between the weighted and unweighted approaches,
especially in the case of users who have between 20 and 100 items (what is
called the post cold start phase in this context). In this span, the weighted
approaches outperform their unweighted counterpart by (at best) more than
20%.

For the Moviepilot dataset, shown in Fig. 3.7(c), results differ from those ob-
tained with Movielens dataset. The weighting approaches seem to have little
to no effect on the recommendations, resulting in a similar curve for all three
models. The weighting approaches seem even seem to have detrimental effects
on the Pearson correlation in this setting.

The precision changes on all datasets and weighting approaches for the Pearson
correlation measure are summarized in Fig. 3.8.

3.6 Conclusion and Future Work

This chapter has studied the effects of two weighting approaches on three com-
mon similarity measures using two different movie recommendation datasets.
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The motivation for the weighting schemes was given by analyzing common
dataset used for recommender systems research, i.e. Last.fm, Moviepilot, Movie-
lens. All of the datasets exhibit large popularity biases.

The test tests performed in the scope of the chapter attempted to identify
whether weighting schemes can be applied in different phases of a user’s usage
of a recommendation website, e.g in order to identify whether or not weighting
schemes can be beneficial for the purpose of overcoming problems related to
cold start as well as profiling users in order to generate more accurate profiles
not based on the most popular items.

Observations that the weighting schemes seem to have little effect on datasets
with a wide rating scale and high concentration of ratings on popular items were
made. For instance, in the case of the Moviepilot dataset, which has a rating
scale stretching from 0 to 10 in steps of 0.5, and where 80% (refer to Fig. 3.3
and Fig. 3.4) of all ratings by users with few ratings are performed on movies
from the 100 most popular movies.

Furthermore, the experiments imply that especially the cosine similarity mea-
sure is very insignificantly affected by any weighting measure and produces
results identical no matter if weighting is applied or not. These observations
hold irrelevant of the profile of the users (i.e. no matter whether the user is a
new user with few ratings or a power user with many ratings).

However, there seems to be relatively much to gain in terms of precision during
the post cold start phase for datasets similar to the Movielens dataset when
using the Pearson correlation measure. At best, the improvement of precision
values in this case is above 20%, as shown in Fig. 3.8.

There is however one aspect that is not evaluated in the context of this chap-
ter, the quality of the recommendations as experienced by the users. Providing
recommendations with higher diversity should prospectively be of a higher util-
ity for the user, this type of evaluation can, however, not capture subjective
qualities such as diversity.

Another of the drawbacks of these experiments is that due to the inherent
popularity bias, items which could be regarded as good recommendations by the
end users are not regarded as such in the evaluation, e.g. users will have not seen
unpopular items, thus the evaluation favors known items with potentially low
utility. These are aspects which Chapter 4 focuses on instead. In addition to the
offline evaluation conducted in the scope of this chapter, the recommendations
are evaluated through direct interaction with users in order to find whether
offline accuracy measures correspond to the quality of the recommendations as
perceived by the users.
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Chapter 4

Evaluating Perception

This chapter covers the concept of perceived quality of recommender systems
and issues related to it, e.g. user satisfaction, correlation of offline accuracy
measures to users’ perceived quality of a system.

First, in Section 4.1 an overview of evaluation concepts is given, i.e. user-
centric evaluation and the correlation of perceived qualities. This is followed by
an overview of the related work in the topic in Section 4.2, and neighborhood
models in Section 4.3. The neighborhood models section is relevant due to the
evaluation of the perception-related qualities explored in the this chapter, i.e.
in order to evaluate two clearly differing recommender algorithms, an inverted
version of the kNN algorithm was created, the k furthest neighbors (kFN) al-
gorithm. kFN recommends more diverse items, which is one of the concepts
evaluated in Section 4.4.

4.1 Introduction

User-centric evaluation, as opposed to traditional information- or data-centric
evaluation is performed through direct involvement of a system’s users in order
to establish a qualitative estimate of a system’s quality as perceived by the end
users themselves.
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u1 u2 u3 u4 u5

i1 1 1 0 0 1
i2 1 0 1 1 1
i3 0 0 0 1 0
i4 1 0 1 0 1
i5 0 0 1 1 0
i6 0 0 0 1 0

Table 4.1: A user-item matrix divided into a training set (above the dashed line)
and a test set (below the dashed line).

The traditional evaluation approach to recommender systems is based on offline
tests where a portion of existing data is withheld from the recommendation
algorithm during the training phase [Her+04]. This withheld data, the so-called
test set, is then used to measure the predictive accuracy of the algorithm, either
in a top-n, or rating prediction scenario.

To illustrate one of the challenges related to offline evaluation in the context of
user-centric evaluation, consider this top-n recommendation scenario: We have
a user-item interaction matrix, as shown in Table 4.1. The table shows a matrix
of 5 users and 6 items and their interactions, e.g. a 1 represents an interaction
(rating, purchase, etc.), a 0 the lack of such. The training/test split is illustrated
by the the dashed line. In this case, an offline evaluation will only recognize
item i5 as a true positive recommendation for user u3 and items i5 and i6 for
user u4. Users u1, u2 and u5 will not have any true positive recommendations
since they have not interacted with any of the items. The evaluation does not
consider that the items might actually be liked by the user, if recommended in a
real-world situation. Similarly, the fact that the u3 has interacted with i5 does
not need to imply that the item is a good recommendation.

Offline evaluation estimates the users’ taste by analyzing their histories of item
interactions, e.g. items they have rated, purchased, or consumed in any other
way. However, as discussed in Chapter 3, popularity bias, as well as aspects such
as diversity, serendipity, etc. could potentially affect the evaluation negatively.
Furthermore, it is not certain that increasingly higher offline evaluation accuracy
values translate into better perceived quality by users [McN+02].

In order to overcome this deficiency, online evaluation attempts to capture the
quality of the recommendation as perceived by the users by analyzing their
interaction patterns with the system as well explicitly asking questions. An-
alyzing only towards offline evaluation accuracy brings the risk of tuning an
algorithm to recommend items which could potentially not be liked by the user
in a real-world scenario.
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Online evaluation commonly involves a user study. Users can be made aware
or encouraged to participate, or participate unknowingly. In real-life systems,
the concepts of A/B testing are readily used to estimate different algorithms’
qualities [Koh12]. A/B testing, as presented in Section 2.3, involves assigning
a subset of a system’s users to the algorithm under evaluation. In studies of
real life systems, users are usually not made aware of their participation in
tests [Koh12]. The interactions of the users are then analyzed and compared
to a baseline. An example of A/B testing is the Plista contest [Pli12] where
the teams participating in the contest are assigned a random subset of the
service’s users. The users, i.e. readers of online newspapers, are not told they
are evaluating the contest. In this scenario, the quality of a recommendation
algorithm is deemed by the click-through rate (CTR), the higher the CTR, the
better the algorithm performs. In this type of scenario, the analysis does not
provide any non-quantitative representation of the system.

More elaborate user studies, including questionnaires and other explicitly col-
lected information serve as an alternative to A/B testing. This type of studies
commonly involve asking the users questions throughout, or after, their interac-
tion with the system. In studies like this, the participants are naturally aware
of their participation in the study. In order to be able to analyze the results
quantitatively, the users are asked to agree or disagree with a question in the
form a of a statement. The scale of (dis)agreement is represented as a Likert
scale [SS01], a basic example of a Likert scale is shown in Fig. 4.1.

Figure 4.1: A Likert scale where users are asked to agree or disagree with a
specific question.

In the scope of this chapter, the Likert scale is used to estimate qualitative
measures such as diversity, novelty and obviousness of different recommendation
algorithms.

Online, user-centric, evaluation is a means to measure the level of subjectively
perceived quality by the users of a system. There is a large body of work con-
ducted on how to perform and evaluate user studies and surveys based on statis-
tical significance tests. However, little focus is put on the correlation of subjec-
tive and objective evaluation aspects, e.g. which perception-oriented concepts
are perceived as similar to each other.

Recent research topics in recommender systems have been the evaluation of
recommender systems with special focus on non-quantifiable concepts such as
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diversity, serendipity, novelty and unexpectedness [Cre+11a; Her+04; KWK11].
Due to the inherent difficulties in benchmarking non-quantifiable aspects, these
concepts are evaluated through user studies [Kni12].

There is no default, quality-related, set of questions to ask when performing a
recommender systems user study, instead questions are based on the type of
quality that is sought for; whether relating to the concepts mentioned above
or to rather technical qualities, e.g. time of recommendation, number of items
recommended, etc. This type of user studies need to be meticulously planned
and executed. If poorly executed, there is a risk of changing the users’ opinions,
e.g. through suggestive questions, or excessive work load or time involved in
answering the questions. Work load and time-related issues can be mitigated by
creating an incentive for the users to fulfill the survey, e.g. raffling off vouchers,
cash, etc. If no incentive is given, the time involved in answering the survey
creates a decaying effect on the fraction of uses who complete the study. When
the users are given an incentive, there is a risk that some users will answer the
questions quickly (at random) in order to be eligible for the award [SS01]. In
order to mitigate these effect, the number of questions and work load should be
kept relatively low.

In this chapter, an analysis of prediction accuracy and the perceived quality is
performed in order to gain insight into how offline and online metrics correlate
to each other. For this purpose, a diversity-oriented recommendation algorithm,
k-furthest neighbor, is developed and evaluated. Additionally we evaluate how
perception-oriented concepts such as novelty, serendipity, etc. correlate to each
other from the users’ perspective. In order to evaluate the hypothesis, that
accuracy metrics do not correctly represent the perceived quality from a user’s
perspective, we performed a user study with more than 130 participants and
analyzed the results. The results point to that a recommender algorithm which
performs considerably lower in terms of precision in an offline evaluation scenario
performs very similarly in terms of perceived quality. Our evaluation shows that
offline evaluation using traditional metrics such as precision and recall does not
correctly capture the quality as perceived by the users. The study performed in
the scope of this chapter shows that even even considerably lower precision levels
(60% of the baseline) do not result in a change in perceived quality from the
users. Additionally, by correlating the answers given to qualitative questions
(e.g. novelty, obviousness) we were able to create a mapping between how
different qualitative measures are perceived in relation to each other.
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4.2 Related Work

Concepts relating to perception are tightly integrated with the fields of Human
Computer Interaction (HCI) and psychology. The work conducted in the scope
of this dissertation is directed towards the former.

Perception of quality is a broad topic spanning several sub-topics in informa-
tion retrieval-related research fields such as e-business where e.g. Lai [Lai06]
developed methods and instruments for measuring the perceived quality of elec-
tronic services among employees of several international electronic services, e-
learning where e.g. Sumner et al. [Sum+03] identified educator’s expectations
and requirements on educational systems, information quality where [Goh+12]
compared perceptions of the users’ engagement in a mobile game, etc.

In the context of recommender systems, perception of quality is not only depen-
dent on the accuracy of the recommendation. The presentation of the results is
considered to have a considerable impact, as has been discussed in the various
research events related to this issue [KSTB10; THP12; WBE11]. The user study
performed in the scope of this chapter tries to mitigate the effects of this by
using the same interaction and presentation components irrespectively of which
algorithm delivers the recommendation.

Different ways of presenting recommendations can also result in different per-
ceptions based on cultural settings. Chen and Pu show this in [CP08] where
a user study (n = 120) on participants from a “western culture” and partici-
pants from an “oriental culture” (i.e. Switzerland and China respectively) was
performed in order to evaluate, among other things, the perceived quality of an
organizational recommendation system. The study showed that even though
cultural differences do not affect the complete spectrum of perception-related
concepts, the perceived quality in one out of two presentation formats did differ
significantly between the cultures. Similar concepts in information interaction
were studied by Barber and Badre [BB98], showing that some design elements
in websites are perceived differently across cultures.

The correlation of algorithmic accuracy and the utility of recommendations, in
terms of quality, usefulness and other subjective measures has been a growing
topic over the last years. McNee et al. [McN+02] presented the results of a
user study with more than 120 participants where several algorithms were com-
pared in the setting of a recommender of citations for scientific paper authors.
The results from this study showed that even though several recommendation
algorithms performed very well in an offline evaluation setting, there exists a dis-
crepancy to the results obtained in the online study; authors were less satisfied
with the recommendations in the online setting. The authors noted that this
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discrepancy could be related to their recommendation setting, i.e. paper authors
commonly self-cite and the algorithms in the study were explicitly prohibited to
recommend citations from the authors themselves. This created a setting where
known and relevant papers were excluded due to their authorship.

Similar work has been performed by e.g. Cremonesi et al. [Cre+11b] where the
authors compared the quality of recommendation algorithms in seven different
systems by means of a user study (n = 210). The three principal findings of
the authors where that (i) non-personalized recommendation algorithms pro-
vided for high user satisfaction, although with low utility, (ii) content-based
algorithms performed on par with, or better than, collaborative filtering-based
recommendation algorithms, and (iii) traditional accuracy metrics (recall and
fallout) did not approximate the perceived quality very well.

A complete chapter of the Recommender Systems Handbook [Ric+11] is devoted
to issues related to interaction with and perception of recommendations. Here,
Pu et al. present a set of eleven design guidelines [Pu+11] describing matters
related to data presentation, design, explanations etc. Many of the guidelines
are based on user studies, A/B testing and other subjective measurements.

As mentioned in this chapter’s introduction, in order to evaluate the perceived
quality of differing algorithms, an inverted version of the k-nearest neighbor
algorithm was developed. The ambition of the algorithm is to recommend items
which are not recommended by more common counterparts, e.g. delivering more
diverse recommendations. Many existing approaches to increasing diversity in
recommender systems do so at the expense of lower accuracy levels and/or
increased algorithmic complexity. The motivation behind the kFN algorithm
is to gain diversity without the cost of higher algorithmic complexity or lower
recommendation quality.

4.2.1 Accuracy vs. Diversity

One of the key reasons why lack of diversity, remains a problem, relates to the
observation that algorithms modified to increase diversity have as a byproduct
lower recommendation accuracy.

The importance of diversity are broadly outlined in [SM01]. Here, the authors
contrast diversity to similarity, stating them as countering aims of recommender
systems. The paper proposes and evaluates some case-based reasoning (CBR)
approaches to recommendation that emphasize diversity. The CBR approach
can however be difficult to scale due its complexity. Further, if the task being
considered is “recommend the items a user will like” the dichotomy set up in
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this work of similarity versus diversity can be seen as false. The goal is neither
to find items that are similar to each other or spread over the item space, rather
to satisfy a user.

This idea of the tradeoffs introduced by diversity not actually corresponding to
tradeoffs at all is further explored in [Zho+10]. In this work the authors use a
hybrid of multiple algorithms in order to increase predictive accuracy as well
as diversity in a single system. While the output of the system is excellent,
it comes with a cost. Again, the effective complexity of such a system is quite
high, as it effectively is a combination of the underlying algorithms of the hybrid
model. The system does however achieve its goals and is a feasible and effective
solution where the complexity is a less important factor (e.g. domains with
smaller datasets or no need of swift model updates).

Diversity is a multi-faceted concept which can be considered in several ways. In
the remainder of this chapter we take diversity in the context of fixed snapshots
of the dataset used, Lathia et al. [Lat+10] instead consider the diversity of user
ratings over time. The model of diversity in time-ordered sequence presented
by the authors highlights relevant user-behavioral patterns when constructing a
recommender system. The work reveals several insights into the effects of user
behavior on recommended item diversity, such as an inverse relationship between
profile size (i.e. items rated by a user) and the diversity of items recommended
to a user.

4.2.2 User-Centricity and Satisfaction

When considering metrics for evaluation of a recommender system, keeping the
user central and focusing on user satisfaction is vital. The involvement of actual
users complicates methods and evaluation, and raises a number of issues.

One of the earlier works that consider users with regard to trust and privacy in
a recommender system context was presented by Lam et al. [LFR06]. In their
work, the authors formalized several issues concerning trust in recommender
systems especially that of privacy in sharing preferences. Perhaps most relevant
to our work, the paper considered how users trust in a recommender system
affects their ratings bias.

One means to increase a user’s trust in a system is to optimize the utility, or use-
fulness, of the recommendation generated by a system. McNee et al. [MRK06]
concluded that the reliance on predictive accuracy as the most important mea-
sure of a recommender system’s quality is detrimental to the overall utility of
the system. This implies that using a more rich and diverse set of metrics, es-
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pecially focused on the user is a means to creating a successful (in terms of the
user’s perception) recommender.

This presents another problem though. Giving up reliance on standard auto-
matic measures opens the problem on what evaluation should be done, and
why? The ResQue framework is one such solution [PCH11]. This framework
presents a unified and extremely rigorous approach to user-driven evaluation,
though it is time intensive for participants and may be overly costly for focused
hypothesis testing.

4.2.3 Correlation

When considering metrics for evaluation of recommender systems, focusing on
the user and on user satisfaction is vital. However, a number of issues are raised
when people are brought into the equation, making the evaluation process more
complicated.

Recently, a large amount of research has been focusing on user-centric aspects
of recommender system evaluation, e.g. [Bol+10; Cos+03; KWK11; MRK06]
to mention just a few. Knijnenburg et al. [KWK11] presented a pragmatic
approach to user-centric evaluation of recommender systems, formalizing some
of the aspects involved. Bollen et al. [Bol+10] evaluated how the number of
available choices affects the perceived quality of a recommendation from the
users’ perspective and found that a smaller set of alternatives can heighten the
users’ experiences of the system as a larger number of items to choose from adds
an increased level of difficulty to choose one item.

McNee et al. [MRK06] approached the concept from a different perspective,
evaluating how better performance in terms of accuracy metrics could be detri-
mental to the overall perceived quality of a system, like many related works
they recommend recommender systems researchers and developers to employ
user-centric evaluation techniques.

Additional research directions undertaken focus on how user interfaces can be
used to increase (or decrease) the perceived quality of recommender systems,
e.g. Hu and Pu [HP11].
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4.3 Neighborhood Models

As stated in the beginning of this chapter, a new recommendation algorithm
was developed to provide more diverse recommendations. The algorithm builds
on the k-nearest neighbor algorithm presented here.

Commonly memory-based collaborative filtering models utilize the k-nearest
neighbor approach to identify candidate items [BHK98]. This approach uses a
neighborhood of similar users to identify and recommend items to users. Neigh-
borhoods are created by, for each user, finding users within a certain similarity.
Each user’s neighborhood contains the k users’ who’s similarity is highest. An
abstract outline of the algorithm is shown in Algorithm 1. Recommendations
are created by iterating over all the items rated by the user’s neighbors which
have not been seen by the user, and estimating the preference of each item by
averaging all neighbors’ rating values for each item multiplied with each neigh-
bor’s similarity value. Ultimately, the highly rated items of the most similar
neighbors are recommended. The similarity function for neighbor identification
can be freely selected.

Algorithm 1: The k-nearest neighbor algorithm

Input: set U of users
Input: number k of neighbors
Output: k neighbors for each user u ∈ U
foreach u ∈ U do

foreach u′ ∈ U \ {u} do
su,u′ = similarity(u,u′);

select k neighbors u′ 6= u for u with largest su,u′

Common similarity measures used for neighborhood creation are cosine simi-
larity and Pearson product-moment correlation coefficient, when working with
data containing ratings. These similarity metrics were introduced in Chapter 3,
in this chapter only Pearson is used for similarity measurement.

The Person correlation is calculated by comparing the rating values of two users’
co-rated items. We recall the formulation from Eq. (3.7), in this context the
weighting factor is disregarded (w = 1). We write out the sums and norms

55



4.3 Neighborhood Models Evaluating Perception

obtaining

P(u, v) =

∑
i∈Iuv

(rui − r̄u) (rvi − r̄v)√∑
i∈Iuv

(rui − r̄u)
2
√∑

i∈Iuv

(rvi − r̄v)
2

(4.1)

where u and v are the two users, Iuv the intersection of user u’s and v’s rated
items, and r the rating score, e.g. 4 on a scale from 1 to 5.

For binary co-occurrence data, common similarity measures include the Jaccard
and Tanimoto coefficients [HKR02; Her+04].

4.3.1 Nearest & Furthest Neighbors

Nearest neighborhood methods have been frequently used in information re-
trieval and information theory for many years [CH67], with satisfactory results.
However, due to an inherent popularity bias in consumer-item interaction data
[MZ09], it is possible that nearest neighbor models recommend items which are
merely popular and not explicitly personalized for the user [Raf+09; SJA12].
Further, Bourke et al. found that the method of selecting nearest neighbors has
little effect on the perceived quality of the recommender system itself [BMS11].

Inverting the k-nearest neighbor algorithm into a k-furthest neighbor algorithm
could serve as a means to mitigate the popularity bias, without adding more
complexity (compared to a k-nearest neighbor algorithm) to a recommender
system.

The motivation behind the k-furthest neighbor approach is simple. Due to the
inherent bias towards popular items in the consumption patterns of people (refer
to Chapter 3), and the positive rating bias of popular items [MZ09; SJA12], basic
similarity measures can falsely create similarities solely based on popular items,
instead of on actual taste [SJA12]. In order to mitigate this effect, the furthest
neighbor approach it used. The concept is based on an inverted similarity
model, which finds items disliked by those least similar to a given user. This
has the benefit of not being sensitive to bias induced by highly rated popular (i.e.
obvious or non-novel) items. The approach first identifies the most dissimilar
users to each user, to create dissimilar neighborhoods. In every neighborhood
it then identifies the most disliked items and recommends these. This double
negation creates a more diverse, yet personalized set of recommendations.
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4.3.2 Inverting Similarity Metrics

In order to create neighborhoods of the least similar users, a dissimilarity mea-
sure must be defined. Dissimilarity cannot simply be expressed by negating or
inverting traditional similarity measures, as this would potentially create neigh-
borhoods of completely unrelated, or disjoint, users. In order for a dissimilarity
measure to work accurately, we propose the introduction of the following two
constraints: (i) two users who share no co-rated items can be considered dissim-
ilar by metrics such as the cosine similarity and the Pearson correlation. How-
ever, this dissimilarity is not based on an actual disagreement in taste, rather
just on the two users not having an intersection in rated items. A similarity
measure like this could result in extremely large neighborhoods of completely
disjoint users. In order to circumvent these “false” dissimilarities, we propose
a minimum co-rated items constraint. This constraint means that in order for
two users to be considered dissimilar, they must both have co- interacted with
a number of items. The constraint could be extended to treat popular items
differently (e.g. lower weights for popular items). This, or similar, constraints
are commonly used in kNN-based recommendation approaches as well in order
to heighten the level of similarity between prospective neighbors.
The second constraint, (ii) the opposed ratings constraint, is introduced to se-
cure an actual dissimilarity and is data-specific and relates to a rating scale.
Consider this example:

Suppose that R is a set of ratings rui submitted by users u ∈ U for items i ∈ I.
Ratings may take values from the discrete set {1, 2, 3, 4, 5} of rating scores. Typ-
ically, ratings are known only for few user-item pairs.
If ua’s set of rated items is (ia,ib,ic,id) rated (1, 3, 4, 1) respectively and ub’s set
of rated items is (ia,ib,ic,ie) rated (5, 3, 2, 2) respectively, then the intersection
of items (ia, ib, ic) creates a basis for a dissimilarity calculation. (ia, ic) are rated
on the opposite end of the rating scale, ib is however rated in the “middle” of
the rating scale and has no antipode. This rating, as well as those for id and ie,
are thus not taken into consideration when calculating a dissimilarity.

Given this opposed ratings constraint, the minimum co-rated items constraint
does not consider items rated with the middle value of the ratings scale, as
the rating cannot be inverted. This rating-based constraint should be modeled
according to the rating scale used in the dataset or system. For a more precise
dissimilarity, the matching of opposing ratings could be performed on a per-user
level. This would be done by first identifying the personal rating scale of each
user and subsequently matching this onto other users’ personalized rating scales
(e.g. some users may only use ratings from each end of the rating scale, others
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may predominantly use ratings from the middle, while others use the full rating
scale meaning the matching of 2 to 4 might not be a true match for all users).

Applying this to the Pearson correlation as presented in Eq. (4.1), the similarity
would be calculated as:

Ṕ(u, v) =

{
P(u, v′) : if |I∗uv′ | ≥ m

0 : otherwise

where m is the number of minimum co-rated items, v′ contains the inverted
ratings of user v according to Eq. (4.2), and I∗uv′ is the list of co-rated items,
excluding items rated with the middle score as specified by the opposed ratings
constraint, i.e. (ia, ic) in the example above.

Each of user v’s rating rvi is inverted according to the following process

ŕvi = rmax − rvi + rmin (4.2)

where rmax is the highest possible score in the rating scale, rvi is user v’s rating
on item i and rmin is the lowest possible score in the rating scale. In the example
above ub’s ratings would be rub,ia = 5 − 5 + 1 = 1 and rub,ic = 5 − 2 + 1 = 4
turning the rating values 5 and 2 to 1 and 4 respectively.

A similar approach could be applied to many other recommendation scenarios,
e.g. in a Singular Value Decomposition-based recommender [Sar+00b], the rat-
ings of the candidate user could be inverted prior to training the recommender
followed by recommending the items which, by the recommender, are deemed
as least suitable for the user.

4.4 Experiments & Evaluation

The experiments and evaluation conducted in the scope of this chapter serve two
purposes, (i) to evaluate how well offline evaluation corresponds to users’ actual
experiences in a recommendation scenario, and (ii) to find out whether common
concepts sought for in online evaluations have correlations between each other.
Both purposes were evaluated in the same setting on the same set of users.

4.4.1 Evaluation

To evaluate the quality of the furthest neighbor model, the Movielens 10 million
ratings dataset was used. Two sets of evaluation experiments were conducted:
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(1) a traditional setup using a portion of the ratings for training the model, and
a portion used for validation, and (2) a user-centric evaluation method based
on an online study evaluating the perceived usefulness of recommended items
and users’ overall satisfaction with the system.

4.4.2 Experimental Protocol

Both the nearest neighbor and the furthest neighbor recommenders were imple-
mented using the Apache Mahout1 framework. Additionally, a random recom-
mender, not taking the users’ ratings into consideration when finding candidate
items was also implemented using the same framework.

To create the neighborhoods, the Pearson Correlation was used for the nearest
neighbor approach. The furthest neighbor approach was created by inverting
the Pearson correlation and applying the minimum co-rated and opposed ratings
constraints as described in the previous section. The minimum co-rated items
constraint was set to 5 based on small empirical experiments, as well as not to
exclude users with few ratings. It should be noted that the higher this number is,
the more the calculated dissimilarity accurately reflects the actual difference in
taste, however it also minimizes the number of possible neighbors. In the nearest
neighbor scenario, the minimum co-rated constraint was left to the default value
set in the Mahout recommender framework, 2. However, as the nearest neighbor
approach requires two users to have similar taste, even a lower number should
reflect some level of similarity.

The neighborhood size for both approaches was set to 30. Even though a larger
neighborhood (up to approximately 100 neighbors [HKR02]) can result in better
performance in terms of accuracy metrics, the neighborhood size was kept low
to minimize memory usage and keep the recommendation process fast for the
survey.

An additional baseline recommender, a randomized recommender not taking
the users’ ratings into consideration, was used as well. The baseline algorithm,
a normal k-nearest neighbor algorithm, was chosen to show the duality of both
approaches – thus showing the gain in diversity compared to a traditional rec-
ommendation setting. The random recommender was used to show that the
effects of the furthest neighbor algorithm were not random.

1http://mahout.apache.org/
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4.4.3 Dataset

The Movielens 10 million ratings dataset2, contains in excess of 10 million rat-
ings by roughly 70 thousand users assigned to almost 11 thousand movies. The
dataset additionally contains the titles and production years of movies. Addi-
tional features of the dataset where introduced in Chapter 2.

Using the titles, additional information such as actors, directors, plot, etc.,
was collected from the Internet Movie Database. This data was used to display
additional information about the movies in the survey described in Section 4.4.5.

4.4.4 Traditional Evaluation

A traditional offline evaluation approach was used to assess the recommenda-
tion quality of the furthest neighbor approach. For this purpose, the above
mentioned Movielens dataset was split into training and validation sets which
were subsequently used to train and validate the furthest neighbor as well as
the nearest neighbor model for comparative purposes.

For each user with at least 2 × N ratings, precision and recall accuracy at N
were evaluated for N = {5, 10, 100, 200}, similarly to the offline experiments
conducted in Chapter 3. In each of the cases 20% of the ratings of each user in
the dataset were included. For the validation, only movies having been rated
above each user’s average rating plus 0.5 of the user’s standard deviation of
rating scores were considered. Thus making sure only truly positively rated
items were treated as true positive recommendations. The remaining ratings
were included in the training set.

4.4.5 User-Centric Evaluation: A Movie Recommendation
Study

In order to make a real-life estimate of the perceived quality of the furthest
neighbor approach, a user study was performed. The study consisted of two
steps, first participants were asked to rate a minimum of 10 movies from a page
showing 100 randomly selected movies out of the 500 most rated movies in the
Movielens dataset, shown in Fig. 2. Due to the large number of movies in the
dataset (more than 10, 000), we chose randomly among the 500 most popular

2http://www.grouplens.org/system/files/ml-10m-README.html
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Figure 4.2: The movie rating page where participants were asked to rate movies.
The page contains a random selection of 100 of the 500 most popular
movies in the Movielens dataset.

movies in order to show the participants movies which they would most likely
be familiar with3.

Having rated at least 10 movies, recommendations based on each participant’s
ratings were generated and a page containing the top 10 recommendations and
a set of questions was shown, see Fig. 4.3. The recommender engine providing
the survey with recommendations was similar to the one used in offline evalua-
tion as described in Section 4.4.4. The differences being the complete Movielens
dataset was used for training as this scenario did not include any offline evalu-
ation. The time to generate recommendations for one user, using either of the
neighborhood-based algorithms, was under one minute for users having rated
a large portion of the 100 movies shown in Fig. 4.2; this response time was
considerably lower for those only having rated the minimum allowed number of
movies (10). The random recommender did not need any noticeable time for

3In an earlier version of the survey, which was tested on a small number of users, random
movies from the whole set of movies were shown instead. The vast majority of the reactions
collected from these early testers were that most of the movies were completely unknown
to them, thus the choice to present a random set from the 500 most popular movies was
made instead.
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Figure 4.3: The questions presented to participants in the survey after having
rated a minimum of 10 ratings.

recommending. To create the illusion of generating personalized recommenda-
tions, one of the neighborhood-based algorithms was trained (but not used) in
parallel to serve as a timer.

The selection of algorithm to be used for each participant was proportional
to a randomized variable. For 40% of the participants, the recommendations
were to be based on the traditional k-nearest neighbors approach. Another
40% of the participants were to be given recommendations based on the k-
furthest neighbors approach, and finally 20% of the participants were to be
presented with randomized recommendations, not taking their initial ratings
into consideration.
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4.4.5.1 Questionnaire

For each of the 10 recommended movies (shown in the leftmost column in
Fig. 4.3), participants were asked to answer a set of questions. Questions
were chosen to reflect standard quality measuring aspects in recommender sys-
tems (e.g. usefulness, recognizability, customer retention) as well as reflecting
the current state of the art in recommender system quality measurement (e.g.
serendipity, novelty) [Kni+12]. The first set of questions (relating to each of the
10 recommended movies) was

Have you seen the movie?

if Yes: Please rate it (5 star rating)

if No:
1. Are you familiar with it? (y/n)

2. Would you watch it? (y/n)

Additionally, participants were asked to answer a set of 8 question regarding
the complete set of recommended items. The questions were:

1. Are the recommendations novel?

2. Are the recommendations obvious?

3. Are the recommendations recognizable?

4. Are the recommendations serendipitous?

5. Are the recommendations useful?

6. Pick the movie you consider the best recommendation

7. Pick the movie you consider the worst recommendation

8. Would you use this recommender again?

Participants were asked to answer questions 1 through 5 stating the level of
agreement, from strongly disagree (1) to strongly agree (5). A short descrip-
tion was given for the terms novel, obvious, recognizable and serendipitous in
order to mitigate erroneous answers based on misunderstanding of the question.
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Additionally a field for comments was placed on the bottom of the survey.

Submission of the answers was only possible after all questions had been an-
swered.

The questionnaire was designed to create a truthful picture of users’ perceived
usefulness of the recommendations, considering aspects such as choice overload
[Bol+10], construction of questions [Kni+12] and similar perception-related con-
cepts [Her+04; SS01].

The link to the survey was circulated on social media sites (e.g. Facebook,
Twitter, Google+) during the last two weeks of March 2012. People from sev-
eral professions (computer science professionals, lawyers, business management
professionals) were asked to circulate the link in their networks in order to gain
participants from several communities, thus attempting to minimize any bias-
ing effects which could surface in answers from a homogeneous community. The
data was collected in early April 2012, by then a total of 132 participants had
completed the survey.

Out of the 132 participants in the study, 47 (36%) were presented with recom-
mendations based on the nearest neighbor model, 43 (33%) based on the furthest
neighbor model and 42 (32%) based on the random recommender (due to the
randomized seeding of the algorithm selection, the percentages are somewhat
different from the intended 40%, 40%, 20% distribution).

Knijnenburg et al. claim that “at least 20 users” per condition should be ade-
quate for being able to mine statistically sound data from a user study [KWK11],
indicating the amount of participants in our study is sufficient.

No demographic data except for location (reverse lookup via IP address) was
collected. The participants of the survey came from a total of 19 countries
on 4 continents. Participants from Germany, Ireland and Sweden were most
prominent, in descending order.

4.5 Results & Discussion

In the following section we present and discuss the results for traditional (Sec-
tion 4.5.1) and user-centric (Section 4.5.2) evaluation separately.
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Figure 4.4: The Precision@N and Recall@N values for users with 2 × N rat-
ings for the furthest and nearest neighbor models for the traditional
offline evaluation approach.

4.5.1 Traditional Evaluation Results

Fig. 4.4(a) and Fig. 4.4(b) summarize the prediction performance of the nearest
and furthest neighbor algorithms in terms of precision and recall. For small
values of N , nearest neighbor outperforms furthest by a factor of 8.4 in terms
of precision(3.14 × 10−3 and 3.75 × 10−4 for N = 5 respectively). For larger
values the difference in performance grows smaller, with the nearest neighbor
approach outperforming the furthest neighbor approach by 8.6% at N = 200.
The precision values for all four evaluated Ns are presented in Fig. 4.4(a). Per-
formance in terms of recall (Fig. 4.4(b)) is almost identical to precision. The
results of the random recommender are not shown as they were several orders
of magnitude lower than both neighborhood-based recommenders.

The nearest neighbor approach outperforms the furthest one in traditional infor-
mation retrieval metrics. However, the recommenders seem to be almost entirely
disjoint in terms of recommended items, as shown in Table 4.2, i.e. users get
completely different items recommended from each of the neighborhood-based
recommender algorithms.

The almost complete orthogonality of recommended items indicates that both
approaches are complementary, and if optimally combined into one, the result-
ing precision value would be the sum of the precision of both approaches. A
recommender engine which would be able to create an ensemble recommender
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N = 5 N = 10 N = 100 N = 200
items 42 75 7, 925 27, 295
% 0.0013 0.0012 0.74 3.2

Table 4.2: The absolute number of intersecting items for the nearest and furthest
neighbor recommender and the percentage of intersecting items from
the whole set of recommended items (i.e. N × |U |).

by estimating the true positive recommendations in each algorithm prior to rec-
ommendation would in this case serve as an optimal neighborhood algorithm.
Ensembles are however commonly built by combining the intersecting items
from both sets of recommendations, which becomes infeasible in this scenario
due to the diverse recommendations provided by the kFN algorithm. Thus an
alternative ensemble creation method would need to be developed to create the
optimal merger of these two algorithms.

4.5.2 User-Centric Results

As stated in Section 4.4.5, participants were presented with recommendations
from either a nearest neighbor recommender, a furthest neighbor recommender,
or a random recommender. The results of all three approaches are presented
throughout this section. All t-test values presented are either for two-tailed t-
tests (when only two distributions are compared), or ANOVA testing using two-
tailed t-tests with Bonferroni correction (n = 2 for two comparisons) [Abd07].

The results of the survey are either related to each of the movies which had
been recommended, or to the whole list of recommended movies. Fig. 4.5 shows
the results from the movie-related questions.

Considering whether the participants had seen the recommended movies or not,
the ratio of seen vs. unseen was highest for the kNN approach, followed by the
kFN, with the random recommender having the lowest ratio (p < 0.1), as shown
in Fig. 4.5(a). Looking at this in the context of the ratings given to seen movies
(Fig. 4.5(d)) per algorithm, we can conclude that the kFN algorithm indeed
shows more unknown movies, whilst remaining an almost identical average rat-
ing score compared to kNN algorithm. This is interpreted as an indication of the
kFN recommender being able to attain a comparable level of user satisfaction,
with a higher level of diversity. The random recommender recommends more
unseen movies, with the cost of a lower overall average rating.

Similar observations can be made for whether or not the participants were fa-
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miliar (Fig. 4.5(b)) with the recommended movies (p < 0.05), and whether
they would consider watching (Fig. 4.5(c)) the movie (showing a trend towards
differences between both neighborhood approaches and random at p < 0.1).

These observation, in conjunction with the the significance of tests (kNN/kFN
vs. random p < 0.05, kFN vs. kNN p > 0.1 failing to reject the assumed
null hypothesis of there not being a difference between the rating quality of
both neighborhood-based recommenders) indicate that the overall quality of
the kFN recommender seems to be on par with its kNN counterpart.

Algorithm rating novel obvious known serendipitous useful
kNN 3.64 3.83 2.27 2.69 2.71 2.69
kFN 3.65 3.95 1.79 2.07 2.65 2.63
Random 3.07 4.17 1.64 1.81 2.48 2.24

Table 4.3: The average rating given by users for movies they had seen which were
recommended by the different algorithms as well as the average of the
agreement levels for novelty, obviousness, recognizability, serendipity
and usefulness respectively.

Looking at the results of the questions related to the full set of recommended
movies (the leftmost column in Fig. 4.3), shown in Fig. 4.6, the trend continues.
For instance, Fig. 4.6(a) shows that the perceived novelty of kFN matches that
of kNN. Novelty, by its nature implies new, or unheard of movies explaining the
relatively high score of the random recommender. For obviousness, the distri-
bution is almost opposite to that of novelty. The furthest neighbor model seems
to be slightly less obvious than the nearest neighbor counterpart. Obviousness
in this context is interpreted as something negative as obvious items could be
found by the user without the help of a recommender system.

Generally, the differences between the neighborhood models and the random
recommender show (at a minimum) trends towards being different, except for
when it comes to serendipity (Fig. 4.6(c)) and novelty (Fig. 4.6(a)). We believe
this is based on two factors: (1) the non-trivial meaning of the words (especially
concerning serendipity for non-native English speakers4, and (2) the inherent
difficulty of rating. something which is not known (which both novelty and
serendipity at least in part cover). Analogously, the assumed null hypothesis of
there not being a difference between kNN and kFN fails to be rejected within
significant levels of p.

Regarding the level of agreement on the usefulness (Fig. 4.6(d)) across all the
algorithms, Table 4.3 shows both neighborhood models performing very sim-

4In 2004 serendipity was voted the third most difficult English word to translate [Avé05].
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Figure 4.5: The ratio of yes versus no answers to the questions “Have you
seen this movie?” (Fig. 4.5(a)) and “Are you familiar with
it?” (Fig. 4.5(b)) both of which showing the diversity and non-
obviousness of the recommended items. “Would you watch it?”
(Fig. 4.5(c)), and the average ratings of recommended movies previ-
ously seen by the users (Fig. 4.5(d)) showing the general quality of
the recommendations.
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ilarly, t-test comparisons of the distributions show a p value close to one for
comparison between neighborhood models and p = 0.16 for the comparisons
between random and each of the neighborhood models.

However, recognizability is interpreted differently depending on the algorithm
(two-tail t-tests give p < 0.05 between nearest and furthest, p < 0.01 between
nearest and random, and a non-significant p = 0.19 between furthest and ran-
dom). It seems the furthest neighbor recommender recommends less known
items than the nearest neighbor does, which confirms the results shown in
Fig. 4.5(b). We believe this provides, at least in part, an explanation to the
lower precision values in offline evaluation, as less known items are less likely to
have been seen by users, and are thus less likely to appear in the validation set.
This also confirms some of the popularity-based concerns in Chapter 3.

Finally, on the question of whether the participants would use a recommender
system like the one evaluated, there is a slight bias towards the nearest neighbor
recommender, i.e. Fig. 4.6(f). However, this goes in line with users’ natural bias
towards known items as well trust-related aspects, e.g. before recommending
unknown items a system should establish trust with the user [GH06; Her+04].
Establishing trust requires repetitive use of a system, which was not possible in
the scope of the conducted study.

We believe that given the reported results, precision accuracy levels alone cannot
be used to accurately evaluate an approach which is intended to recommend
diverse items, e.g. items from the long tail. The results of the user study
seem to confirm that even though the nearest neighbor approach outperforms
the furthest neighbor approach in terms of traditional accuracy metrics, the
general perceived usefulness of the recommenders by the users does not seem
to differ substantially. Even though some of the reported t-test p-values show
significance within a large error margin (p > 0.1), there is a definite trend
pointing to similar perceived usefulness of both neighborhood approaches when
considering all reported results in context.

Due to the fact that the nearest and furthest neighbor recommender are practi-
cally orthogonal in terms of recommended items, as shown in Table 4.2, this type
of evaluation can have a higher positive effect than it would have had for two
algorithms which recommend a similar set of items. In contrast, if comparing
two recommendation algorithms that create less disjoint recommendation sets,
i.e. by replacing the furthest neighbor approach with an algorithm recommend-
ing more “standard” items, it is reasonable to assume that the results of the
offline evaluation would position both algorithms closer to each other in terms
of predictive accuracy. In the online evaluation scenario, it is not entirely clear
which algorithm would perform better, this is however related to aspects like
how diverse the alternative algorithm would be, how affected by popularity bias
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(b) Obviousness.
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(c) Serendipity.
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(e) Recognizability.
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Figure 4.6: The distributions of agreement levels of the non-movie related an-
swers (i.e. those shown in the right column of Fig. 4.3) for each
algorithm evaluated in the user study. In Fig. 4.6(a) to Fig. 4.6(e)
the values {1, 2, 3, 4, 5} correspond to {most disagree, . . . , most
agree} respectively. In Fig. 4.6(f) the bars correspond to the ratio
of yes vs. no answers.
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Figure 4.7: The Pearson Product-Moment Correlation of the answers given
to questions across all three recommendation algorithms. Each
row/column corresponds to the correlation of the questions asked
in the questionnaire.

aspects (e.g. Chapter 3) and other related factors. Based on the results obtained
in these experiments, together with the current state-of-the-art in diversifying
recommendations, it is reasonable to believe that a diverse recommender algo-
rithm would outperform the baseline in terms of usefulness, perceived quality,
etc.

4.5.3 Correlating User-Centric Concepts

In order to analyze the similarity of the questions, the answers from all users
were averaged on a per-question per-algorithm basis creating a vector containing
three values, the average value for the question across the three recommenders.
The question vectors were then compared using the Pearson Product-Moment
Correlation Coefficient (Section 4.3.2) also used to calculate similarities between
users in Section 4.3 (pp. 55).

In this case, u and v refer to the concepts asked for in the used study (e.g.
serendipity, ratings, novelty) and the algorithms (kNN, kFN, Random) respec-
tively, r the average value of each of the concepts per algorithm, i.e. the average
of the Likert scale answers given to e.g. serendipity, obviousness, etc.

The resulting similarities are shown in Fig. 4.7.
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Fig. 4.7 summarizes the pairwise similarities between the questions. The most
dissimilar questions towards other questions are those regarding novelty and
recognizability. They are however very similar towards each other, which is
perhaps expected as they both, essentially, answer the same questions; one for
unrated movies, and the other for rated movies (recall the questionnaire layout
in Fig. 4.3).

Questions regarding serendipity, usefulness, whether the users would use the
system again and the ratings seem to belong to a cluster of questions being
perceived similarly. The implication of this being that the questions seem to
correspond to similar values, e.g. a serendipitous movie will often be rated
highly, or if a user considers a system useful the probability of using it again is
higher, etc.

As for the less similar questions, i.e. ratings and willingness to watch a certain
movies vs. obviousness and recognizability, the similarities tell us these ques-
tions are not entirely unrelated, however considerably less than, for instance,
ratings and usefulness. We believe this is due to aspects such as obviousness and
recognizability belong to the same concepts, i.e. once again how obvious a set
of recommendations is probably related to how many movies are recognized, as
something which is unknown can still be obvious if the initial step (the ratings
performed in Fig. 4.2) only contains unknown items, and vice versa.

The main observations are: high ratings correlate with questions considering
serendipity, usefulness and retention (use again, watch the movie). Obviousness
and recognizability tend be of little importance, but do not seem to discourage
people from using the system again. High levels of unknown/novel movies tend
to point to lower ratings and less consumption (watching the movie).

It should however be noted that all observations are averaged with respect to
the algorithms, expanding the study to include more algorithms diverse recom-
mendation three algorithms could alter the similarities.

4.6 Conclusion

As mentioned in Section 4.3.2, similar inverted similarities could potentially
be applied to other recommendation algorithm. The choice of the k-nearest
neighbor algorithm was based on it’s illustrative qualities as well as on hard-
ware limitations. Experiments with matrix factorization-based recommendation
approaches required 5 to 7 minutes for retraining of the recommender. The par-
ticipants in the study would need to wait for their recommendation for this

72



Evaluating Perception 4.6 Conclusion

period of time, which would likely have detrimental effects on the number of
users who completed the study, as discussed in Section 4.1.

In this chapter and extensive analysis of the recommendation quality of both
a nearest neighbor and a furthest neighbor algorithm has been presented. The
quality of these algorithms has been evaluated through traditional information
retrieval metrics as well as through a user study in order to gain insight on
the perceived usefulness of the algorithms. In terms of precision and recall, the
nearest neighbor algorithm outperforms the furthest neighbor approach. The
lists of recommended items are however almost completely disjoint due to the
nature of the furthest neighbor approach, which recommends more non-obvious
and diverse items. By analyzing the feedback obtained from a user study with
more than 130 participants it has been shown that a higher predictive accu-
racy of a recommender system, in this scenario, does not increase the perceived
usefulness of the recommender system, from the users’ perspective.

From the answers obtained in the study, we were able to recognize several as-
pects that point to the notion that at least similar satisfaction can be obtained
with lower precision, e.g. proportionally the same amount of users claimed
they would watch a movie recommended by the lower scoring furthest neigh-
bor approach than a movie recommended by the nearest neighbor approach -
Fig. 4.5(c). Similarly, the furthest neighbor recommender and nearest neigh-
bor recommender received almost identical overall rating values, despite the
differences in precision and recall, shown in Table 4.3.

In real-world applications, often only the users’ ratings are available. With this
in mind, it is reasonable to infer that the ratings may also hold information about
the perceived quality of the recommender in terms of serendipity, usefulness,
intention to watch movies, and intention to use the system again.

Additionally, a correlation of a set of perception-related aspects to each other
was performed in order to lower the burden on the users when conducting user
studies. Notably, the work presented found that there is considerable overlap
between aspects such as usefulness, serendipity and return rate.

This model of evaluation of diverse and other non-obvious items needs to be
further analyzed in order to gain further insight on when traditional informa-
tion retrieval accuracy metrics cannot express the quality of a recommender
system accurately. Some of the challenges related to this are further discussed
in Chapter 6.

73





Chapter 5

Recommender System
Optimization

This chapter describes the concept of optimization of recommender system ac-
curacy in the context of a maximum obtainable level of offline performance of
a recommender system, a so-called magic barrier. The magic barrier is char-
acterized and evaluated in a real-world movie recommendation website. The
motivation is that optimization beyond the magic barrier cannot be said to
actually reflect an actually better performing algorithm. In the scope of this
dissertation, the magic barrier presents the point where traditional offline eval-
uation should be extended by an online evaluation estimating the perceived
values of the users.

The structure of the chapter is as follows. First, an introduction to the con-
cepts behind the magic barrier is given in Section 5.1, following this, the work
conducted in the chapter is positioned in the current relevant state-of-the-art
relevant in Section 5.2. In Section 5.3 and Section 5.4 the characterization of the
magic barrier is given, which in turn is followed by a case study in a real-world
movie recommendation website in Section 5.5. Finally the chapter is concluded
in Section 5.6.
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5.1 Introduction

Recommender systems play an important role in most top-ranked commercial
websites such as Amazon, Netflix, Last.fm or IMDb [RRS11]. The goal of these
recommender systems is to increase revenue and present personalized user expe-
riences by providing suggestions for previously unknown items that are poten-
tially interesting for a user. With the growing amount of data on the Internet,
the importance of recommender systems increases even more to guide users
through the mass of data.

The key role of recommender systems resulted in a vast amount of research in
this field, which yielded a plethora of different recommender algorithms [AT05;
DK11; Lat+10]. To select an appropriate recommender algorithm among the
many available, and adapt it to a given scenario or problem, the algorithms
are usually examined by testing their performance using either artificial or real
test data reflecting the problem. The best performing algorithm and parame-
ters among a number of candidate algorithms is chosen. To be able to compare
performance, several different measures and metrics were defined. RMSE is
perhaps the most popular metric used to evaluate the prediction accuracy of
a recommender algorithm [SG11]. As mentioned in Chapter 2, it was the cen-
tral evaluation metric used in the Netflix Prize. For the RMSE as performance
measure, a recommendation task is typically posed as that of learning a rating
function that minimizes the RMSE on a given training set of user ratings. The
generalization RMSE-performance of the learned rating function is then assessed
on some independent test set of ratings, which is disjoint from the training set.
One major drawback of measuring and comparing the performance of recom-
mendation systems using only static test data (i.e. previously collected frozen
in time data) is that the data lacks the dynamic aspects of user behavior. Ac-
cording to studies conducted by [APO09; Ama+09; Hil+95] user ratings can be
inconsistent (or noisy) in the sense that a user may rate the same item differently
at different points of time. Following these findings, Herlocker et al. [Her+04]
and other researchers coined the term magic barrier.

More recently, RMSE and similar error measures have been scrutinized in the
recommender systems research community as lower rating prediction errors do
not necessary correspond to an actual improvement in terms of recommendation
accuracy and perceived quality as noted by [Cre+11b] and shown in Chapter 4.
However, partly due to the popularity of the Netflix Prize, RMSE still remains
one of most widely-used recommendation evaluation metrics.

In the context of perception-oriented quality, minimizing the rating prediction
error needs not correctly reflect the quality of a recommendation due to concepts
discussed in Chapter 4. There are several other reasons for this, e.g. rating bias;
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due to the users’ a priori opinions on items (the intuition of whether someone
will like an item or not, discussed in Chapter 3) there is a bias towards positive
ratings. This popularity is common in the movie domain, additionally as shown
in Fig. 5.1 there is a skewness towards positive ratings. Notably, the rating
distribution in Moviepilot (Fig. 5.1(b)) indicates a somewhat differing rating
scenario compared to the three other movie rating datasets, this is likely an effect
of the rating scale used in the service, 0 to 10 stars in half star steps whereas
the others use 1 to 5 stars in one star steps. This type of positive rating bias
has been shown to affect evaluation of recommender systems [Lin+12; MZ09].
The rating distribution from YouTube is shown primarily for comparison, this
rating distribution was one of the reasons the service changed the rating scale
to a thumbs-up/thumbs-down instead of the initial 1 to 5 scale [Raj09] as it
better reflected the users’ perception of the content.

An additional reason for why rating error minimization does not necessarily lead
to better performing recommendation algorithms is the level of user-induced
noise in the ratings given by a system’s users. User-induced noise is the irregu-
larities in the collected data generated by users due to any (external or internal)
factors surrounding the time of the rating creation.

Similarly to perception-oriented aspects, an “optimal” error measure (ε = 0
where ε refers to the error) does not necessarily reflect the actual true opinion
of a user. Additionally, quantifying taste, whether on a one-to-five or any other
scale, creates a problematic and non-intuitive setting for users as taste is neither
static nor objective [Her+04]. Some research instead proposes an item-by-item
comparative ranking approach in order to better model the specific tastes of
users [ART06; DSM10; DSS12].

Rating prediction error minimization optimization is based on the notion that
there is a “true rating” which reflects the actual taste [Klu+12; Sai+12b; Sai+12f].
This true rating is assumed to be the one in the dataset, e.g. a rating that was
at one point given to an item by a user. A system which is capable of predicting
this true rating is considered optimal [APO09; Her+04]. However, due to noise,
the true rating needs not to be one specific value. Instead, it can be expressed
as a value within a certain span.

These observations, in the context of ratings, were initially discussed by Hill
et al. [Hil+95], however no approach to counter the effects of the user-induced
noise was presented. More recently, Amatriain et al. [APO09; Ama+09] have
approached the problem of noisy ratings in the context of movie recommenda-
tion, attempting to either de-noise the data, or identify which ratings contain
more “accurate” representations of the users’ taste. However, no means of esti-
mating the level of noise versus the optimal rating prediction levels was shown.
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Figure 5.1: The rating distributions in YouTube (according to [Raj09]) and
datasets from Filmtipset, Movielens10M, Netflix and Moviepilot.
Note the distinct difference between YouTube and the datasets from
Filmtipset, Movielens and Netflix. Moviepilot uses a different rating
scale, thus it cannot be presented in the same graph, still the rating
distribution seems to follow those found in the other movie rating
datasets.
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Traditionally, data analysis approaches which acknowledge “natural noise” as
an inherent part of the data have focused on attempts to rid the data of noise in
order to gain a clearer picture of what the data represents [Ama+09]. However,
as discussed in Chapter 4, data generated by subjective users might not be
possible to rid of noise in order to generate a fixed, clean, value for each noisy
value due to the inconsistencies in users’ actions. When considering this, the
assumption that the perfect error measure is nil is challenged. In this case, a
perfect error measure ε should be at a level within the span. Let us illustrate
this with a simplified example:

Consider a recommender system with the rating prediction error
(RMSE) of ε = 0.15. The dataset which the systems uses to gen-
erate rating predictions has an estimated level of noise at n = 0.11
(normalized to RMSE). In this scenario, the minimal error feasible
to attain is ε = n, any value ε ≤ n is likely due to overfitting on the
testset.
In this case, it should only be reasonable to optimize the system
rating prediction accuracy till it reaches a value close to n. Any
optimization beyond that point should be regarded pointless as the
level of noise could result in a detrimental effect on the actual rating
prediction accuracy.

It seems reasonable that user-induced (or so-called “natural” [Ama+09]) noise,
as well as other types of noise, exists in rating datasets. This observation is
supported in the scientific literature presented in the next section. Due to the
various noise types, e.g. user interface induced, contextual, behavioral [Her+04],
it appears more feasible to estimate the level of noise than to actually eliminate
it.

This chapter formalizes a mathematical characterization of the maximum level
of optimization based on root-mean-squared error minimization. This charac-
terization builds on the presumption that noise is a natural ingredient in any
dataset. The characterization is supported by a large-scale, real-world user
study with a commercial movie recommendation website. In the scope of this
chapter, a magic barrier estimate for the system is found based on the data
collected in the user study.

While investigations on the magic barrier are important for future recommen-
dation research, only first evaluations on the inconsistency of ratings have been
conducted so far. In particular, this allows to identify recommender algorithms
that overfit the test set by chance or by peeking at the test set.1.

1This occurs when information about the test set is used for constructing a recommender
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The magic barrier marks the point at which the performance and accuracy of
an algorithm cannot be enhanced due to noise in the data. Every improvement
in accuracy might denote an over-fitting and not a better performance. Thus,
comparing and measuring the expected future performance of algorithms based
on static data might not work.

The main contributions of this chapter are:

• We present a mathematical characterization of the magic barrier. Based
on the principle of empirical risk minimization form statistical learning
theory, we show that the magic barrier reduces to the RMSE of the optimal
(but unknown) rating function. Then we characterize the magic barrier in
terms of the expected inconsistencies incurred in the ratings [Vap95]. Since
the magic barrier cannot be computed directly, we derive a procedure to
estimate it.

• We present and discuss a case study with Moviepilot, a commercial rec-
ommender system for movies. The case study aims at investigating user
inconsistencies in a real-world setting. In addition, we estimated the magic
barrier of Moviepilot to assess the quality of Moviepilot’s recommendation
engine and to propose a limit on how much Moviepilot’s recommendations
can be improved.

Based on our findings, we propose that a real-world recommender system should
regularly interact with users by polling their opinions about items they have
rated previously in order to audit their own performance and, where appropriate,
to take measures to improve their system.

5.2 Related Work

As mentioned in the previous section, one of the first works mentioning user-
induced noise in movie ratings was provided by Hill et al. [Hil+95], where
the authors created an email-based movie recommendation service. The service
asked its users to rate movies from a list of 500 pre-selected movies before
creating recommendations. The authors mention “The Upper Limit” as a bound

algorithm. For example, when we devise a new recommendation algorithm based on some
similarity measure. We train our new algorithm using the cosine similarity and assess its
performance on a test set. Upon which, the same algorithm is trained using the Pearson
correlation and measure its performance on the same test set. Finally, we report the
result of the algorithm and the similarity measure with the best prediction performance
on the test set rather than choosing the model with the best prediction performance on
the training set. Such approaches lead to overly optimistic results.
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on prediction performance based on the idea that a person’s ratings are noisy,
or otherwise inconsistent. Based on statistical theory, the authors claim that
it will never be possible to perfectly predict the users’ ratings, instead they cite
“the square root of the observed test-retest reliability correlation” as the optimal
level of prediction due to the levels of noise in user-generated data. No attempt
at estimating the level of noise was however performed in the scope of this work.

The first mention of the magic barrier, the term currently used to state the
practical upper bound on rating prediction accuracy (or lower bound on rating
prediction error), was made by Herlocker et al. in their seminal paper on recom-
mender system evaluation [Her+04]. In this work, the authors speculate whether
recommender systems are hitting this potential magic barrier, e.g. a point where
“natural variability may prevent us from getting much more accurate”. Addi-
tionally, Herlocker et al. speculate whether minuscule rating prediction errors
actually translate to a perceived improvement from the users or whether the
increasingly smaller accuracy improvements do not alter the perceived quality,
i.e. see Chapter 4.

Given the ever increasing amount of recommender systems research publica-
tions, projects, etc., the amount of literature covering the magic barrier of these
systems is surprisingly small. Although there is considerable amount of previous
work performed on the topic of data quality, user-generated noise, and its effect
on information retrieval-related solutions, there is no common terminology used
in the plethora of related works.

In the context of movie ratings, the datasets used for noise-related studies have
almost exclusively been either the Netflix Prize dataset, or datasets from the
Movielens movie recommendation website. Cosley et al [Cos+03] conducted an
early study on the Movielens website where a selection of users where asked
to provide re-ratings to previously rated movies. In their experiments, the
authors chose four approaches; in the first case, users were presented with movies
without displaying any ratings. In the second case, users were shown movies
and a suggested rating identical to the one already given. In the third selection,
movies were presented with ratings one star higher then the original rating, and
in the last case the suggested ratings were one star lower than the original ones.
In this experiment, the authors found that the users who participated in the
study where either no rating, or the original rating was shown with the movies,
re-rated movies with their original rating in 60% of the cases for not shown
movies, and almost 70% for shown movies. In the cases where the rating had
been altered, a significant amount of users chose to re-rate the movie with the
new predicted rating.

O’Mahony et al. [OHS06] took a different approach to noise and instead tried to
classify it as either “natural noise” or “malicious noise” where the former is the
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more “standard” noise model based on erroneous, hasty or otherwise imperfect
ratings. The latter noise type is induced into the system in order to alter it’s
functions, e.g. for purposes of making a specific item (a book or a movie) more
popular or raising its rating in order to attract more customers/viewers.

Among the first works using the terminology introduced by Herlocker et al.
includes two papers by Amatriain et al. where the authors in the earlier of the
two attempted to characterize the noise in ratings based in reliability [APO09].
For their experiments, the authors collected three set of ratings for 100 movies
from the Netflix Prize dataset. The ratings were collected with 24 hours and 15
days difference. From their collected data, the authors were able to identify a
range for the magic barrier, i.e. the lowest possible RMSE value. The identified
range (0.557 to 0.8157) is the point beyond which optimizing a recommender
system, using their dataset, does not indicate a better recommendation. In
a follow-up to this work [Ama+09], the authors used a similar approach, this
time in order to remove the noise in the ratings. In order to do this, the authors
again collected re-rating data in order to identify noisy ratings in a subset of
the Netflix Prize dataset.

Some of the most recent work relating to the levels of noise in rating datasets
and its effect on recommendation, presented by Kluver et al [Klu+12] approach
this problem from a different direction. Instead of measuring the level of noise
in the dataset, or attempting to formalize a magic barrier, the authors mea-
sure how much preference information is contained in a rating. The authors
base their approach on the assumption that “. . . humans can form stable prefer-
ences for all items in the item domain. However, . . . these preferences are only
partially articulated, and that processing is still required when mapping these
partial preferences to a rating.” This assumption, based on preference forming
an measurement [Fis91], together with Shannon’s information entropy [Sha01]
creates the basis for preference bits, which indicate how much actual information
is concealed in a rating. Preference bits are found through repeated re-ratings
by users on the same items. Each re-rating can then be used to estimate the
amount of preference bits in a rating.

Some of the inconsistencies in users’ rating behavior can be mitigated by tem-
poral aspects, as Lathia et al. show [Lat+10]. This mitigation does however not
compensate for all inconsistencies, which Amatriain et al. [Ama+09] showed by
having different time spans between re-ratings.

The problems of noisy user behavior is connected to the type of evaluation used.
Pu et al. [PCH11] present a user-centric (as opposed to data-centric) evalua-
tion framework which measures the quality of recommendations in terms of
usability, usefulness, interaction quality and user satisfaction, which allows for
optimization of recommender systems based on direct user interaction instead
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of offline accuracy metrics such as RMSE, NDCG, etc. User-centric evaluation
does however come with a cost in terms of time, additionally it requires a set
of users to be available for the evaluation process, as described in Chapter 4.
Given these drawbacks, most recommender system evaluation still uses tradi-
tional information retrieval measures and methods, even though these might
not always reflect the actual quality of the recommendation [SG11] due to the
aforementioned inconsistencies in users’ rating behavior.

5.3 The Empirical Risk Minimization Principle

We pose the recommendation task as that of a function regression problem
based on the empirical risk minimization principle from statistical learning the-
ory [Vap95]. This setting provides the theoretical foundation to derive a lower
bound, the magic barrier, on the root-mean-square error that can be attained
by an optimal recommender system.

5.3.1 The Traditional Setting of a Recommendation Task

We begin by describing the traditional setting of a recommendation task as
presented in [DK11].

Suppose that R is a set of ratings rui submitted by users u ∈ U for items
i ∈ I. Ratings may take values from some discrete set S ⊆ R of rating scores.
Typically, ratings are known only for few user-item pairs. The recommendation
task consists of suggesting new items that will be rated high by users.

It is common practice to pose the recommendation task as that of learning a
rating function

f : U × I → S, (u, i) 7→ f(u, i)

on the basis of a set of training examples from R. Given a user u, the learned
rating function f is then used to recommend those items i that have largest
scores f(u, i). The accuracy of a rating function f is evaluated on a test set,
which is a subset of R disjoint from the training set.

A popular and widely used measure for evaluating the accuracy of f on a set
R of ratings is the root-mean-square error (RMSE) criterion presented in Sec-
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tion 2.3.1. In the scope of this chapter, we pose it as

E(f |R) =

√√√√ 1

|R|
∑

(u,i)∈R

(
f(u, i)− rui

)2
, (5.1)

where the sum runs over all user-item pairs (u, i) for which rui ∈ R.2

5.3.2 Recommendation as Risk Minimization

Learning a rating function by minimizing the RMSE criterion can be justified by
the inductive principle of empirical risk minimization from statistical learning
theory [Vap95]. Within this setting we describe the problem of learning a rating
function as follows:
We assume that

• user-item pairs (u, i) are drawn from an unknown probability distribution
p(u, i),

• rating scores r ∈ S are provided for each user-item pair (u, i) according to
an unknown conditional probability distribution p(r|u, i),

• F is a class of rating functions.

The probability p(u, i) describes how likely it is that user u rates item i. The
conditional probability p(r|u, i) describes the probability that a given user u
rates a given item i with rating score r. The class F of functions describes the
set from which we choose (learn) our rating function f for recommending items.
An example for F is the class of nearest neighbor-based methods.

The goal of learning a rating function is to find a function f ∈ F that minimizes
the expected risk function

R(f) =
∑

(u,i,r)

p(u, i, s)
(
f(u, i)− r

)2
, (5.2)

where the sum runs over all possible triples (u, i, r) ∈ U ×I ×S and p(u, i, r) =
p(u, i)p(r|u, i) is the joint probability.

2For the sake of brevity, we abuse notation and write (u, i) ∈ R for user-item pairs (u, i) for
which rui ∈ R.
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The problem of learning an optimal rating function is that the distribution
p(u, i, s) is unknown. Therefore, we can not compute the optimal rating function

f∗ = arg min
f∈F

R(f).

directly. Instead, we approximate f∗ by minimizing the empirical risk

R̂(f |X ) =
1

|X |
∑

rui∈X

(
f(u, i)− rui

)2
,

where X ⊆ R is a training set consisting of ratings rui given by user u for item
i. Observe that minimizing the empirical risk is equivalent to minimizing the
RMSE criterion.

A theoretical justification of minimizing the RMSE criterion (or the empirical
risk) arises from the following result of statistical learning theory [Vap95]: under
the assumption that the user ratings from R are independent and identically
distributed, the empirical risk is an unbiased estimate of the expected risk.3

5.4 The Magic Barrier

This section derives a magic barrier (lower bound) on the RMSE that can be
attained by an optimal recommender system. We show that the magic barrier
is the standard deviation of the inconsistencies (noise) inherent in user ratings.
To this end, we first present a noise model and then derive the magic barrier.

5.4.1 A Statistical Model for Users’ Inconsistencies

As shown in user studies [APO09; Ama+09; Hil+95], users’ rating tend to be
inconsistent. Inconsistencies in the ratings could be due to, for example, change
of taste over time, personal conditions, inconsistent rating strategies, and/or
social influences, just to mention a few.

For the sake of convenience, we regard inconsistencies in user ratings as noise.
The following fictitious scenario illustrates the basic idea behind our noise model:
Consider a movie recommender with n movies and a rating scale from zero to
five stars, where zero stars refers to a rating score reserved for unknown movies

3The set of users and items are both finite. In order to apply the law of large numbers, we
may think of R as being a set of ratings obtained by randomly selecting triples (u, i, s)
according to their joint distribution.
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only. Users are regularly asked to rate m randomly selected movies. After a
sufficiently long period of time, each user has rated each movie several times.
The ratings may vary over time due to several reasons ([Lat+10]) such as change
of taste, current emotional state, group-dynamic effects, and other external as
well as internal influences.

Keeping the above scenario in mind, the expected rating of a user u on movie i
is defined by the expectation

E[Rui] = µui,

where Rui is a random variable on the user-item pair (u, i) and takes on zero
to five stars as values. Then a rating rui is composed of the expected rating
µui and some error term εui for the noise incurred by user u when rating item
i. We occasionally refer to the error εui as user-item noise. Thus, user ratings
arise from a statistical model of the form

rui = µui + εui, (5.3)

where the random error εui has expectation E[εui] = 0. This assumption, is
however rather naive in a recommendation scenario.

5.4.2 Deriving the Magic Barrier

Suppose that f∗ is the true (but unknown) rating function that knows all ex-
pected ratings µui of each user u about any item i, that is

f∗(u, i) = µui (5.4)

for all users u ∈ U and items i ∈ I. Then the optimal rating function f∗ mini-
mizes the expected risk function Eq. (5.2). Substituting Eq. (5.3) and Eq. (5.4)
into the expected risk function Eq. (5.2) and using p(u, i, s) = p(u, i)p(s|u, i)
gives

R(f∗) =
∑
(u,i)

p(u, i)E
[
ε2
ui

]
=
∑
(u,i)

p(u, i)V [εui] , (5.5)

where the sum runs over all possible user-item pairs (u, i) ∈ U × I and V[εui]
denotes the variance of the user-item noise εui. Eq. (5.5) shows that the expected
risk of an optimal rating function f∗ is the mean variance of the user-item noise
terms.

Expressed in terms of the RMSE criterion, the magic barrier BU×I of a recom-
mender system with users U and items I is then defined by

BU×I =

√∑
(u,i)

p(u, i)V [εui].
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The magic barrier is the RMSE of an optimal rating function f∗. We see that
even an optimal rating function has a non-zero RMSE unless all users are con-
sistent with their ratings.

Observe that an optimal rating function needs not to be a member of our chosen
function class F from which we select (learn) our actual rating function f . Thus
the RMSE of f can be decomposed into the magic barrier BU×I and an error
Ef due to model complexity of f giving

ERMSE(f) = BU×I + Ef > BU×I .

5.4.3 Estimating the Magic Barrier

As for the expected risk, we are usually unable to directly determine the magic
barrier BU×I . Instead we estimate the magic barrier according to the procedure
outlined in Algorithm 1.

Algorithm 1 Procedure for estimating the magic barrier.

Procedure: Let X ⊆ U ×I be a randomly generated subset of user-item pairs.

1. For each user-item pair (u, i) ∈ X do

a) Sample m ratings r1
ui, . . . , r

m
ui on a regular basis

b) Estimate the expectation µui by the sample mean

µ̂ui =
1

m

m∑
t=1

rtui

c) Estimate the variance of the ratings

ε̂ 2
ui =

1

m

m∑
t=1

(
µ̂ui − rtui

)2
2. Estimate the magic barrier by taking the average

B̂X =

√√√√ 1

|X |
∑

(u,i)∈X

ε̂ 2
ui. (5.6)
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We postulate that all rating functions f ∈ F with an empirical risk of the form

R̂(f |X ) ≤ B̂2
X

are likely to overfit on the set X and consider further improvements on the
RMSE below B̂X as meaningless.

5.5 Case Study Using a Commercial Movie
Recommender

Our experimental case study serves to validate the noise model and to inves-
tigate the relationship between the estimated magic barrier and the prediction
accuracy of moviepilot. Due to limited resources, we conducted a moderately
scaled user study in a real-world setting.

5.5.1 moviepilot

moviepilot is a commercial movie recommender system having more than one
million users, 55, 000 movies, and over 10 million ratings. Movies are rated on
a 0 to 10 scale with step size 0.5 (0 corresponding to a rating score of 0, not
an unknown rating). The two most common ways to rate movies are either
through the “discover new movies” page, shown in Fig. 5.2(a) or through the
“100 movies of your lifetime” page. The former presents a combination of new,
popular and recommended movies whereas the latter one presents, like the title
suggests, the 100 previously unrated movies deemed most probable to be liked
by the user.

The recommendation engine uses a neighborhood-based collaborative filtering
approach, with a similarity measure inspired by the cosine similarity, and is
retrained regularly, so as to always be able to recommend movies based on an
up-to-date model of users’ rating histories.

5.5.2 Data

To estimate the magic barrier, we created a Web-based study for collecting
users’ opinions on movies. An opinion is a score in the same rating scale as
standard user ratings. The difference between the two is that ratings are stored
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(a) moviepilot’s find new movies page

(b) Opinion interface

Figure 5.2: The Moviepilot rating interface and the opinion interface used in
the user study. The opinion interface mimics the look-and-feel of
Moviepilot in order to give users a feeling of familiarity lowering the
level UI-induced noise.
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in the user profile and used for predictions, whereas opinions do not show up
in users’ profiles, are only stored in the survey and do, subsequently, not affect
the recommendations users are given.

The opinion collection study was implemented as a Web application, Fig. 5.2(b),
mirroring the look-and-feel of Moviepilot’s rating interface as closely as possible.
By emulating the rating interface of Moviepilot for opinion polling, we aimed
at mitigating any potential distortion of the data due to different interface ele-
ments. A comparison of both is shown in Fig. 5.2.

Users were notified about the study by announcements in newsletters and posts
in the community forums. The announcements provided information on timing,
duration, process of the opinion collection, the collector, the URL, etc. Users
were asked to not to peek at their old ratings when taking part in the study.
They were also informed that submitted opinions would not be stored in their
profiles.

Whilst taking part in the study, users were presented with a number of movies
randomly drawn from the complete set of their rated movies. Each user could
submit at most one opinion on each movie. A user could skip any number of
movies without providing any opinion. After at least a 20 opinions had been
given, the active user could complete the study.

The study ran from mid April 2011 to early May 2011. We recorded only
opinions of users that provided opinions on at least 20 movies. A total of 306
users provided 6, 299 opinions about 2, 329 movies.

5.5.3 Experimental Setup

We estimated the magic barrier according to the procedure described in Algo-
rithm 1. For this, we used the ratings and opinions of those user-item pairs
for which the 6, 299 opinions had been recorded.4 This setup corresponds to
sampling two ratings for each of the 6, 299 user-item pairs. The estimate of the
magic barrier is the average of the squared sample noise over all 6, 299 user-item
pairs.

4Though opinions differ from ratings conceptually, we treat them equally when estimating
the magic barrier.
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Figure 5.3: RMSE of Moviepilot and estimated magic barrier, where all refers to
the estimation computed over all 6, 299 user-item pairs, r ≥ avg(r)
and o ≥ avg(r), resp. refer to the magic barrier restricted to all user-
item pairs with ratings and opinions, respectively, above or equal to
the user-specific average over all user ratings. Similarly, r < avg(r)
and o < avg(r), respectively, refer to the magic barrier restricted
to all user-item pairs with ratings and opinions, resp., below the
user-specific average over all user ratings and opinions.

5.5.4 Results and Discussion

Fig. 5.3 summarizes the outcome of the opinion polling study, it shows the RMSE
of Moviepilot’s recommendation engine and an estimated magic barrier taken
over all 6, 299 user-item pairs. The plot also shows the estimated magic barrier
restricted to the following subsets of the 6, 299 user-item pairs: (1) user-item
pairs with above average rating, (2) user-item pairs with above average opinion,
(3) user-item pairs with below average rating, and (4) user-item pairs with below
average opinion. The user-specific averages were taken over all ratings given by
the respective user.

The first observation to be made is that the estimated magic barrier of Moviepi-
lot is circa 0.61, which is slightly more than one step in Moviepilot’s rating scale
(±0.61). In contrast, the RMSE of Moviepilot’s recommendation engine is about
1.8 which is between three and four rating steps. Under the assumption that
the estimated magic barrier is a good estimate of the unknown magic barrier,
improvements of a recommender method close to or below the estimated magic
barrier are meaningless. Under the same assumptions, there is room for im-
proving the prediction accuracy of Moviepilot. These assumptions, however,
have to be taken with care due to the limited amount of data for estimating the
expected rating of each user-item pair.
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The second observation to be made is that our estimate of the magic barrier
is lower when restricted to user-item pairs with ratings/opinions above aver-
age ratings than for below average ratings. We hypothesize that users tend
to be more consistent with their ratings/opinions for movies that they have
rated above average. This finding complements the observations of Amatriain
et al. [APO09], i.e. that user ratings seem to be more consistent at the extreme
ends of the rating scale.

The results obtained in this as well as in other studies and the theoretical treat-
ment on magic barriers give a strong case for collecting opinions (or re-ratings)
in order to

1. estimate the magic barrier for performance evaluation, and

2. improve recommendations based on a set of ratings for each user-item pair
rather than on a single rating.

A good estimate of the magic barrier is useful for assessing the quality of a rec-
ommendation method and for revealing room for improvements. Recommenders
with a prediction accuracy close to the estimated magic barrier can be regarded
as ’optimal’. Further improvements of such recommenders are meaningless.

It is reasonable to assume that the generic magic barrier evaluated in the scope
of this chapter could be additionally lowered provided the sampled ratings were
treated contextually, i.e. each sample was given within a certain context. Identi-
fying these contexts and estimating the magic barrier within each context would
likely result in a set of different magic barriers, each for one specific context.
However, as context-awareness falls outside of the scope of this chapter, and
this dissertation, no attempt at contextualizing the magic barrier have been
attempted in this work.

5.6 Conclusion and Future Work

The magic barrier is the RMSE of an optimal rating function, and as such, it
provides a lower bound for the RMSE level an arbitrary rating function can
attain. In terms of noise incurred when users rate items, the magic barrier is
the square root of the expected variance of the user-item noise. When using
this characterization, it becomes a straightforward task to derive a procedure
for estimating the magic barrier.

In an experimental case study using Moviepilot, a commercial movie recommen-
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dation system, we investigated the inconsistencies in users’ ratings and used
these to estimate the magic barrier for assessing the actual prediction accuracy
of the recommendation system. The results obtained confirm that users are
inconsistent in their ratings, specifically more inconsistent the lower the rating,
and more consistent for higher (above average) ratings. The estimate of the
magic barrier presented in this chapter reveals that there still is some room for
improvement of Moviepilot’s recommendation algorithm.

The magic barrier is obtained by comparison the several ratings on the same
user-item pairs, on the basis of our findings, we suggest that regularly polling
ratings for previously rated items (the same user-item pairs). These ratings can
subsequently be used to audit the performance of the recommendation engine
and may, where appropriate, lead to measures which can be taken to improve
an existing system’s performance.

To obtain statically sound results, performing a large-scale user study is imper-
ative. In order to regularly poll opinions or ratings of previously rated items,
certain issues should be addressed, e.g.

• How to implement a user-friendly interface for polling opinions/ratings
without having a deterrent effect on users and unbiased results at the
same time?

• How to present items and sample opinions/ratings to obtain a good esti-
mate of the magic barrier?

• How should samples be collected over time?

• How should old samples be treated, i.e. is there a limit for when a rating
should expire?

In the context of this chapter, the issues dealt with in Chapter 4 should be
brought to light when a system reaches its magic barrier. As optimization
beyond this point is likely to be useless, other means of evaluation need to be
employed, i.e. user-centric evaluation.

Additionally, as mentioned in Section 5.5.4, one potential direction for future
work is the contextualization of the magic barrier. Given the state-of-the-art
in context-aware recommender systems, it is not unlikely that even a trivial
contextualization (e.g. time-based) would lower the magic barrier considerably.
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Chapter 6

Conclusions

This chapter summarizes and concludes the work conducted in the scope of this
dissertation, presents avenues for potential future research in related directions
and concludes the dissertation with some final remarks on the topics covered by
this work.

6.1 Conclusion

Recommender systems are becoming more and more accurate, reaching a point
where the standard evaluation methods do not necessarily correctly estimate
the actual quality of the employed recommendation algorithms. There are sev-
eral reasons for this; many evaluation methods where not developed with the
recommendation use case in mind and are thus not able to capture the accuracy
sought for, others measure objective, quantitative, values which do not always
correctly correlate to the perceived quality from the users’ perspectives. Other
methods estimate the quality based on assumptions that the underlying data
used for the training of recommender systems is consistent, at least to a point
where optimization based on this data is feasible, without any constraints.

This dissertation aimed to analyze current evaluation methods and develop new
methods and guidelines for accurate recommendation quality estimation. The
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methods presented in the context of this thesis were motivated by these two
major observations:

1. There is a discrepancy in the way recommender systems are evaluated and
in the way they are used.

2. Current evaluation metrics do not always correctly reflect the perceived
quality from the users’ perspectives.

Many of the evaluation concepts still hold, there are however multiple drawbacks
when only evaluating recommendations based on measures, methods and metrics
not specifically developed for the purpose of evaluating recommender systems.

In order to fully accurately estimate the quality of personalized recommenda-
tions, above a certain quality threshold, recommendations must be evaluated
in the context of recommendation, i.e. by using evaluation methods specifically
developed for the purpose of estimating recommendation accuracy. Otherwise,
what is measured as a boost in quality could actually be experienced as a re-
duction in the quality, as seen by the end users of recommender systems.

6.2 Summary of Contributions

This dissertation has advanced the state-of-the-art in recommender system eval-
uation and diversification through a number of contributions.

First, we introduced the reader to recommender systems and presented the
main challenges and research questions related to the topic of evaluating rec-
ommender systems in Chapter 1. The chapter additionally described some of
the potential application scenarios of the work presented in this dissertation.
It also highlighted some of the historical aspects of recommender systems that
have led to the current challenges.

Following the introduction, Chapter 2 presented an exhaustive overview of cur-
rent resources for recommender systems research, including common datasets
and their attributes, as well as the most common evaluation methods and eval-
uation measures. The chapter then continued to discuss the utility of recom-
mendation, including aspects such as perceived quality and diversity, and how
current evaluation protocols very often tend to overlook this concept completely.

Chapter 3 then continued on to present an overview of how aspects related to
popularity bias in user interaction datasets, commonly used in recommender
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systems research and development, affect recommendation. Specifically, the
chapter analyzed these aspects in different stages of a user’s interaction with
a recommendation system. The main contribution of the chapter was to show
that users require different recommendations based on their accumulated level
of interaction with the system. Specifically, during the post cold start phase
where users have accumulated a certain number of item rating, the measured
recommendation quality can be boosted by up to 20% by using popularity bias
mitigating techniques, i.e. so-called weighting schemes. This chapter also cre-
ated a motivation for the work which followed, as the measured recommendation
quality could not guarantee an improvement in the experienced quality.

Following popularity-related concepts, Chapter 4 covered a set of topics related
to recommendation quality and recommendation diversity as perceived by the
end users of a recommender system. In this chapter, a new recommendation
algorithm was created for the purpose of delivering more diverse, novel, and
non-obvious recommendations. This algorithm was evaluated both through tra-
ditional methods and measures as well as through a qualitative study in order to
capture the quality of the recommendations as experienced by the users. The re-
sults from the study showed that even though the diverse algorithm performed
considerably lower in the traditional evaluation setting when compared to a
standard baseline algorithm, the perceived quality was on a level comparable,
if not better, to the baseline algorithm’s perceived quality. In addition to this,
the chapter covered the topic of correlation of specific user-centric, qualitative,
aspects of evaluation in order to identify a potential perception overlap when
using these attributes in qualitative user studies. Furthermore, these attributes
where additionally correlated to standard quantitative evaluation methods, e.g.
ratings, in order to prospectively lower the burden on users when performing
qualitative evaluation.

The final research chapter, Chapter 5, then approached inconsistencies in rating
datasets in order to identify whether there existed a prospective maximum level
of optimization for recommendation using this type of datasets. For this purpose
a mathematical characterization of the magic barrier was proposed based on
empirical risk minimization techniques. Even though the concept of the magic
barrier has been known and researched for almost two decades, this chapter
presented the first mathematical characterization of the concept. Additionally,
the theoretical model was evaluated through a large-scale real-world user study
deployed on a commercial movie recommendation website. The results indicate
that even though the deployed recommender systems performs well, there still
is room for some improvement. The chapter concluded that the magic barrier
could be used as the point where traditional offline evaluation should stop, and
user-centric online evaluation should begin.
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6.3 Future Work

There are many potential directions for future work in areas related to evaluation
and optimization of recommender systems. Below, a selection of them are listed
and motivated.

User-centric Popularity-sensitive Evaluation

As shown in Chapter 3, analyzing the datasets to identify certain popularity-
induced aspects prior to evaluation or recommendation does present non-negligible
effects to the accuracy of the recommendations. There is however a threshold
for when mitigating popularity becomes detrimental, e.g. in order to establish
trust among new users, a system should recommend items which are recognized
by the users. Tying the popularity-related aspects to user-centric evaluation in
the context of trust and recommendation quality presents an avenue of research
where the utility of popularity, trust and quality all represent sought for aspects
in a recommender systems. In order to understand whether the results shown in
Chapter 3 also correspond to the perceived usefulness of the recommendations,
as perceived by the users is an additional potential research direction.

Diversity-oriented Evaluation

Chapter 4 showed that even though a more diverse recommendation algorithm
received lower accuracy scores than a basic baseline in a traditional evaluation
setting, this was not the case in a user-centric perspective, where it was on par
with the baseline. This creates a potential avenue for research on diversity-
oriented evaluation, since the traditional evaluation metrics are not able to
express the accuracy of a recommender system in terms of diversity. Prospec-
tive topics include a quantification approach to diversity where diversity can be
analyzed from an accuracy and satisfiability perspective. There already exist
several approaches related to this, none of them have however been able to cap-
ture the usefulness and accuracy of a recommended item in a simply comparable
measure or metric.

Diversity-based Recommendation Ensembles

As noted in Chapter 4, an optimal ensemble of both the nearest and further
neighbor approaches could potentially increase the quality of the baseline by
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as much as 60% when creating an ensemble of the k-nearest neighbor and the
k-furthest neighbor algorithms. However, recommendation algorithm ensembles
are traditionally based on the intersections of several approaches, i.e. by tak-
ing the intersection of the recommended items from several recommendation
algorithms. In the context of the furthest and nearest neighbor approaches,
this strategy would most likely fail due to the orthogonality of the lists of rec-
ommendations from the two algorithms. Since there were minimal amounts of
intersecting items between these lists, alternative ensemble-building methods
need to be researched, preferably where the intersection of the recommended
items is not a factor. Instead, these alternative ensemble methods should be
able to estimate the usefulness of the list of recommended items from each algo-
rithm in order to create one unified, diversity-oriented recommender algorithm
which retains the predictive accuracy of the baseline whilst gaining the diversity
of the antipode algorithm.

Context-aware Correlation of Qualitative and Quantitative Measures

Chapter 4 attempted to find whether there were correlating aspects between
specific user-centric concepts, such as novelty and serendipity, and correlated
these to traditional measures such as rating performance. However, as user-
centric concepts most likely are affected by the users’ current situations, it is
likely that the correlation of perception-oriented aspects and traditional metrics
will differ in different contexts, e.g. novelty needs not always be a positive
aspect, similarly a high rating can have different meaning in different contexts.
This research direction seems to not have been explored at all in the context of
recommender systems and their evaluation.

Contextualizing the Magic Barrier

The mathematical characterization of the magic barrier presented in Chapter 5
tied the barrier to a rating prediction error, i.e. RMSE. However, as mentioned
above, the context the rating was given in can affect the rating value, e.g. the
mood of the user can result in a higher or lower rating than in a different context.
This opens up a research direction on the topic of contextualizing the magic
barrier. There is a vast amount of related work on context-aware recommender
systems, however, only a small portion of it deals with context-aware evaluation
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Generalization of the Magic Barrier

As mentioned above, the characterization of the magic barrier presented in
Chapter 5 tied the barrier to a specific rating prediction error measure, i.e.
RMSE. The magic barrier is however a concept that can be extended to cover
other rating error and rating accuracy metrics (e.g. precision, recall) as well.
The current formalization does however not go beyond RMSE. A potential ex-
tension, or generalization, of the magic barrier to extend to other types of met-
rics presents another potential avenue for future work. As the magic barrier is a
rather newly researched topic, there is little prior related work in this direction,
the potential impact of a general magic barrier characterization are, however,
likely high.

Bridging the Gap Between User-centric Evaluation and the Magic Barrier

The conclusion of Chapter 5 mentions that as optimization and evaluation be-
yond the magic barrier is likely to be of little use, other means of evaluation
should be employed, e.g. user-centric evaluation. It is reasonable to assume that
there are correlations between the perceived quality of a recommender system
and the underlaying model’s magic barrier. This presents a potential research
direction bridging the gap between qualitative and quantitative evaluation of
recommender systems.

6.4 Closing Remarks

Recommender systems help people in a multitude of ways in their everyday
lives, whether recommending a travel route, a purchase or a friend on a social
network. In many of these cases the recommendations seem so natural that the
user receiving the recommendation is not actively aware of the recommenda-
tion itself. If we imagine navigating the current information landscape without
the assistance of recommender systems, the task quickly becomes infeasible for
any single user. With the current growth of created information, recommender
systems will need to become more personalized, more accurate, and more finely
tuned to the user and the task at hand. This is not possible without new ap-
proaches to recommender system evaluation. Future methods for evaluating
recommender systems need to take into consideration other aspects than just
the rating or recommendation accuracy. These methods will however not emerge
overnight, they will likely come into being over time, as the recommendation
landscape changes. In the meantime, the techniques presented throughout this
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dissertation provide the basis for learning more about the users and use cases of
recommender systems, paving the way to more elaborate, efficient and accurate
recommendations.
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views as part of recommendations”. In: Proceedings of the 2007
ACM conference on Recommender systems. RecSys ’07. Minneapo-
lis, MN, USA: ACM, 2007, pp. 137–140. isbn: 978-1-59593-730–8.
doi: 10.1145/1297231.1297255. url: http://doi.acm.org/10.
1145/1297231.1297255.

[LB11] Mark Levy and Klaas Bosteels. “Music Recommendation and the
Long Tail”. In: Proceedings of the Workshop on Music Recommen-
dation and Discovery 2011. WOMRAD ’11. Chicago, IL, USA:
CEUR-WS Vol. 793, 2011.

[Lin06] Greg Linden. Geeking with Greg :: Early Amazon: Similarities.
http : / / glinden . blogspot . com / 2006 / 03 / early - amazon -

similarities.html, (retrieved March, 2012). 2006. url: http://
glinden.blogspot.de/2006/03/early-amazon-similarities.

html.

[Lin+12] Guang Ling et al. “Response Aware Model-Based Collaborative
Filtering”. In: Proceedings of the Twenty-Eighth Conference on Un-
certainty in Artificial Intelligence. UAI. Catalina Island, CA, USA,
2012.

[Lud] Michael Ludwig. MovieLens Data Sets. http://www.grouplens.
org/node/73, (retrieved June, 2012). url: http://www.grouplens.
org/node/73.

[Luo+08] Heng Luo et al. “A collaborative filtering framework based on both
local user similarity and global user similarity”. In: Mach. Learn.
72.3 (Sept. 2008), pp. 231–245. issn: 0885-6125. doi: 10.1007/

s10994 - 008 - 5068 - 4. url: http : / / dx . doi . org / 10 . 1007 /

s10994-008-5068-4.

[Lyc] Lycos. Lycos - Company Overview. http://info.lycos.com/

about/company-overview (retrieved November, 2012). url: http:
//info.lycos.com/about/company-overview.

113

http://dx.doi.org/10.1145/1835449.1835486
http://doi.acm.org/10.1145/1835449.1835486
http://doi.acm.org/10.1145/1835449.1835486
http://dx.doi.org/10.1145/2043932.2043971
http://dx.doi.org/10.1145/2043932.2043971
http://doi.acm.org/10.1145/2043932.2043971
http://dx.doi.org/10.1145/1297231.1297255
http://doi.acm.org/10.1145/1297231.1297255
http://doi.acm.org/10.1145/1297231.1297255
http://glinden.blogspot.com/2006/03/early-amazon-similarities.html
http://glinden.blogspot.com/2006/03/early-amazon-similarities.html
http://glinden.blogspot.de/2006/03/early-amazon-similarities.html
http://glinden.blogspot.de/2006/03/early-amazon-similarities.html
http://glinden.blogspot.de/2006/03/early-amazon-similarities.html
http://www.grouplens.org/node/73
http://www.grouplens.org/node/73
http://www.grouplens.org/node/73
http://www.grouplens.org/node/73
http://dx.doi.org/10.1007/s10994-008-5068-4
http://dx.doi.org/10.1007/s10994-008-5068-4
http://dx.doi.org/10.1007/s10994-008-5068-4
http://dx.doi.org/10.1007/s10994-008-5068-4
http://info.lycos.com/about/company-overview 
http://info.lycos.com/about/company-overview 
http://info.lycos.com/about/company-overview
http://info.lycos.com/about/company-overview


Bibliography Bibliography

[MZ09] Benjamin M. Marlin and Richard S. Zemel. “Collaborative pre-
diction and ranking with non-random missing data”. In: Proceed-
ings of the third ACM conference on Recommender systems. Rec-
Sys ’09. New York, New York, USA: ACM, 2009, pp. 5–12. isbn:
978-1-60558-435-5. doi: 10.1145/1639714.1639717. url: http:
//doi.acm.org/10.1145/1639714.1639717.

[McC11] Brad McCarty. Last.fm: 50 billion scrobbles and the return of the
mix tape. http://thenextweb.com/media/2011/04/16/last-
fm- 50- billion- scrobbles- and- the- return- of- the- mix-

tape/3/ (retrieved June, 2012). 2011. url: http://thenextweb.
com/media/2011/04/16/last-fm-50-billion-scrobbles-and-

the-return-of-the-mix-tape/3/.

[MRK06] Sean M. McNee, John Riedl, and Joseph A. Konstan. “Being accu-
rate is not enough: how accuracy metrics have hurt recommender
systems”. In: CHI ’06 extended abstracts on Human factors in com-
puting systems. CHI EA ’06. Montreal, Quebec, Canada: ACM,
2006, pp. 1097–1101. isbn: 1-59593-298-4. doi: 10.1145/1125451.
1125659. url: http://doi.acm.org/10.1145/1125451.1125659.

[McN+02] Sean M. McNee et al. “On the recommending of citations for re-
search papers”. In: Proceedings of the 2002 ACM conference on
Computer supported cooperative work. CSCW ’02. New Orleans,
Louisiana, USA: ACM, 2002, pp. 116–125. isbn: 1-58113-560-2. doi:
10.1145/587078.587096. url: http://doi.acm.org/10.1145/
587078.587096.

[Mov] MovieLens. MovieLens 10M/100k Data Set README. http://

www.grouplens.org/system/files/ml-10m-README.html (re-
trieved June, 2012). url: http://www.grouplens.org/system/
files/ml-10m-README.html.

[Nat] National Institute of Standard and Technology. http://trec.

nist . gov / overview . html (retrieved June, 2012). url: http :

//trec.nist.gov/overview.html.

[Nee] C. Needham. IMDb History. http://www.imdb.com/help/show_
leaf?history - December, 2009. url: http://www.imdb.com/
help/show_leaf?history.

[Net06] Netflix Prize. The Netflix Prize Rules. http://www.netflixprize.
com / /rules (retrieved June, 2012). 2006. url: http : / / www .

netflixprize.com//rules.

[OZ51] Julio Ojeda-Zapata. “New Site Personalizes Movie Reviews”. In:
St. Paul Pioneer Press (9/15/1997).

114

http://dx.doi.org/10.1145/1639714.1639717
http://doi.acm.org/10.1145/1639714.1639717
http://doi.acm.org/10.1145/1639714.1639717
http://thenextweb.com/media/2011/04/16/last-fm-50-billion-scrobbles-and-the-return-of-the-mix-tape/3/
http://thenextweb.com/media/2011/04/16/last-fm-50-billion-scrobbles-and-the-return-of-the-mix-tape/3/
http://thenextweb.com/media/2011/04/16/last-fm-50-billion-scrobbles-and-the-return-of-the-mix-tape/3/
http://thenextweb.com/media/2011/04/16/last-fm-50-billion-scrobbles-and-the-return-of-the-mix-tape/3/
http://thenextweb.com/media/2011/04/16/last-fm-50-billion-scrobbles-and-the-return-of-the-mix-tape/3/
http://thenextweb.com/media/2011/04/16/last-fm-50-billion-scrobbles-and-the-return-of-the-mix-tape/3/
http://dx.doi.org/10.1145/1125451.1125659
http://dx.doi.org/10.1145/1125451.1125659
http://doi.acm.org/10.1145/1125451.1125659
http://dx.doi.org/10.1145/587078.587096
http://doi.acm.org/10.1145/587078.587096
http://doi.acm.org/10.1145/587078.587096
http://www.grouplens.org/system/files/ml-10m-README.html
http://www.grouplens.org/system/files/ml-10m-README.html
http://www.grouplens.org/system/files/ml-10m-README.html
http://www.grouplens.org/system/files/ml-10m-README.html
http://trec.nist.gov/overview.html
http://trec.nist.gov/overview.html
http://trec.nist.gov/overview.html
http://trec.nist.gov/overview.html
http://www.imdb.com/help/show_leaf?history
http://www.imdb.com/help/show_leaf?history
http://www.imdb.com/help/show_leaf?history
http://www.imdb.com/help/show_leaf?history
http://www.netflixprize.com//rules
http://www.netflixprize.com//rules
http://www.netflixprize.com//rules
http://www.netflixprize.com//rules


Bibliography Bibliography

[OHS06] Michael P. O’Mahony, Neil J. Hurley, and Guénolé C.M. Silvestre.
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Glossary

Application Programming Interface a specification intended to be used as an
interface between different software components.. 26, 101

CineMatch Netflix’s rating prediction algorithm, prior to The Netflix Prize..
14, 101

click-through rate the number of clicks on an item divided by the number of
times the item is shown. The measure is commonly applied to ad cam-
paigns.. 49, 101

collaborative filtering Is a concept used in recommender systems for filtering in-
formation by means of analyzing the collaboration of multiple data points.
17, 101

content-based Content-based techniques analyze the content of the item (doc-
ument) in order to identify its features. 17, 101

diversity the quality expressing something is different or varied.. 22, 101

F-measure a weighted average of the precision and recall.. 19, 101

feature vector a vector representing the interactions of the user (or item), each
position in the vector corresponds to an entity. The vector can be unary,
binary, or rated.. 18, 101
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Glossary Glossary

folksonomies A folksonomy is a classification system. The classification is cre-
ated by collaborative tags, or annotations, of content.. 26, 101

k-Nearest Neighbor is technique for classifying objects in a feature space based
on some distance, similarity or correlation measure. 101

kNN k-Nearest Neighbor. 101

magic barrier A maximum obtainable level of performance a recommender sys-
tem can attain.. 10, 101

nDCG normalized Discounted Cumulative Gain. 101

netizen the citizens of the Web, i.e. users of the Web.. 2, 101

normalized discounted cumulative gain a relevance scale in aresult set. nDCG
is commonly used for evaluation of rating prediction.. 5, 101

novelty the quality expressing that something is new.. 22, 101

objective metrics Objective metrics, or measures, express the interaction events
between a user and a system, e.g. ratings, purchases, bounce rate, etc..
22, 101

online The online concept refers to any information available on the Internet.
1–4, 6, 7, 101

precision the fraction of retrieved documents that are relevant.. 3–5, 19, 101

ranking the act of predicting the highest ranked items according to a user’s
taste.. 3, 101

rating prediction the act of predicting a the rating that a user will given an
item.. 3, 101

recall the fraction of the documents that are relevant that are successfully re-
trieved.. 3, 5, 19, 101
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Glossary Glossary

receiver operating characteristic a curve to plot the true positive rate vs. the
false positive rate. Summing up the area under ROC curve can be used
as a measure to express the quality of a recommender system.. 3, 101

recommender system is a programmable machine that receives input, stores
and manipulates data, and provides output in a useful format. 101

RMSE Root-mean-square error. 101

Root-Mean-Square Error is a measure describing the differences of two popu-
lations. Commonly used to measure rating prediction accuracy.. 3, 101

Root-Mean-Square Error Root-Mean-Square Error.. 5, 101

serendipity the ability of making accidental fortunate discoveries.. 22, 101

subjective metrics Subjective metrics, or measures, express the subjective qual-
ities of a system as perceived by individual users.. 23, 101

top-n see ranking.. 3–5, 101

Web short for The World Wide Web. 1, 101

Web 2.0 a term to describe highly dynamic and interactive websites differing
from the first generation of static Web pages through an increased level of
user-generated content.. 2, 101
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Figure 1: Number of papers containing the term “recommender system” in the
ACM DL published prior to 2007. Retrieved June 14th 2012.
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Figure 2: Number of papers containing the term “recommender system” in the
ACM DL published from 2007. Retrieved June 14th 2012.
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Figure 3: The power law of the Movielens, Moviepilot and Last.fm datasets re-
spectively.
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Websites

Website URL
ACM DL http://dl.acm.org

Alexa http://www.alexa.com

Amazon http://www.amazon.com

CAMRa 2010 http://www.dai-labor.de/camra2010

Filmtipset http://www.filmtipset.se

GroupLens Research http://www.gouplens.org

IMDb http://www.imdb.com

iTunes http://www.itunes.com

KDD Cup 2011 http://kddcup.yahoo.com

LastFM http://www.last.fm

Lycos http://www.lycos.com

Apache Mahout http://mahout.apache.org

Movielens http://www.movielens.org

moviepilot http://www.moviepilot.de

Netflix http://www.netflix.com

Netflix Prize http://www.netflixprize.com

Spotify http://www.spotify.com

The Free Dictionary http://www.thefreedictionary.com

Today Translations http://www.todaytranslations.com

Yahoo! Music http://music.yahoo.com

YouTube http://www.youtube.com

Table 1: Websites mentioned in this thesis.
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