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Zusammenfassung

Die vorliegende Dissertationsschrift beschäftigt sich mit den Atmosphären von
Super-Erden. Super-Erden sind Planeten um andere Sterne (Exoplaneten) mit
Massen gröÿer als eine Erdmasse bis zu 10 Erdmassen. Derzeit sind 20 solcher
Planeten bekannt.
Als Ziel dieser Arbeit sollte versucht werden, zwei Schlüsselfragen im Zusam-
menhang mit Super-Erden zu beantworten: Zum einen die Frage, ob es Exo-
planeten gibt, auf denen sich möglicherweise Leben bilden könnte (so genan-
nte habitable Planeten), zum anderen die Frage, ob die Atmosphären solcher
Exoplaneten durch spektroskopische Beobachtungen von der Erde aus charak-
terisiert werden können.
Um diese Fragen zu beantworten, wurde ein eindimensionales Computermod-
ell für Planetenatmosphären entwickelt, umfassend validiert, getestet und mit
anderen Modellen verglichen.
Dieses Modell wurde auf den Exoplaneten Gliese 581 d angewandt. Gliese 581
d ist eine Super-Erde und der bisher einzige bekannte Exoplanet, der möglicher-
weise habitabel ist. Mit dem Atmosphärenmodell wurde eine Parameterstudie
durchgeführt, die sowohl den Ober�ächendruck als auch die Konzentration
von Kohlendioxid (CO2) in der Atmosphäre variierte. Es zeigte sich, dass für
hohe Ober�ächendrücke (5 bar und mehr bei einer Konzentration von 95 %
CO2, 20 bar und mehr bei einer Konzentration von 5 % CO2) die berechneten
Ober�ächentemperaturen höher als 273 K (Gefrierpunkt von Wasser) lagen,
d.h. der Planet ist für solche atmosphärischen Szenarien habitabel. Szenar-
ien mit weniger Druck oder geringerer CO2-Konzentration waren jedoch nicht
habitabel.
Mit den Ergebnissen des Atmosphärenmodells wurden hochaufgelöste syn-
thetische Spektren des Planeten berechnet, um zu untersuchen, inwieweit die
mögliche Habitabilität des Planeten von der Erde aus feststellbar sein könnte,
oder ob zwischen den atmosphärischen Szenarien unterschieden werden könnte.
Es zeigte sich, dass Emissionsspektroskopie nicht geeignet ist, Aussagen über
Ober�ächenbedingungen oder Szenarien zu tre�en. Dagegen ist Transmission-
sspektroskopie besser geeignet für die Charakterisierung der atmosphärischen
Szenarien.
Die Berechnung der mit geplanten Weltraummissionen wie dem James Webb
Space Telescope zu erwartenden Signale von Gliese 581 d ergab, dass die meis-
ten spektralen Signaturen nicht detektierbar sind.
Diese Arbeit zeigte jedoch, dass Gliese 581 d tatsächlich der erste entdeckte
möglicherweise habitable Planet auÿerhalb unseres Sonnensystems ist, was ak-
tuelle Studien bestätigt.
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Abstract

The subject of this thesis are the atmospheres of Super-Earths. Super-Earths
are planets around other stars (so-called exoplanets) with masses larger than
Earth and up to 10 Earth masses. Currently, 20 such planets are known.
The aim of this work was to address two key questions related to Super-Earth
science: Firstly, whether potentially habitable (i.e., life-bearing) exoplanets ex-
ist, secondly, whether the atmospheres of such exoplanets could be investigated
spectroscopically from Earth.
In order to address these questions, a one-dimensional computer model for
planetary atmospheres was developed, extensively tested, validated and com-
pared to other published work.
The model has then been applied to the exoplanet Gliese 581 d. Gliese 581 d
is a Super-Earth and currently the only known exoplanet which is potentially
habitable. With the atmospheric model, a parameter study was performed
where the surface pressure and the CO2 concentration have been varied. It was
shown that for high surface pressures (5 bar and more for 95 % CO2, 20 bar
and more 5 % CO2), calculated surface temperatures were higher than 273 K
(melting point of water), hence such atmospheric scenarios result in habitable
conditions. Scenarios with less surface pressure or less CO2 concentration were
found to be uninhabitable.
With the results of the atmospheric model, synthetic high-resolution spectra of
the planet were calculated to investigate whether habitable conditions could be
inferred remotely or whether atmospheric scenarios could be discerned. It was
shown that emission spectroscopy is not well suited to investigate surface con-
ditions or atmospheric scenarios. By contrast, with transmission spectroscopy
atmospheric scenarios could be characterized much better.
Calculating spectroscopic signals of Gliese 581 d, based on planned space ob-
servatory performances from the James Webb Space Telescope showed that
the expected planetary signals are much too weak to allow for an atmospheric
detection.
However, in this work it was shown that Gliese 581 d is indeed the �rst poten-
tially habitable planet outside our solar system, con�rming very recent studies.
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Chapter 1

Introduction

1.1 Motivation

There are two main motivations for this work.
The �rst involves perhaps some of the most famous questions of science: Are
we alone in the Universe? Is there Life beyond Earth? These questions have
been asked by mankind for thousands of years. Naturally, the �rst answers
were provided by myth and faith, religion and literature. Although certainly
containing their own beauty and truth, these answers were scienti�cally not
satisfactory.
The second motivation is related to another strong driver in science which is
to put things into context, to understand the "Big Picture": The Solar System
as a planetary system, the Earth as a planet, our biosphere on Earth as one
example of Life in the Universe.
What we want to know and understand is: Are we special? Where did we
come from, and where are we going to?
Only in modern times have we become able to perform comparative planetology
and enter the �eld of astrobiology. With these new and exciting branches
of science, addressing the fundamental questions mentioned above stopped
being mere science �ction. Even if today we are far from answering all these
questions, we are at least able to begin to pose them in a scienti�c framework.

1.2 Scienti�c Interest in Super-Earths

Planets with masses larger than Earth and up to ten Earth masses (mE), are
referred to as Super-Earths. This de�nition is independent of planet density
(see Valencia et al. 2006 for an introduction of the term), hence describes rocky
planets as well as icy ones. Planets in that mass range do not exist in the solar
system, but have been discovered in other planetary systems. Super-Earths
have generated a lot of attention in the scienti�c community in recent years.
In the frame of the motivations stated above, this has two principal reasons.
Firstly, although a clear de�nition of life and the requirements for its emergence
and evolution is lacking, there is a general consensus that life needs a surface,
with distinctive liquid, solid and gaseous media. Gas or ice giant planets are
not suitable for life as we know it. Thus, the starting point for the search for
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extraterrestrial life is the search for rocky worlds, so-called terrestrial planets.
Super-Earths are easier to detect than Earths, because they are larger and more
massive. Therefore, Super-Earths constitute most likely the �rst potential
extrasolar habitats to be discovered.
Secondly, the discovery of rocky Super-Earths is a natural extension of the
�eld of comparative planetology. By comparing these Super-Earths to Earth,
Venus, Mars and other bodies, it should be possible to derive a more general
understanding of the formation and evolution of terrestrial planets. This is
likely to provide more insight into the relevant processes for planetary evolu-
tion.

1.3 Historical background

1.3.1 Astronomy and astrophysics

Human civilization has always observed stars and planets. Astronomy was
required for the purpose of navigation and geography or establishing a calendar,
hence was part of all cultures. The ancient Greeks, however, were the �rst to
think about celestial phenomena in terms of physics, wondering about the
nature of planets, comets and stars. They developed theories about formation
and evolution of these bodies, and how they relate to Earth. In 1859, the
chemist Bunsen and the physicist Kirchho� applied the theory of spectral
analysis to the stars. One of the major �ndings of the then new discipline
of astrophysics, and in its philosophical implications most amazing, is the
generality and universality of the laws of physics and chemistry.
The existence of planetary systems around other stars has been predicted for
a long time. In terms of astrophysics, this prediction was based on the fact
that most of the angular momentum of the Solar System resides in the orbital
motion of the planets. Since many stars are rather slow rotators, as is the
Sun, Struve (1952) suggested that these stars are also orbited by planets (so-
called extrasolar or exoplanets). He even proposed planet surveys. The �rst
exoplanets were announced by Strand (1943) and Strand (1957) around 61
Cygni (the �rst star to have its parallax measured) and van de Kamp (1969)
around Barnard's star. However, as shown by Heintz (1978), Gatewood and
Eichhorn (1973) and Hershey (1973), these detections were erroneous.
The �rst con�rmed exoplanets were discovered around pulsars by Wolszczan
and Frail (1992) and around main-sequence stars by Mayor and Queloz (1995).
Presently, we can compare the eight Solar System planets to more than 400
exoplanets and planet candidates in over 300 planetary systems (up-to-date
source: exoplanet.eu).
With the discovery of extrasolar planets, comparative planetology gained con-
siderable additional momentum. Now, with the �rst extrasolar atmospheres
starting to be characterized and the �rst low-mass planets discovered, we are
entering a new era of planetary science.
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1.3.2 Astrobiology and the search for life

Equally exciting is the development of biology. As (human) life was considered
sacred (not in itself erroneous), biology as a science did not exist, but rather
was part of theology and philosophy, as was astronomy before the Copernican
revolution.
The discovery of cells by Hooke in 1665, and the subsequent �nding that all liv-
ing organisms are cellular, were a major breakthrough for biology. When Dar-
win and Mendel published their theories of evolution and heritage, it became
evident that some general mechanisms govern cells and organisms. During the
second half of the 20th century, microbiology and biochemistry con�rmed this
with the discovery that DNA (information storage) and ATP (energy storage)
were common molecules to all known life.
Life started early in Earth's history (3.8 billion years ago, almost immediately
after the Earth's surface became solid), and even though major mass extinction
events happened multiple times, life prevailed. This fact and the discovery
of so-called extremophiles on Earth (e.g., Rothschild and Mancinelli 2001,
Thomas and Dieckmann 2002) have encouraged the search for life elsewhere in
the universe and the development of astrobiology in general. Organic material
in the interstellar matter (ISM, Irvine and Schloerb 1984) and amino acids in
meteorites (Pizzarello et al. 2001) and circumstellar disks (Mehringer et al.
1997) imply that the basis for life is rather widespread in the Universe.

1.4 Present status

In this section, the current state of detections of Super-Earths (i.e., planets
with masses larger than Earth and up to ten Earth masses), the characteri-
zation of exoplanet atmospheres and the development of astrobiology will be
summarized shortly.

1.4.1 Detection of planets

There are four main detection methods, radial velocity, transits, microlensing
and pulsar timing. The �rst two are by far the most successful to date (more
than 95 % of all discoveries). The radial velocity method identi�es planets
by the induced change in the apparent stellar radial velocity because the star
moves around the common star-planet center of mass. Since the measure-
ments are only sensitive to the projected line-of-sight radial velocity (v sin i, i
inclination), this method only gives lower limits to the planetary mass. The
transit method looks for stellar eclipses and the apparent dimming of the star's
brightness produced by the planet passing between observer and star in the
line-of-sight. When combining radial velocity and transit method, the radius
and mass of a planet can be inferred, hence its mean density calculated. More
than 80 transiting planets are known so far. As stated above, the search for
extrasolar habitats focuses on terrestrial planets. Therefore, the mean density
of a planet should be known in order to infer its bulk composition (rocky, icy,
gas planet) which emphasizes the importance of the transit method.
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Currently (June 2010), there are 21 extrasolar planets known which have (min-
imum) masses below 10 mE, hence are possible terrestrial planets (Table 1.1).
Since one of these is a Mars-type body (Wolszczan 1994), there are 20 can-
didates for Super-Earths. The 21 low-mass planets have been found in 14
planetary systems.
Three planets (one of which is the Mars-type body) have been found around
a pulsar (Wolszczan and Frail 1992,Wolszczan 1994, Konacki and Wolszczan
2003) and two were detected by microlensing surveys (Beaulieu et al. 2006,
Bennett et al. 2008). However, the pulsar and microlensing planets are less in-
teresting in the context of astrobiology or comparative planetology since they
are either extremely far away or their host stars are too faint for characteriza-
tion via follow-up observations and detailed investigation.
Of the 16 remaining Super-Earth candidates, two (CoRoT-7 b, Léger et al.
2009 and GL 1214 b, Charbonneau et al. 2009) have been detected by the
transit method. They are the �rst (and to date, only) con�rmed Super-Earths.
CoRoT-7 b, with a density comparable to or slightly higher than that of Earth
(Queloz et al. 2009, Bruntt et al. 2010), is also the �rst known extrasolar
terrestrial planet. In contrast, GL 1215 b has a density of about three times
less than Earth (Charbonneau et al. 2009), hence is more likely an ice or ocean
planet.

Table 1.1: Known low-mass planets and candidates so far (June 2010). T, L or S
indicate whether the measured mass is a true mass (T), an m · sin(i) lower limit (L)
or a statistical best-estimate (S) of microlensing parameters.

Planet Mass [mE ] Status Reference

CoRoT-7 b 4.8 T Léger et al. (2009)
CoRoT-7 c 8.4 L Queloz et al. (2009)
GL 1214 b 6.5 T Charbonneau et al. (2009)
Gliese 581 c 5.4 L Mayor et al. (2009a)
Gliese 581 d 7.1 L Mayor et al. (2009a)
Gliese 581 e 1.9 L Mayor et al. (2009a)
MOA-2007-BLG-192-L b 3.2 S Bennett et al. (2008)
OGLE-05-390L b 5.4 S Beaulieu et al. (2006)
PSR 1257+12 b 0.02 L Wolszczan (1994)
PSR 1257+12 c 4.1 T Konacki and Wolszczan (2003)
PSR 1257+12 d 3.8 T Konacki and Wolszczan (2003)
HD 40307 b 4.2 L Mayor et al. (2009b)
HD 40307 c 6.9 L Mayor et al. (2009b)
HD 40307 d 9.2 L Mayor et al. (2009b)
GL 176 8.4 L Forveille et al. (2009)
HD 181433 7.6 L Bouchy et al. (2009)
HD 7924 9.2 L Howard et al. (2009)
GL876 5.7 L Rivera et al. (2005)
61 Vir 5.1 L Vogt et al. (2010)
HD 1461 7.4 L Rivera et al. (2010)
HD 156668 4.2 L Howard et al. (2010)
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The masses of four other planet candidates detected by the radial velocity
method can also be reasonably estimated. For instance, CoRoT-7 c (Queloz
et al. 2009) is also most likely a Super-Earth, if one assumes a coplanar orbit
with CoRoT-7 b. Dynamical and photometric constraints on the Gliese (GL)
581 system (Mayor et al. 2009a, Beust et al. 2008, López-Morales et al. 2006)
also place upper limits on the masses of GL581 c, d and e, making it very
probable that they are indeed Super-Earths. The planets in the systems around
HD 40307 (Mayor et al. 2009b), GL876 (Rivera et al. 2005), HD 7924 (Howard
et al. 2009), GL176 (Forveille et al. 2009), HD 181433 (Bouchy et al. 2009), 61
Vir (Vogt et al. 2010), HD 1461 (Rivera et al. 2010) and HD 156668 (Howard
et al. 2010) remain presently as Super-Earth candidates, since no additional
photometric or astrometric constraints on their mass have been found.
The ongoing CoRoT mission (Auvergne et al. 2009), as well as the already
started Kepler space observatory (science operations are fully satisfactory, see
Borucki et al. 2009), ground-based programs like MEarth (Nutzman and Char-
bonneau 2008), EtaEarth (Howard et al. 2009) or the HARPS search (Lovis
et al. 2008) or the planned PlaTO mission (Catala 2009) will hopefully �nd
many more Super-Earth planets.

Table 1.2: Exoplanets with spectroscopic measurements: "Temp" indicates tem-
perature structure, "Chem" indicates chemical characterization.

Planet Type

HD209458 b Temp/Chem
HD189733 b Temp/Chem
GL 436 b Temp/Chem

HD149026 b Temp
υ And b Temp
CoRoT-1 b Temp
CoRoT-2 b Temp
XO-1 b Temp
XO-2 b Temp
XO-3 b Temp
HAT-P-1 b Temp
HAT-P-7 b Temp
TrES-1 Temp
TrES-2 Temp
TrES-3 Temp
TrES-4 Temp
OGLE-TR-56 b Temp
WASP-1 b Temp
WASP-2 b Temp
WASP-12 b Temp
WASP-19 b Temp
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1.4.2 Atmospheres of exoplanets

The atmospheres of an increasing number of exoplanets are being characterized
spectroscopically, both in terms of temperature and chemistry (Table 1.2).
For 21 planets thermal emission of radiation has been detected (e.g., Deming
et al. 2005, Charbonneau et al. 2005, Harrington et al. 2006, Grillmair et al.
2007, Richardson et al. 2007, Knutson et al. 2007, Machalek et al. 2009, Alonso
et al. 2009, Lopez-Morales et al. 2009, Todorov et al. 2010, Christiansen et al.
2010, Anderson et al. 2010, Wheatley et al. 2010).
The chemical composition of the atmospheres of three planets, the "hot Jupiters"
HD209458 b and HD189733 b and the "hot Neptune" GL 436 b, has been de-
termined. Atoms (H, C, O, Na) and molecules (CO, CO2, CH4, H2O) have
been detected (e.g., Charbonneau et al. 2002, Vidal-Madjar et al. 2004, Tinetti
et al. 2007, Grillmair et al. 2008, Swain et al. 2009, Stevenson et al. 2010).

1.4.3 Astrobiology

Astrobiology is the extension of Earth-based biology to biospheres on other
celestial bodies. The search for extraterrestrial life in the Solar System cur-
rently focuses on Mars, Europa (a Galilean satellite of Jupiter) and Enceladus
(a moon of Saturn) as possible habitats.
The detection of methane on Mars (e.g., Formisano et al. 2004, Krasnopolsky
et al. 2004, Atreya et al. 2007, Mumma et al. 2009) has triggered an intense
discussion about an active biosphere on Mars, because on Earth, methane is
mainly produced biologically. Also, the detection of hydrogen peroxide and
its possible biological implications (e.g, Encrenaz et al. 2004, Houtkooper and
Schulze-Makuch 2009) is a very interesting recent development. Europa is a
prime target for astrobiology. Abbas and Schulze-Makuch (2008) discuss a
possible biosphere on Europa based on detected organic material and the pre-
sumed sub-surface ocean. NASA's Cassini orbiter discovered water and organic
material in plumes and ejecta originating from Enceladus (e.g., Parkinson et al.
2007, McKay et al. 2008, Hodyss et al. 2009). Similar to Europa, Enceladus
has the potential for sub-surface life.
However, organic material is not con�ned to planets or the planetary environ-
ment. Organic material is found in meteorites and comets in the Solar System
as well as in the interstellar medium (ISM) or proto- and circumstellar clouds
(e.g, Thi et al. 2004, Geers et al. 2006). The number of molecules detected
in recent years has grown due to, e.g., progress in observation techniques and
satellite missions to comets and small bodies (e.g, Sandford et al. 2006, Lat-
telais et al. 2009).

1.5 Key questions

Since Super-Earths are being discovered at an ever increasing rate (see Table
1.1), several key questions are emerging for (exo-)planetary science. These are
directly linked to the main motivations stated above.
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Models of Super-Earth formation

There are two basic mechanisms for planet formation. The �rst one is called
gravitational instability. This model suggests that parts of the protostellar disk
collapse separately to form planets or planetesimals. The second mechanism
is termed core accretion. There, planets are formed by growth of circumstellar
dust to planetesimals, inter-planetary collisions and formation of planetary
embryos. These embryos then collect material from the protostellar disk and
eventually develop into planets.
Regarding the formation of Super-Earth planets, three key questions arise:

• What is the nature of the formation process?
It is presently unclear whether Super-Earth formation occurs by in-situ
formation (Raymond et al. 2004) or if Super-Earth planets are subject to
a migration phase after the initial formation (Terquem and Papaloizou
2007). Furthermore, it is possible that Super-Earths are the remnant
cores of migrating giant planets subjected to intense mass loss.

• How do giant planets a�ect Super-Earth formation and evolution?
Mandell and Sigurdsson (2003) and Mandell et al. (2007) have shown that
the migration of giant planets through a protoplanetary disk can lead to
dynamically stable terrestrial planets. Nevertheless, it is also possible
that migrating giant planets perturb Super-Earth planets and eject them
from the system (Podlewska and Szuszkiewicz 2008).

• How likely are Super-Earths?
Numerical simulations show that a large variety of planets (in terms of
semi-major axis a and mass m) can be formed, depending on the initial
protoplanetary disk (Kokubo and Ida 2002). Almost all models agree
that the formation of Super-Earths are possible and even likely.

Geophysics of Super-Earths

In terms of the geophysics of Super-Earths, two key questions were asked soon
after the �rst discoveries:

• What is the nature of these planets and what is their bulk composition?
In principle, they could be either ice giants like Neptune and Uranus or
truly terrestrial planets, i.e. of a rocky composition.

• What is the interior structure of Super-Earths?
Interior models of Super-Earths yield the internal structure (e.g., Valencia
et al. 2007b, Seager et al. 2007, Sotin et al. 2007). However, no clear
model results are available yet as to whether Super-Earths would form
an inner core or not (see, e.g., Elkins-Tanton and Seager 2008b).

Atmospheres of Super-Earths

Since the atmospheres of many extrasolar planets are already starting to be
characterized (see Table 1.2), investigating the atmospheres of Super-Earths is
an interesting focus for future study. This leads to the following key questions:
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• What type of atmospheres (composition, mass) can be expected in view
of escape and delivery scenarios, possible volcanism and plate tectonics?

First attempts to address these questions have been performed by Elkins-
Tanton and Seager (2008a) and Kite et al. (2009), suggesting that a wide
range of atmospheres (CO2-dominated as well as H-He-atmospheres) can
be expected for primary atmospheres.

• What is the in�uence of enhanced planetary gravity on the thermal struc-
ture and on the chemistry in atmospheres?
A detailed analysis of this problem is still lacking in the literature. First
attempts have been made by, for example, Kasting et al. (1993), Léger
et al. (2004), Ehrenreich et al. (2006), Miller-Ricci et al. (2009a) or Miller-
Ricci et al. (2009b).

• How does the evolution of the atmosphere depend on planetary mass?
The evolution of the atmosphere of a planet strongly depends on the
orbit (see Venus and Earth in the solar system). However, planet mass
also must be important at a certain level, for example regarding escape
processes, as is implied by the case of Mars. Clearly, a certain minimum
mass is required to prevent signi�cant atmospheric loss.

The question related to the nature of Super-Earth atmospheres is an intriguing
one, and the least explored to date. However, in the near future, with better
observational and model constraints on formation and evolution, considerable
progress is to be expected.

Habitability of Super-Earths

The habitable zone (HZ) is typically de�ned as the shell around a star where a
planet's atmosphere can sustain liquid water on the surface. In a benchmark
study, Kasting et al. (1993) investigated the boundaries of the HZ for di�erent
planetary scenarios and central stars. Key questions are:

• How does planetary mass and gravity a�ect the potential habitability of
Super-Earths?
The HZ is not only dependent on the central star, but also on the atmo-
spheric properties of the planet considered, so it is entirely possible that
the HZ for Super-Earth planets di�ers from that of the traditional HZ.

• How do orbital elements such as eccentricity a�ect habitability?
The dynamical habitability of planetary systems due to orbital pertuba-
tions has been considered by e.g. Menou and Tabachnik (2003). The
in�uence of eccentric orbits on habitability has been studied by e.g.
Williams and Pollard (2002).

However, most fascinating is the actual discovery of potentially habitable plan-
ets. The �rst (and up to now only) such system is the planetary system around
GL 581. Detailed analysis of the habitability of the Super-Earth planets GL
581 c and d were done by Selsis et al. (2007) and von Bloh et al. (2007a), both
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works still relying on the work by Kasting et al. (1993). It is expected that
forthcoming discoveries of Super-Earths will increase the research in this �eld
and yield many more potentially habitable worlds.

1.6 Outline of the thesis

Chapter 2 will state the aims of this work and pose the problems and questions
to be addressed. In Chapter 3, a brief overview of atmospheric physics is given.
Then, the stability of Super-Earth atmospheres will be investigated (Chapter
4). After showing that such atmospheres could possibly exist, the thesis will
focus on the modeling aspect. The motivation of the choice of model type used
for the simulations of Super-Earth atmospheres (Chapter 5) will be followed by
a detailed description of speci�c model used (Chapter 6). Chapter 7 presents
validations, numerical tests and comparative studies of the model. The e�ect
of the improvements introduced in the model will be discussed in Chapter
8. Results for applying the model to one speci�c system and its spectral
appearance as well as detectability will be shown in Chapter 9). A summary
of the results and an outlook in Chapter 10 will conclude this work.
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Chapter 2

Aim of this work

This work will address an important question relevant to habitability studies
of Super-Earths, namely their atmospheres. Without an atmosphere, life as
we know it from Earth is di�cult to imagine, even though sub-surface life has
been detected on (or better: in) Earth. Atmospheres reduce day-night and
pole-equator contrasts of surface temperature, they stabilize liquid water and
they protect against harmful stellar radiation and cosmic rays. In that sense,
they ful�ll a central requirement for the existence of (surface) life, hence the
scienti�c interest in atmospheres and atmospheric characterization.
Additionally, atmospheres and their evolution are valuable for comparative
planetology since they directly or indirectly re�ect planetary processes such as,
for example, a magnetic �eld (via the escape history and subsequent isotopic
fractionation) or/and outgassing.

2.1 Previous work on Super-Earth atmospheres

As stated in section 1.5, previous work on atmospheres of Super-Earths was
done by, e.g., Kasting et al. (1993), Léger et al. (2004), Ehrenreich et al.
(2006), Miller-Ricci et al. (2009a) and Miller-Ricci et al. (2009b), mostly in
the context of predicting the spectral appearance of such planets. However,
these works used simpli�ed modeling approaches in order to perform �rst-order
simulations. Here, the modeling approaches will be described in more detail
to establish the need for a new modeling study.
Kasting et al. (1993) investigated the habitable zone (HZ) of (hypothetical)
stellar systems and the in�uence of di�erent planetary characteristics (e.g.,
planet mass). However, their study prescribed surface temperature and strato-
spheric temperature pro�les, rather than calculating them based on stellar and
planetary scenarios. Furthermore, they assumed an isothermal stratosphere.
From there, they calculated outgoing thermal �uxes, and assuming global en-
ergy balance, assigned orbital distances to these temperature pro�les. This
approach neglects the in�uence of stellar type on the temperature pro�le and
on the energy balance (via backscattering or absorption of radiation).
Léger et al. (2004) estimated atmospheric pro�les of several planet types such
as ocean planets and Super-Earths. They assumed an arbitrary �xed surface
temperature. Temperature pro�les were then calculated based on an adiabatic
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decrease of temperature with altitude and an isothermal stratosphere.
Ehrenreich et al. (2006) addressed the question of transmission spectra of plan-
etary atmospheres as a possible diagnostic tool for atmospheric composition
and structure. They prescribed stratospheric conditions via an isothermal tem-
perature pro�le, hence also neglecting any in�uence of chemical composition
or stellar type. Furthermore, the e�ect of gravity or composition on convec-
tive energy transport in the troposphere (gravity-dependent lapse rate, varying
condensing species) was not incorporated.
Additional work on planetary spectra was done by Miller-Ricci et al. (2009a)
and Miller-Ricci et al. (2009b). They calculated atmospheric temperature
pro�les as a function of optical depth, where the optical depth is indepen-
dent of wavelength (gray approach). Atmospheric pro�les were found not to
be isothermal. Still, a consistent calculation of stellar energy deposition is
lacking in their work, since they �x the planetary albedo at all wavelengths.
They included equilibrium chemistry in their models to investigate the e�ect
of temperature pro�les on the chemical composition.

2.2 Improved modeling approach

One important aim of this work is to provide an atmospheric model as a tested,
reliable tool which allows the investigation of Super-Earth atmospheres in a
more consistent way than before.
The atmospheric model will, with respect to several points, improve upon the
modeling approaches used in previous work. For example, temperature pro�les
will be calculated with respect to boundary conditions such as stellar type or
orbital distance, using a non-gray approach in radiative transfer. This means
that atmospheric conditions could respond to changes in orbital distance, type
of central star and such, i.e. will no longer be prescribed. Also, physical e�ects
such as gravity will be more consistently incorporated into the simulations.
Applying this model then complements and advances the previous studies as
described above.

2.3 Questions to be addressed

The atmospheric model will then be used to address some speci�c questions
with respect to Super-Earths. Out of the key questions regarding Super-Earth
atmospheres and the habitability of Super-Earths developed in section 1.5, this
work focuses on the possible existence of habitable Super-Earths. Additionally
the question of their remote characterization is addressed.

Do habitable planets outside our Solar System exist?

The model will be applied to the currently only known exoplanet system which
merits a detailed study of its habitability, Gliese (GL) 581. It will be shown
how such habitability studies can be performed and which parameters (e.g.,
atmospheric composition or surface pressure) should be investigated in order
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to try to answer the question of planetary habitability.

Are atmospheric signatures of Super-Earths detectable?

In addition, the question of detectability of atmospheric signatures will be
addressed in view of instrument capabilities and indicators for life. This is
not strictly speaking a key question of Super-Earths, but rather of exoplanet
science as a whole. The atmospheres of Super-Earths may be more di�cult
to detect than giant planet atmospheres because they could be much less ex-
tended. However, theoretical studies aim at producing synthetic spectra and
assessing observation strategies (Des Marais et al. 2002, Segura et al. 2003,
Kaltenegger and Traub 2009, Seager and Deming 2009, Cowan et al. 2009).
With the atmospheric scenarios calculated from the above study of GL 581,
it is very interesting to study in more detail whether Super-Earths and their
atmospheres could be characterized with near-future instrumentation.
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Chapter 3

Introduction to atmospheric

physics

The complex �eld of atmospheric physics incorporates a large range of �elds,
such as, e.g., thermodynamics, hydrodynamics, nucleation theory and radiative
transfer. Until now, no complete theory of atmospheres is available.
Classical physical theory is based on the evaluation of conserved quantities,
such as momentum, mass, energy or angular momentum. Together with the
equation of state, they lead to a coupled system of equations to be solved. In
the following, a brief introduction to the relevant �elds will be given.

3.1 Hydrostatic equilibrium and mass conservation

The Navier-Stokes-equations (NSE) are describing the conservation of momen-
tum:

∂t(ϱ · v) +∇ · (ϱ · vv) = f (3.1)

where ϱ is the mass density, v the velocity and f the force density. The force
density contains various forces, such as gravity, pressure force, Coriolis force,
viscous and turbulent friction, Lorentz force, etc.
The complete NSE for the lower atmosphere (neutral gas) are (forces from left
to right: pressure, gravity, Coriolis, friction)

∂t(ϱ · v) +∇ · (ϱ · vv) = −∇p+ ϱ∇φ+ 2ϱ(v ×Ω) +∇[(K + ν)ϱ · ∇]v (3.2)

A closed algebraic solution for the full NSE is not possible with present-day
methods. However, when considering single terms of the NSE, reasonable ap-
proximations can be found. For example, on Earth, in the vertical direction
pressure forces are approximately balanced by gravity, whereas in the horizon-
tal direction pressure forces are balanced by the Coriolis force. Hence, for a
vertical pro�le the simpli�ed NSE is as follows:

∂

∂z
p = ϱ

∂

∂z
φ (3.3)
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Since the atmospheric mass is small compared to the planetary mass (at least
for terrestrial planets), the gravity of the atmosphere can be neglected. Hence,
the Poisson equation for the gravitational potential △φ = 4πG · ϱ becomes
trivial:

g = −∇φ = −G · Mplanet

r2
· r

|r|
(3.4)

Also, the planetary gravity is approximately constant through the atmosphere
since the atmosphere is small compared to the radius of the planet (again, only
for terrestrial atmospheres). Hence, one obtains the equation of hydrostatic
equilibrium:

d

dz
p(z) = −ϱ(z) · g (3.5)

Mass conservation leads to the following well-known continuity equation for
the mass density:

∂tϱ+∇ · (ϱ · v) = 0 (3.6)

3.2 Energy transport

The conservation of energy is another fundamental principle of physics. Under
certain conditions, the evaluation of the conservation of energy leads to the def-
inition of a temperature T . This condition is termed "Local Thermodynamical
Equilibrium" (LTE). It means that small local pertubations can be dissipated
quickly enough by collisions between particles. This is generally only possible
if densities are high enough, i.e. in the lower 50-100 km of Earth's atmosphere.
Energy conservation is closely related to energy transport, which, in principle,
can occur via three mechanisms in LTE: Convection Fconv, radiation Frad and
heat conduction Fcond. Only the �rst two are relevant in the lower atmospheres
of terrestrial planets. Energy conservation is expressed through

∇ · F = ∇ · (Frad + Fconv) = 0 (3.7)

i.e. the divergence of the energy �ux F vanishes, which is equivalent to a
constant energy �ux (F = const). For planetary atmospheres, which only re-
ceive energy from stellar radiation and re-radiate energy in the thermal region,
incoming and outgoing �uxes at the top of the atmosphere equal each other,
thus eq. 3.7 reduces to

F = 0 (3.8)

In the upper atmosphere, convection does not occur because of the much re-
duced density. This part of the atmosphere is said to be in radiative equilib-
rium. Hence, Fconv = 0, and energy conservation in the upper atmosphere is
equivalent to:

Frad = 0 (3.9)
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Of course, in the lower atmosphere which is generally not in radiative equilib-
rium, the convective energy �ux contributes more and more to the total energy
�ux, hence the condition from eq. 3.8 leads to:

Frad = −Fconv (3.10)

Based on these very general equations, a formal criterion for the occurrence of
convection would be a non-vanishing radiative �ux, i.e.:

Frad ̸= 0 (3.11)

However, usually the so-called Schwarzschild criterion is used which is more
closely related to a de�nition of temperature. Convection occurs when

∇radT < ∇adT (3.12)

where ∇radT is the temperature lapse rate of the radiative equilibrium tem-
perature pro�le calculated with eq. 3.9 and ∇adT the adiabatic lapse rate of
the same temperature pro�le. After adjusting the lapse rate to the convective
(i.e., adiabatic) value, the convective part of the atmosphere is of course no
longer in radiative equilibrium since the thermal radiation depends on the local
temperature.

3.2.1 Convection

Convection is a dynamic, three-dimensional phenomenon. An exact description
needs to take small-scale, local movements as well as large-scale air parcels
into account. This is not possible, even today, since no complete theory of
turbulence is available.
However, as a simpli�cation and already a quite good approximation, the adi-
abatic lapse rape is used. This formulation of convection is incorporated in
most 1D models. In order to derive the adiabatic lapse rate, the atmosphere
is taken as an ideal gas. Then, the �rst law of thermodynamics is evaluated:

dU = CvdT = dQ− pdV (3.13)

U is the internal energy of the gas, Cv its molar speci�c heat at constant
volume, pdV the work exerted on the air parcel and dQ the amount of heat
exchanged. Since an adiabatic process is considered, it immediately follows
dQ = 0. Under the assumption of hydrostatic equilibrium (eq. 3.5), the dry
adiabatic lapse rate Γdry is given by

Γdry =
dT (z)

dz
= − g

cp(z)
(3.14)

where g is again the gravity and cp(z) the speci�c heat at constant pressure.
More realistic is the wet adiabatic lapse rate, where the release of latent heat by
a condensing gas (such as water in the atmosphere of the Earth) is taken into
account. The wet adiabatic lapse rate Γwet is shallower than the dry adiabat.
Instead of dQ = 0, the correct term is dQ = −Ldpsat, where psat is the vapor
pressure of the condensing component and L its speci�c heat of condensation:
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Γwet = − Mpg

cpp+RLT dpsat
dT

(3.15)

3.2.2 Radiative transfer

For the energy transport by radiation, one considers the spectral intensity Iν
which describes the energy radiated into a solid angle per frequency, time and
unit area.

Iν cosϑ =
dEν

dνdωdAdt
(3.16)

The intensity is, in the absence of matter, independent of distance to the
source, in contrast to the �ux. The radiative transfer equation (RTE) describes
the passage of radiation through matter:

kµ
∂Iν
∂xµ

=
1

c
ηsource (3.17)

where k describes the direction of the photon, c is the velocity of light and
ηsource contains the interaction of photons with matter. As an approximation,
the atmosphere is stationary with respect to photons (i.e. the atmosphere does
not change over time scales of milliseconds). This is a good approximation in
radiative transfer, however not strictly true: The "seeing" of the atmosphere
which disturbs astronomical observations from ground is simply due to this
fact.
Matter can interact through scattering, absorption and emission with the ra-
diation �eld. Scattering can act as a sink or a source for photons, depending
on scattering angles, whereas absorption is a sink only and emission a source.
Considering this, one obtains the simpli�ed form of the RTE:

kµ
∂Iν
∂xµ

= ην,spont − χνIν +

∫
Ω

sν,scatt(k
′ → k)Iν(k

′)d2k′ (3.18)

where the extinction coe�cient χν = κν,ab + sν,scatt contains the absorption
(κν,ab) and mean scattering (sν,scatt) contributions to the intensity sink, ην,spont
is the source term due to emission and

∫
Ω
sν,scatt(k

′ → k)Iν(k
′)d2k′ the source

term due to scattering sν,scatt into the line-of-sight.
Assuming a plane-parallel atmosphere, and introducing the optical depth τ

dτν = −χνdz (3.19)

then leads from 3.18 to the most common form of the RTE:

µ
dIν
dτν

= Iν − Sν (3.20)

where µ = cos(θ) is the cosine of the polar angle and Sν the source function:

Sν =
ην,spontan +

∫
Ω
sν,scatt(k

′ → k)Iν(k
′)d2k′

χν

(3.21)
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Since for the purpose of energy transport, net �uxes Fnet are needed, two
integrations of the RTE must be performed:

• Angular integration

The spectral �ux is the �rst moment of the intensity:

Fν =

∫ 1

−1

µ

∫ 2π

0

Iν(µ, φ)dφdµ (3.22)

• Frequency integration

The net �ux for a frequency interval (ν1, ν2) is given through

Fnet =

∫ ν2

ν1

Fνdν (3.23)

3.3 Equations of state

The equation of state (EOS) relates pressure, temperature and density, i.e. the
fundamental state variables of the gas.

p = f(ϱ, T ) (3.24)

It is usually the EOS which is needed to close the system of coupled equations
established above.
In the lower, denser parts of the atmosphere, matter is mostly in gaseous form,
not very far from LTE. Hence, the EOS normally chosen is the ideal gas law,
which is generally a good approximation.

p = ϱ · c2s (3.25)

Here, cs is the local, isothermal velocity of sound.

3.4 Solving the equations

A physical model of an atmosphere tries to calculate the physical variables
of state (temperature, pressure and density) and the three components of the
velocity �eld (i.e., winds). This means 6 unknowns to be linked through the
above established equations.
The NSE yield 3 equations, energy and mass conservations yield each one more,
and the system is closed by the EOS. In 1D models, 4 variables are needed, if
they are static, only 3. In such cases, models are restricted to evaluating energy
conservation, EOS and hydrostatic equilibrium as the governing equations.
Due to the di�erential form of these equations, boundary conditions and initial
values must be provided. Other than the variables, the equations also contain
material functions and free parameters, such as absorption cross sections, vapor
pressure curves or planetary gravity which are also needed.
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3.5 Structure of an atmosphere

The vertical structure of an atmosphere can be divided, for example, into
di�erent regimes of energy transport. Convection usually occurs in the lower-
most region called the troposphere. Above the troposphere, energy transport
is done via radiative transfer, hence the atmosphere is stably strati�ed. This
part is called the stratosphere. On Earth the boundary between troposphere
and stratosphere, the so called tropopause, lies at 8-15 km altitude, depending
on latitude. Above the stratosphere lie the mesosphere and the thermosphere.
In these altitude regimes, heat conduction becomes an important contributor
to energy transport.
Another form of dividing the atmosphere is between neutral and ionized com-
ponents. The gas becomes increasingly ionized with height, and eventually
an ionosphere is formed, leading, for instance, to the re�ection of radio waves
back to the surface.
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Chapter 4

Stability of Super-Earth

atmospheres

4.1 Aim

There is one important questions which motivates this chapter:

What is the parameter range where atmospheres could be expected

to be stable?

An estimate of such a parameter range would help to focus theoretical activities
to planets which are the most likely to possess atmospheres and constrain useful
targets for future observations.
The basic mechanisms of thermal atmospheric escape are described in Ap-
pendix A. Approximate equations to quantify the amount of escape are given,
as well as important factors which need to be taken into account when consid-
ering atmospheric escape. Using these approximations, a range of parameters
can be studied which are thought to be important for assessing atmospheric
stability. The parameters studied are central star type, planetary mass and
atmospheric CO2 concentration.
Non-thermal escape processes such as sputtering or ion pick-up were not con-
sidered. Hence, the parameter study presented here is a straightforward study
of thermal escape and will yield lower limits for atmospheric escape.

4.2 Assumptions

The calculations described in this chapter rely on some very speci�c assump-
tions.

• The �rst is the location of the exobase. As de�ned in Appendix A, the
exobase is the atmospheric region where the mean free path of a particle
equals the atmospheric scale height. Hence, the location of the exobase
depends on surface pressure, local temperature and planetary gravity. In
this study, the exobase altitude aE above the planetary surface is assumed
to scale with planetary gravity gplan as aE=500 km (gEarth/gplan), where

34



the 500 km correspond to the mean Earth exobase altitude. A consistent
calculation of the exobase altitude aE is however beyond the scope of
this study, since the exact location of the exobase has only a very minor
in�uence on the results.

• Atmospheric CO2 concentrations are taken to be constant with altitude
and �xed at the prescribed value. Some authors (Leblanc and Johnson
2002; Jakosky et al. 1994) have argued that high stellar ultraviolet �uxes
are incompatible with high exospheric CO2 concentrations due to rapid
photolysis. This point is not incorporated in the study presented here.

• As an indicator of stellar heating, integrated stellar �uxes are used. The
exact amount of stellar heating in the exosphere depends, however, on the
spectral distribution of energy, as the spectra of di�erent star types and
the photo-ionization absorption coe�cients of the absorbing molecules
and atoms are not constant. This is not taken into account in this study.

4.3 Parameter study for atmospheric escape

In this section, the equations and formulations of Appendix A will be applied
to speci�c Super-Earth scenarios. The calculations involve three important
quantities relevant for atmospheric escape:

1. Critical temperature Tcrit

Rapid thermal escape, so-called hydrodynamic escape or blow-o�, occurs
when the exosphere temperature exceeds a critical temperature. This
critical temperature depends on planetary characteristics such as gravity.

2. Critical XUV �ux ΦXUV,crit

The exosphere temperature is mainly determined by the XUV �ux ΦXUV

of the central star (XUV collectively denotes the X ray and ultraviolet
spectral domain). At ΦXUV,crit, the exosphere temperature equals Tcrit.

3. Critical orbit acrit
The critical orbit for hydrodynamic escape is then determined by the
orbital distance where the XUV �ux received by the planet equals the
critical XUV �ux. As the XUV output of the star evolves from zero
age main sequence (ZAMS) of the central star when it enters the main
sequence to the �nal age main sequence (FAMS) when it leaves the main
sequence towards the giant branches, acrit will change correspondingly.

Thus, a rough estimate of orbital positions will be obtained where one could
reasonably expect a Super-Earth atmosphere to be stable against thermal loss.

4.3.1 Critical temperature

The important parameter for thermal escape of a particle with mass mpart is
the critical temperature (see also eq. A.4 in the Appendix):
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Tcrit =
2

Lfree

GMplanmpart

Rexokb
(4.1)

where Lfree is the number of degrees of freedom (atoms: L=3), G the gravita-
tional and kb the Boltzmann constant, Mplan the planetary mass and Rexo =
Rplan + aE the radius of the exosphere.
The critical temperature depends roughly on the ratio Mplan/Rplan because
Rplan≈ Rexo. Mass-radius relations (MRR) for Super Earths have been calcu-
lated by, e.g., Sotin et al. (2007) and Valencia et al. (2006). In order to obtain
a lower limit for Tcrit (and thus calculate a conservative lower limit on thermal
escape), planetary radii are taken from Sotin et al. (2007), since their radii are
slightly larger than the values from Valencia et al. (2006). From the MRR, the
critical temperatures for the di�erent planet masses could be estimated. The
values obtained in this way are listed in Table 4.1.

Table 4.1: Hydrogen critical temperatures Tcrit in K for terrestrial planets and 4
di�erent masses (mE mass of Earth).

mass [mE ] Tcrit [K]

0.5 2800
1 4800
5 16,100
10 26,800

From Table 4.1, it is evident that thermal escape from Super-Earth atmo-
spheres is very slow, since the critical temperatures are very high.

4.3.2 Critical XUV �ux

Kulikov et al. (2007) subjected model thermospheres and exospheres of Earth,
Venus and Mars to very high XUV �uxes and calculated exospheric temper-
atures ranging between 10,000-20,000 K, depending on CO2 concentration in
units of the present atmospheric level (PAL) on Earth. Their Figure 4 presents
exospheric temperatures as a function of XUV �ux for di�erent assumed CO2

concentrations.
From this Figure 4 in Kulikov et al. (2007), the necessary ΦXUV,crit in terms
of ΦXUV,Earth (present-day XUV �ux at Earth) required to reach the critical
temperature are taken. The values of ΦXUV,crit are summarized in Table 4.2.
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Table 4.2: Critical XUV �uxes ΦXUV,crit in terms of ΦXUV,Earth as a function of
CO2 concentration for terrestrial planets with 4 di�erent masses.

Mplan [mE ] CO2 [PAL] ΦXUV,crit [ΦXUV,Earth]

0.5 1 2
1 1 3.4
5 1 35
10 1 115

0.5 10 3.2
1 10 5
5 10 35
10 10 115

0.5 100 5
1 100 7.5
5 100 35
10 100 115

0.5 103 8
1 103 12
5 103 46
10 103 115

0.5 3 · 103 11
1 3 · 103 15.6
5 3 · 103 53
10 3 · 103 115

4.3.3 Critical orbit

In order to calculate the evolution of the critical orbit, the evolution of the
stellar XUV activity must be accounted for. As shown by Ribas et al. (2005)
(see also Kulikov et al. 2007), ΦXUV of solar-like G-type stars decreases with
time, starting at around 100 ΦXUV,Earth (ZAMS) to 1 ΦXUV,Earth (at 4.6 billion
years, 4.6 Gyr, present age of the Solar System). The same decrease of activity
has been observed for other star types, e.g. late F (F6 or F8), K and M-type
stars (Scalo et al. 2007).
The �tting of XUV �ux can be done with a power law:

ΦXUV(t) = bn · t−a · fXUV (4.2)

where t is in Gyr and fXUV the present XUV �ux at a 1 AU orbit. bn is is a
normalization factor, i.e. bn · 4.6−a=1 .
Table 4.3 summarizes the parameters chosen in this study for the approxi-
mation of XUV activity, as described by eq. 4.2. The values are taken from
Lecavelier Des Etangs (2007)

Table 4.3: Values of parameters a and bn in eq. 4.2
Star type a bn
G 1.2 6.24
K 0.94 4.2
other 1 4.6

37



In order to obtain absolute values for the XUV �ux from eq. 4.2, �uxes for
di�erent star types with ages comparable to our Sun are needed, i.e. values
must be assigned to fXUV.
Lecavelier Des Etangs (2007) assumed values of fSun

XUV=4.6·10−3 Wm−2 for G
and F8 type stars, fM

XUV=2.9·10−3 Wm−2 for M stars and fK
XUV=14.7·10−3

Wm−2 for K and F6 stars, at a planet-star distance of 1 AU. These values are
derived from two di�erent sources. The "Sun in Time" measurement program
(Ribas et al. 2005, Table 4) provides observations for Sun-like G-type stars.
For F, K and M stars, XUV �uxes are obtained as a median from ROSAT
observations of a large set of stars (Hodgkin and Pye 1994, Table 4).
The calculation of the evolution of the critical orbit proceeds in three steps:

1. Critical �ux in relation to a planet orbiting a G star at 1AU

The values for the critical �ux ΦXUV,crit, as obtained from Table 4.2, are
for the Earth around the Sun at 1 AU. They are converted into a critical
XUV �ux Φstar

XUV,crit for a di�erent central star at 1 AU:

Φstar
XUV,crit =

fSun
XUV

f star
XUV

· ΦXUV,crit (4.3)

For example, choosing a 10 mE terrestrial Super-Earth with 10 PAL
CO2 around an M star yields fSun

XUV

fM
XUV

= 4.6·10−3

2.9·10−3 = 1.586. Then, one �nds

ΦM
XUV,crit=1.586·ΦXUV,crit=1.586· 115=182 (from Table 4.2).

2. Critical orbit position at t=t0=4.6 Gyr

This �ux Φstar
XUV,crit is then converted into a critical orbital distance a0crit

by assuming an r−2-dependence.

For the example above, this results in a value of a0crit=( 1
182

)0.5=0.074 AU.

3. Critical orbit positions with time

Assuming the time evolution of the XUV �ux of the stellar type, the
evolution of the critical orbit acrit can be calculated by:

acrit(t) = a0crit
√
bn · t−a (4.4)
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4.3.4 Examples for change of critical orbits

Figure 4.1: Critical orbit over stellar age for di�erent stellar types (color-coded) and
planet masses. CO2 concentration 1 PAL. Vertical dashed lines indicate positions of
S=1 for example stars Sun, AD Leo, ϵ Eridani and σ Bootis

Figures 4.1 and 4.2 show examples of how acrit changes for terrestrial planets
over the stellar main-sequence lifetime (eq. 4.4). Several parameters were
varied, such as CO2 concentration (1 and 3· 103 PAL), planet masses (0.5, 1, 5
and 10 mE) and central stars (M, K, G, F6 and F8). The dashed vertical lines
indicate orbits where planets around example stars (AD Leo as an M star, ϵ
Eridani as a K star and σ Bootis as an F star) would receive 1,360 Wm−2,
i.e. the same amount as the present Earth at 1 AU around the Sun (stellar
constant S=1). This corresponds roughly to a position in the middle of the
Habitable Zone (HZ) of these stars.
In Fig. 4.1, one can clearly see the e�ect of planetary mass on the critical
orbit. As planetary mass increases (here, from 0.5 to 10 mE), the critical orbit
moves towards the star (e.g., from 0.7 AU to 0.1 AU for a planet orbiting a
K star). For planets below 10 mE, the critical orbit distances decrease with
increasing CO2, as expected. Also, as could already be inferred from Table
4.2, for the 10 mE planet, the critical orbit is insensitive to CO2 concentration.
For an Earth-mass planet, critical orbits for K and M stars lie outside the
S=1 orbit for a signi�cant part of the stellar lifetime, regardless of the CO2

concentration. For almost all combinations of parameters, the critical orbit
lies outside 0.1 AU.
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Figure 4.2: As Fig. 4.1, but with 3·103 PAL CO2

4.4 Conclusions

From this �rst-order parameter study, some tentative conclusions can be drawn.
One has to keep in mind that the study presented here is based on some very
speci�c assumptions, as stated above. Even if these assumptions only allow for
a simpli�ed approach to calculate thermal atmospheric escape, it is however
not expected that results with more sophisticated models will change qualita-
tively from the results presented here.

Habitability of planets orbiting K- and M-type stars

The habitable zone (HZ) around a star is usually de�ned as the range of orbits
where a planet can sustain liquid water on its surface (Kasting et al. 1993). As
this distance depends primarily on the star's total luminosity, the HZ moves
closer to the central star if its spectral type is K (∼ 0.6 AU) or M (∼ 0.15 AU,
see, e.g., Segura et al. 2003, 2005 or Grenfell et al. 2007a,b).
However, as Figures 4.1 and 4.2 show, the critical orbit of 1 mE Earth-like
planets lies near the inner boundary of the HZ of K and M stars (or even
closer to the star) for most of their main sequence lifetime. This implies that
the atmospheres of potentially habitable planets will experience extensive, long
periods of hydrodynamic blow-o� and will most likely lose their atmospheres
due to this process alone. As the presence of an atmosphere is usually required
for surface habitability, the estimations presented here somewhat question the
assumption of low-mass habitable planets around K and M stars.
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More massive planets, however, are expected to avoid hydrodynamic blow-o�
for most of their lifetime hence might retain an atmosphere.

Atmospheric composition of Super-Earths

An additional consequence of these approximative escape calculations is that
Super-Earth atmospheres might be more reducing (containing more hydrogen-
bearing species) than Earth's atmosphere because hydrogen does not escape
as easily. This can then in turn lead to a di�erent, more reducing atmospheric
chemistry. Such a reducing atmosphere is found on Titan today, in contrast
to the Earth or Mars.

Trends for atmospheric stability

For this parameter study, three parameters were varied, namely the central
star type, the planetary mass and the atmospheric CO2 concentration.
The type of the central star has a huge impact on the critical orbit. M-
and G-type stars generally allow for closer orbits due to their reduced XUV
output when compared to K- and F-type stars. Almost equally important
is the planetary mass. The more massive planets generally allow for much
closer orbits (around a factor of 3-10, depending on stellar type and CO2

concentration) than the smaller planets, due to their enhanced gravitational
potential. Also important is the atmospheric CO2 concentration. The radiative
cooling by CO2 greatly reduces the exospheric temperature, which in turn
allows for closer orbits for the less massive planets (around a factor of 2). For
the more massive Super-Earth planets, the e�ect of CO2 concentration was
almost negligible.
These trends point towards a range of parameters where atmospheres are likely
to survive thermal escape processes.

Parameter range for atmospheric stability

The main aim of the calculations presented above was to address the funda-
mental question (see section 4.1):

What is the parameter range where atmospheres could be expected

to be stable?

It was shown that atmospheres of Super-Earths can be stable against thermal
escape for most of the main sequence lifetime. In the active phase of young
main sequence stars, however, even Super-Earths are likely to experience at-
mospheric blow-o� conditions.
An attempt to determine asuitable, if preliminary, parameter range for possible
atmospheric modeling can be done with Figs. 4.1 to 4.2. The range of critical
orbits is shown in Figs. 4.3 and 4.4 for two di�erent CO2 concentrations and
for K, G and M stars over the main sequence lifetime of such stars.
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Figure 4.3: Range of parameters in the mass-orbit-plane for di�erent stellar types
(M red, G green, K blue). Left end of rectangles correspond to FAMS, right end
correspond to stellar age of around 1-2 Gyr. Atmospheres contain 1 PAL CO2.
Vertical dashed lines indicate S=1 positions for model stars.

Figure 4.4: As Fig. 4.3, but with atmospheres containing 3· 103 PAL CO2.

As stated in Chapter 2, one aim of this work is to address the question of
the habitability of Super-Earths. Habitable planets orbit their central stars at
distances where approximately 0.2 . S . 1.2 (see discussion in Kasting et al.
1993). This is illustrated in Figs. 4.3 and 4.4 with the vertical lines S=1. For
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Super-Earths, the orbital distances of interest for this work are further away
from the central star than the critical orbit for most of the stellar lifetime.
Hence, model scenarios are most likely not much a�ected by thermal escape.

Atmosphere re-formation

A solution to the problem of thermal erosion of Super-Earth atmospheres could
be the re-formation of the atmosphere after the XUV activity slowed down.
This re-formation can occur either by impact delivery, if the planetary system is
still young enough and planetesimals are present (Pepin 1991), or by internal
outgassing due to volcanic and tectonic activity. The question is, how long
would that take?
The geological activity of Super-Earths is still under debate (e.g., Valencia
et al. 2007a, who argue in favor of tectonic activity or, e.g., O'Neill and
Lenardic 2007 who argue against it), but �rst tentative steps are being taken
to model possible outgassing scenarios and thus take initial steps in under-
standing secondary atmospheres on Super-Earths (e.g., Kite et al. 2009).
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Chapter 5

Choice of model

5.1 Model requirements

In this work parameter studies for Super-Earth atmospheres will be performed
to address the possible habitability of exoplanets as developed in Chapter 2.
In order to do this, a model is needed which allows the simulations of a large
number of scenarios. Also, this model should allow for a quick analysis such
that important parameters and e�ects are easily identi�ed. Additionally, the
model should be able to calculate surface conditions and atmospheric structure
at the same time.
This chapter brie�y describes why the model used in this work was chosen.

5.2 Choice: 1D model

To meet the last requirement from above, a one-dimensional model to calculate
globally averaged atmospheric conditions is chosen.
Three other reasons were important in choosing a 1D model:

• Firstly, a 1D model is computationally very e�cient, compared to 2D or
3D models where simulations can last for days or weeks. A fast model
allows for performing broad parameter studies, i.e. a large number of
runs.

• Secondly, 2D and 3D models generally need a lot of parameters such
as planetary obliquity, rotation, topography etc. These parameters are
reasonably well-known for bodies in the Solar System, but more or less
arbitrary for extrasolar planets.

• Thirdly, upcoming measurements of Super-Earth atmospheres are most
likely to be disk-integrated measurements of emission or transmission
spectra. Hence, spatially resolved models like 2D or 3D models are not
explicitly needed at this stage.
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5.3 Choice: Stationary radiative-convective model

Radiative-convective atmospheric models (RCM) are a special type of atmo-
spheric models. They incorporate the basic physics of planetary atmospheres
(see, e.g., Goody and Yung 1989), i.e. they solve the radiative transfer equa-
tion and apply additional heat transport by convective means. In most of these
models, the convective energy transport is approximated by an adiabatic for-
mulation of the lapse rate. An advantage of these models comes from the fact
that important parameters (such as atmospheric composition, stellar radiation
input, etc.) can be changed easily. This meets one of the requirements stated
above.
Stationary RCMs search for a converged solution to an initial-value problem.
The solution is characterized by the two following points (Manabe and Wether-
ald 1967):

• Converged temperature pro�le

• Radiative-convective equilibrium (RCE)

The RCE holds under two conditions (Manabe and Wetherald 1967):

• The atmosphere is in global energy balance, i.e. net incoming and out-
going radiative �uxes at top of atmosphere (TOA) balance each other

• The lapse rate throughout the atmosphere never falls below the adiabatic
value, i.e. it is sub-adiabatic or adiabatic.

The choice for these two conditions is motivated by two observations.
Firstly, the average lapse rate in the lower atmospheres of Mars, Venus and
Earth is nearly all the time close to adiabatic (Kasting 1988), even if locally
and temporarily large deviations from the adiabatic lapse rate are observed
(e.g., on Earth responsible for fog).
Secondly, the condition of global radiative balance is a natural one, since the
terrestrial atmospheres in the Solar System are all observed to approximately
follow this condition. It is a direct consequence of the absence of other means
of energy transport (such as heat conduction) and additional energy sources
(e.g., heat from the planetary interior, tidal heating, gravitational collapse).

5.4 Choice: Stand-alone climate modeling

The aim of this work is to address the question of habitability of Super-Earths
(see chapter 2). Habitability is usually assessed in terms of the surface con-
ditions, i.e. surface temperature and surface pressure. Once these conditions
allow for liquid water on the surface, the planet is said to be habitable.
These surface conditions are, to a �rst order, climatic e�ects which can be cap-
tured by a 1D RCM. Therefore, stand-alone climate modeling already allows
to address con�dently the question of planetary habitability.
Furthermore, photochemical models usually include transport e�ects in the
atmosphere e.g., Eddy di�usion, surface deposition, rainout, etc. which could
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in principle depend on gravity. However, it is challenging to formulate param-
eterizations for such a gravity dependence are available. This work focuses on
the climate modeling component.

5.5 Model limitations

A simple 1D model, like the one chosen for this work, is appropriate for cal-
culating averaged conditions. It neglects important physical processes, like
atmospheric dynamics and horizontal energy transport. All of these processes
can be important when assessing local and temporal habitability of planets.
For example, di�erent eccentricities, rotation rates or obliquities can lead to
substantial changes in surface conditions (see, e.g., Joshi et al. 1997, Williams
and Pollard 2002, Spiegel et al. 2008).

5.6 Model advantages

However, even if the chosen model has some limitations with respect to real-
istic simulations of planetary atmospheres, the essential atmospheric physics
are nonetheless included. Also, globally averaged models produce reasonably
reliable predictions of atmospheric conditions on a planet, hence its habitabil-
ity.
Furthermore, the chosen model type has the advantage that it is simple to
perform fast parameter studies and study the �rst-order e�ects on planetary
atmospheres (gravity, central star, etc.). For a �rst general parameter study
of Super-Earth atmospheres, such a model is very well suited.
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Chapter 6

Model description

In this chapter, the atmospheric model is described. The model available
is a coupled climate-photochemical code consisting of a climate model and a
chemistry model. Both models were originally developed as stand-alone models
(Kasting 1982, Kasting et al. 1985, Kasting et al. 1984b) and coupled together
by Segura et al. (2003).
To address the questions in Chapter 2, several improvements were introduced
in the original climate model. These are the inclusion of H2O heat capacity and
Rayleigh scattering, inclusion of H2O and CO2 foreign continuum absorption
in the IR, an improvement of the H2O self continuum, additional absorption
bands of H2O and CO2 in the IR, an extended range of temperatures, pressures
and relative absorber concentrations for the IR radiative transfer scheme, a new
criterion for the convective energy transport, an interactive calculation of the
surface pressure and updated stellar input spectra. A discussion of the e�ect
of these improvements will be presented in chapter 8.
Some of the improvements were done in close collaboration with Barbara
Stracke from DLR (IR radiative transfer scheme) and Mareike Godolt from
Technische Universität Berlin (stellar spectra).
As stated in Chapter 5, in this work the climate model will be used as a stand-
alone model. Hence, after a brief overview of the coupled model, only the
climate model is described in detail.

6.1 Introduction of atmospheric model

The general outline of the model is illustrated in Fig. 6.1. The climate model
calculates temperature and water pro�les by solving the radiative transfer
equation and applying convective adjustment if necessary. The chemistry
model calculates the concentration pro�les of chemical species by solving a
coupled set of continuity equations, linked by a chemical reaction network.
Transport processes such as Eddy di�usion are included. Both models run
separately to convergence and are then coupled. This coupling is done solely
by transferring appropriate output data �les between the models. The input
temperature and pressure pro�les for the chemistry model are provided by the
climate model. The climate model, in turn, obtains the pro�les of radiative
gases from the chemistry model.
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Figure 6.1: General outline of the model

Depending on the infrared radiative transfer scheme used in the climate model,
these radiative gases are either H2O and CO2 (when using MRAC, von Paris
et al. 2008) or H2O, CO2, O3, CH4 and N2O (when using RRTM, Mlawer
et al. 1997, used e.g. by Segura et al. 2003 or Grenfell et al. 2007b). The work
presented here uses the MRAC radiative transfer scheme (see section 6.4.2).
The chemistry model runs on a �xed altitude grid (Segura et al. 2003, Segura
et al. 2005). However, the climate altitude grid is variable, since the climate
model runs on a variable pressure grid. The altitude then changes according
to surface pressure or temperature. This means that a grid interpolation is
performed to couple chemistry and climate.
The model generates as output complete atmospheric pro�les of relevant quan-
tities (temperature, pressure, water, trace gases, etc.). These can then be used
to assess surface conditions (i.e. habitability) and calculate synthetic spectra.

6.2 Basic characteristics of the climate model

The climate model is a 1D radiative-convective scheme. The model calculates
globally, diurnally-averaged atmospheric temperature and water pro�les for
cloud-free conditions. It is originally based on the model described by Kasting
et al. (1984a) and Kasting et al. (1984b). Further developments are described
by e.g. Kasting (1988), Kasting (1991), Kasting et al. (1993), Mischna et al.
(2000) and Pavlov et al. (2000). Additional updates to the thermal radiation
scheme of the model have been introduced by Segura et al. (2003). The model
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version presented in this work is based on von Paris et al. (2008), where part
of this model description is developed.
The model determines the temperature pro�le by assuming two mechanisms
of energy transport, i.e. radiative transfer and convection. The convective
lapse rate is assumed to be adiabatic. The radiative lapse rate is calculated
from contributions of both solar and thermal radiation, including Rayleigh
scattering for solar radiation and continuum absorption in the thermal region.
Table 6.1 summarizes the contributions of the di�erent atmospheric species to
the calculation of the temperature pro�le in the model used for this work.

Table 6.1: Contribution of model species to the temperature pro�le via radiative
transfer for solar or thermal radiation, adiabatic lapse rate formulations or heat
capacity contributions (x: active species, -: inactive species)

Gas Solar Rayleigh Thermal Continuum Lapse Rate Heat Cap.

N2 - x - - - x
H2O x x x x x x
O2 x x - - - x
Ar - - - - - x
CO2 x x x x x x
O3 x - - - - -
CH4 x - - - - x

Note that ozone and methane are considered in the solar radiation module
and, in the case of methane, also in the heat capacity calculation. However,
both molecules also show signi�cant absorption bands in the thermal region
which are currently not included in the MRAC radiative transfer scheme, as
stated below.
The model assumes hydrostatic equilibrium between pressure p and density ϱ
throughout the plane-parallel atmosphere (see also eq. 3.5):

d

dz
p(z) = −ϱ(z) · g (6.1)

Here, g is the gravity of the planet and z the altitude. Since g varies only
weakly with altitude, it is assumed constant throughout the atmosphere.
On the 52 model layers, a logarithmic pressure grid is calculated. Speci�ed
pressure levels at the planetary surface (e.g., 1 bar for the standard Earth case)
and the upper model lid (presently, 6.6·10−5 bar) determine the altitude range
which, for modern Earth conditions, extends to 65-70 km, i.e. to the lower to
mid mesosphere. At these pressures, thermal conduction can be neglected as
energy transport mechanism.
For all gases except water and carbon dioxide, the ideal gas law is taken as the
equation of state (see eq. 3.25):

p = ϱ · c2s (6.2)

Here, cs is the isothermal velocity of sound. For water and carbon dioxide, the
equation of state is complicated by condensation and evaporation and further
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explained in section 6.5.

6.3 Calculation of temperature and water pro�les

The model adopts a numerical scheme based on Pavlov et al. (2000). In a so-
called time-stepping algorithm, the temperatures throughout the atmospheric
column are calculated from the following equation:

d

dt
T (z) = − g

cp(T, z)

dF (z)

dp(z)
(6.3)

Here, T is temperature, cp heat capacity, F radiative �ux and p pressure at a
level z. This equation assumes radiative equilibrium, which is usually not the
case in the lower atmosphere.
Hence, after the calculation of the radiative temperature pro�le, convective
adjustment (CA) is performed, beginning at the surface layer. It starts from
the initially calculated radiative temperature pro�le and then adjusts the lapse
rate layer by layer until the calculated convective temperature pro�le intersects
with the radiative one (which de�nes the tropopause in the model). CA is
a commonly used method in radiative-convective models (e.g., Manabe and
Wetherald 1967; Kasting 1988; Mischna et al. 2000).
In the model, the calculation of the temperature pro�le proceeds in three steps:

1. The new radiative temperature pro�le Tr is calculated from eq. 6.3.

2. The surface temperature and bottom atmospheric layer temperature are
re-calculated with a procedure introduced by Pavlov et al. (2000).

The temperature of the bottom atmospheric layer, Tb, (i.e., the layer
above the surface) is calculated from the equation

d

dt
Tb = − g

cp(Tb)

dFTOA

dpb
(6.4)

which is analog to eq. 6.3.

However, the term FTOA in eq. 6.4 indicates that the radiative �ux
considered in the calculation is not evaluated at the actual bottom layer,
but instead at the top of the atmosphere. Thus, energy conservation is not
considered strictly at each layer and time step, nevertheless global energy
conservation within the converged solution is achieved. The reasons for
this procedure lie mainly in computational e�ciency and speed (as stated
by Manabe and Wetherald 1967 and Pavlov et al. 2000).

From Tb calculated in this way, the new surface temperature Ts is derived
by assuming a convective energy transport down to the surface with a
moist adiabatic lapse rate from Tb to Ts.

3. The calculated radiative temperature pro�le is checked for convective
layers.
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First, the Schwarzschild criterion is applied. Starting from the surface
layer, the calculated radiative temperature gradient is compared to the
adiabatic temperature gradient. For this, the model calculates the con-
vective temperature Tc(n) of a layer n based on the temperature T (n+1)
of the level n+ 1 below (in the model, n=1 is TOA). The Schwarzschild
criterion is then implemented as

Tr(n) < Tc(n) (6.5)

An additional criterion for convective adjustment is evaluated simultane-
ously (see derivation of eq. 3.11 in section 3.2). Convective adjustment is
applied if the divergence of the radiative �ux and the radiative �ux itself
do not vanish:

∇ · Frad ̸= 0 (6.6)

Frad ̸= 0

The �ux divergence is, in 1D, de�ned as dF/dz. For convection to occur,
the strict criterion from eq. 6.6 is relaxed to the two following conditions:

dFrad

dz
> 1.0Wm−2

km
(6.7)

Frad > 10Wm−2

CA is performed, i.e. the calculated convective temperature Tc replaces
the radiative temperature Tr, if either eq. 6.5 or eqs. 6.7 are ful�lled.

4. The temperature pro�le in the stratosphere (above the convective layers)
is smoothed based on a simple arithmetic mean:

Tsmooth(n) =
2 · Told(n) + Told(n+ 1) + Told(n− 1)

4
(6.8)

where n is the number of the atmospheric layer and Told is the un-
smoothed temperature pro�le.

The reason for this are �ux discontinuities, hence discontinuities in the
temperature pro�le, due to the relatively poor vertical resolution of the
model.

The water pro�le is calculated according to the newly determined temperature
pro�le (see detailed description in section 6.6).
The pressure grid is re-calculated based on the surface pressure as
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psurf(T ) = pback + pH2O(T ) + pCO2(T ) (6.9)

where pback is the �xed background pressure of nitrogen, oxygen and argon.
The water vapor pressure is obtained from

pH2O(T ) = min(pvap,H2O(T), pocean) (6.10)

with pvap,H2O(T ) the water vapor saturation pressure at temperature T and
pocean the ocean reservoir assumed (on Earth: 270 bar). The CO2 partial
pressure is accordingly calculated as

pCO2(T ) = pvap,CO2(T ) (6.11)

if the partial pressure pCO2 is larger than the CO2 vapor pressure pvap,CO2 .
After re-calculating the pressure grid, the mixing ratios of the non-condensing
species (e.g., nitrogen, etc.) are adjusted via:

Ci,t+1 = Ci,t ·
psurf,t
psurf,t+1

(6.12)

where Ci,t+1, Ci,t are the concentrations of gas i and psurf,t+1, psurf,t the surface
pressures at time steps (t+ 1) and t.
The solution after an iteration is checked for convergence based on two simul-
taneous criteria:

1. Converged temperature pro�les
The relative di�erence Trel between temperature pro�les of two consecu-
tive iterations (Ti,Ti+1) is evaluated:

Trel(n) =
Ti+1(n)− Ti(n)

Ti+1(n)
(6.13)

where n runs over all atmospheric layers. The pro�le is taken to be
converged if

max[Trel(n)1..ND] < Tc (6.14)

where Tc is of the order of 10−3 or less.

2. Global energy balance
The total radiative �ux Ftot (i.e. the sum of outgoing and incoming
radiation) at the top of the model atmosphere is smaller than a user-
de�ned value Fc:

|Ftot| < Fc (6.15)

Fc is typically of the order of mW m−2 or less.

If convergence is not achieved, the model time step is adjusted and the cal-
culated pro�les are taken as input pro�les for the next iteration. The whole
process is repeated until either pro�les are converged or a prescribed number
of iterations has been reached.
Fig. 6.2 shows a �ow chart of the radiative-convective model.
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Figure 6.2: Flow chart of the climate model
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6.4 Radiative transfer in the model

To calculate the radiative temperature pro�le in eq. 6.3, the heat capacity
cp(T, z) is needed. It is parameterized as a function of temperature T and
species mixing ratios (as a function of altitude z) and incorporates contri-
butions from carbon dioxide, water, molecular nitrogen, molecular oxygen,
methane and argon:

cp(T, z) = CCO2 · cCO2 + CH2O · cH2O + CN2 · cN2 (6.16)
+CO2 · cO2 + CAr · 4.97 + CCH4 · 8.3

Here, Ci = Ci(z) is the mixing ratio and ci = cp,i(T ) the temperature-
dependent heat capacity of species i.
Values for methane and argon are taken from Halford and Miller (1957) and
Chase (1998) and assumed to be independent of temperature. The temperature
dependence of the heat capacity for nitrogen and carbon dioxide is parameter-
ized as follows:

cp,x(T ) = k1,x + k2,x · T + k3,x · T 2 (6.17)

Table 6.2 shows the values for the ki for these two species:

Table 6.2: Parameters to describe the heat capacity of carbon dioxide and nitrogen
Species k1 [cal mol

−1 K−1] k2 [cal mol
−1 K−2] k3 [cal mol

−1 K−3]

Carbon Dioxide 7.7 5.3 10−3 -8.3 10−7

Nitrogen 6.76 6.06 10−4 1.3 10−7

The oxygen contribution to the heat capacity is as follows:

cp,O2(T ) = 8.27 + 2.58 · 10−4 · T − 1.877 · 105 · T−2 (6.18)

The heat capacity of water is calculated with a so-called Shomate equation
(Parks and Shomate 1940) (T1000 =

T
103

):

cp,H2O(T1000) = s1 + s2 · T1000 + s3 · T 2
1000 + s4 · T 3

1000 + s5 · T−2
1000 (6.19)

The relevant parameters (in SI units) are summarized in Table 6.3 following
Chase (1998):

Table 6.3: Parameters to describe the heat capacity of water
coe�cient value

s1 30.092
s2 6.832
s3 6.793
s4 -2.534
s5 0.082
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The radiative �ux F used in eq. 6.3 is the sum of thermal planetary and
atmospheric emission, Fthermal, and the stellar radiative input, Fstellar, into the
atmosphere:

F (z) = Fthermal(z) + Fstellar(z) (6.20)

The �uxes from eq. 6.20 are calculated separately by two numerical schemes
which solve the monochromatic radiative transfer equation (RTE, see eq. 3.20)
for the spectral intensity Iν in the respective spectral domain (i.e., near-UV to
near-IR for stellar, near-IR to far-IR for thermal �ux):

µ
dIν
dτν

= Iν − Sν (6.21)

where Sν is the source function (either the incident solar radiation or the ther-
mal blackbody emission of the atmospheric layers and the planetary surface),
dτν the optical depth and µ = cos(θ) the cosine of the polar angle (see also
section 3.2). The optical depth is de�ned as usual by:

dτ = −(κν + sν)dz (6.22)

where κν and sν represent the absorption coe�cient and the scattering coe�-
cient respectively.
The absorption coe�cient for a gas mixture is calculated from the individual
absorption coe�cients of the gas species i:

κν =
∑
i

κν,i =
∑
i

σabs,i ·Ni (6.23)

whereNi is the number density and σabs,i the molecular absorption cross section
of the gas species i. Eq. 6.22 can be written in terms of the column density
Wi = Ni · ∆z (∆z geometrical thickness of the atmospheric layer) of the gas
species i as:

τ =
∑
i

σabs,i ·Wi (6.24)

The absorption cross section is de�ned by:

σabs(ν, p, T ) =
∑
j

Sj(T ) · gj(ν, T, p) (6.25)

Here, Sj(T ) is the temperature-dependent line strength of a particular spec-
tral line j and gj(ν, T, p) the temperature- and pressure-dependent line shape
function of the same line.
For the scattering coe�cient, an analogous equation is valid:

sν =
∑
i

sν,i =
∑
i

σy,i(ν) ·Ni (6.26)

Here, σy,i(ν) is a scattering cross section of type y (e.g., Rayleigh or Mie
scattering). In the present model, Rayleigh scattering is considered.
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From eq. 6.21, the necessary �uxes for eq. 6.20 (i.e., the thermal and the solar
�ux) are obtained by an angular integration of the (monochromatic) intensity:

Fν =

∫
Ω

dωµIν (6.27)

and a frequency integration of the (monochromatic) �ux:

F =

∫ ν2

ν1

Fνdν (6.28)

Each of these integrations is performed independently for the two components
of the total �ux.

6.4.1 Stellar radiation

The stellar radiation module which calculates Fstellar(z) for eq. 6.20 has already
been used by, e.g., Pavlov et al. (2000), Segura et al. (2003) or Grenfell et al.
(2007a) and is based on Kasting et al. (1984b) and Kasting (1988). The module
considers a spectral range from 0.2376 to 4.545 µm in 38 intervals. For the
incident radiation at the top-of-atmosphere (TOA), spectra of stars of di�erent
types (F-,G-,K- and M-stars) can be used, as described below (section 6.7.2).
These �uxes can be further scaled by a constant to allow for variations in the
planet-star distance.

Figure 6.3: Radiative species present in the stellar code: UV-near IR (right panel)
and whole range. Horizontal lines indicate active species.

Contributions to the optical depth come from gaseous absorption by water,
carbon dioxide, methane, ozone and molecular oxygen (i.e., κν in eq. 6.22)
and from Rayleigh scattering by carbon dioxide, nitrogen, water and oxygen
(i.e., sν in eq. 6.22). Table 6.4 lists interval ranges and absorbing species for
the stellar code.
Fig. 6.3 illustrates Table 6.4 and shows the species active in the stellar code.
Horizontal colored lines indicate that the species is considered in a spectral
interval.
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Table 6.4: Spectral intervals for stellar scheme: x: species considered, -: species
not considered

Interval number spectral limits in nm H2O CO2 O3 CH4 O2

1 237.6 - 275.0 - - x - -
2 275.0 - 285.0 - - x - -
3 285.0 - 307.1 - - x - -
4 307.1 - 329.2 - - x - -
5 329.2 - 341.2 - - x - -
6 341.2 - 390.0 - - - - -
7 390.0 - 450.0 - - - - -
8 450.0 - 540.0 - - x x -
9 540.0 - 549.5 x - x x -
10 549.5 - 566.6 - - x x -
11 566.6 - 605.0 x - x x -
12 605.0 - 625.0 - - x x -
13 625.0 - 666.7 x - x x -
14 666.7 - 691.0 x - x x -
15 691.0 - 752.0 x x - x -
16 752.0 - 784.0 x - - x x
17 784.0 - 842.0 x x - x -
18 842.0 - 891.0 x x - x -
19 891.0 - 962.0 x - - x -
20 962.0 - 1036.0 x - - x -
21 1036.0 - 1070.0 x x - x -
22 1070.0 - 1130.0 x x - x -
23 1130.0 - 1203.0 x x - x -
24 1203.0 - 1307.0 x x - x -
25 1307.0 - 1431.0 x x - x -
26 1431.0 - 1565.0 x x - x -
27 1565.0 - 1688.0 x x - x -
28 1688.0 - 1862.0 x x - x -
29 1862.0 - 2020.0 x x - x -
30 2020.0 - 2203.0 x x - x -
31 2203.0 - 2481.0 x x - x -
32 2481.0 - 2660.0 x x - x -
33 2660.0 - 2920.0 x x - x -
34 2920.0 - 3239.0 x x - x -
35 3239.0 - 3577.0 x x - x -
36 3577.0 - 4010.0 x x - x -
37 4010.0 - 4172.0 x x - x -
38 4172.0 - 4545.0 x x - x -

Absorption cross sections σabs for the stellar code were obtained from the
HITRAN 1992 database (Rothman et al. 1992) and are based on Pavlov et al.
(2000). Methane data for the visible originally comes from Karkoschka (1994).
The Rayleigh scattering cross section σray,i(λ) of molecule i, where λ represents
wavelength, is parameterized by the following equation from Vardavas and
Carver (1984):
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σray,i(λ) = 4.577 · 10−21 ·
(
6 + 3 ·Di

6− 7 ·Di

)
P 2
i

λ4
(6.29)

Note that the factor 4.577·10−21 in eq. 6.29 comes from Allen (1973), using
STP (Standard Temperature Pressure) density and unit conversion of wave-
length and cross section.
Di represents the depolarization factor. Pi is approximated by a formula from
Allen (1973) as:

Pi =

(
10−5 · Ai · (1 + 10−3 · Bi

λ2
)

)2

(6.30)

where Ai and Bi are material parameters.
The values for Di, Ai and Bi for nitrogen, oxygen and carbon dioxide in Table
6.5 are taken from Vardavas and Carver (1984) and Allen (1973).

Table 6.5: Parameters to describe the Rayleigh scattering cross sections
Species A B D

Carbon Dioxide 43.9 6.4 0.0805
Nitrogen 29.06 7.7 0.0305
Oxygen 26.63 5.07 0.054

The water Rayleigh cross section σray,H2O is calculated with DH2O=0.17 (Mar-
shall and Smith 1990). Furthermore, the relation P = r2 is used (r = n − 1
the refractivity, from refractive index n). The refractivity r was calculated as
r = 0.85 · rdryair (Edlén 1966). The refractivity of dry air was obtained from
an approximation formula (Bucholtz 1995):

rdryair = 10−8 ·
(

5.7918 · 106

2.38 · 102 − λ−2
+

1.679 · 105

57.362− λ−2

)
(6.31)

where λ is in µm.
Fig. 6.4 compares the Rayleigh scattering coe�cients of the di�erent species
considered in the model.
The frequency integration (see also eq. 6.28) of the RTE for Fstellar in each of
the 38 spectral intervals is parameterized by a correlated-k exponential sum
(e.g., Wiscombe and Evans 1977), using up to 4 terms per sum.
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Figure 6.4: Rayleigh scattering cross sections for species considered in the model.

The angular integration (eq. 6.27) is performed by using the 2-stream approx-
imation for the �uxes (Goody and Yung 1989, Meador and Weaver 1980):

∂F+

∂τ
= γ1 · F+ − γ2 · F− − S+ (6.32)

∂F−

∂τ
= γ2 · F+ − γ1 · F− + S+ (6.33)

where F+, F− are upwards and downwards �uxes, S+ is the source function
(solar or thermal) and the parameters γ1, γ2 depend on the assumed angular
dependence of the intensity.
The speci�c method chosen for the solar code (γ1 and γ2) is a quadrature
δ-2-stream approximation code based on Toon et al. (1989).
The resulting �uxes from each spectral interval are added up to yield the
total stellar �ux Fstellar(z) in an atmospheric level z. This �ux is multiplied
by a factor of 0.5 to account for diurnal variation. Then, the �ux is further
multiplied by a factor of cosα, where α is the stellar zenith angle. The chosen
zenith angle is 60◦ (see Table 6.8 and section 6.7). In total, this results in a
factor of 0.5 · cosα = 1

4
.

6.4.2 Thermal molecular absorption

The thermal (planetary) radiation module for Fthermal(z) in eq. 6.20 considers
a spectral range from 1 to 500 µm in 25 intervals. It is called MRAC (Modi�ed
RRTM for Application in CO2-dominated Atmospheres, see von Paris et al.
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2008) and is based on the radiation scheme RRTM (Rapid Radiative Transfer
Model). RRTM was developed by Mlawer et al. (1997) and has been used by
numerous other modeling studies (1D or 3D, e.g., Segura et al. 2003, 2005;
Grenfell et al. 2007a,b; Roeckner et al. 2006). The need for a new radiation
model comes from the fact that RRTM was speci�cally designed for conditions
of modern Earth, i.e. it is not adaptable for studies of atmospheres which
greatly di�er from modern atmospheric conditions (in terms of atmospheric
composition, temperature structure, pressure, etc.).
MRAC uses the correlated-k approach (e.g., Goody et al. 1989; Lacis and Oinas
1991; Colaprete and Toon 2003) for the frequency integration of the RTE in
the thermal range. This integration is done with 16 g terms in the correlated-k
weighting, as does RRTM. The planetary surface and the overlying atmosphere
are taken as blackbody emitters, according to their respective temperatures.
The thermal surface emissivity is set to unity. The absorber species considered
in MRAC are water and carbon dioxide. k distributions are tabulated for a
�xed temperature-pressure grid from where interpolation to model conditions
is performed. The T-p grid covers the temperature range from 100-700 K (100,
150, 200, ...,400, 500, 600, 700) and from 10−5-103 bar (10−5, 10−4, ..., 103).
Intensities in MRAC are calculated (as in RRTM) from the equation

R′ = R0 + (Beff −R0) · (1− T ′) (6.34)

where T ′ is the transmission of the layer, Beff the e�ective Planck function and
R′ and R0 are outgoing and incoming intensities (Mlawer et al. 1997).
The e�ective Planck function is calculated both in terms of optical depth τ
and transmission T ′ as

Beff = Blay + (Blev −Blay)

[
1− 2 ·

(
1

τ
− T ′

1− T ′

)]
(6.35)

with Blev and Blay being the Planck functions at the layer temperature and at
the mean temperature between two adjacent layers, respectively.
This formulation is called a "linear in tau" approach for the Planck function
(i.e., it varies as a linear function of optical depth) and directly taken from
Clough et al. (1992).
The angular integration (see eq. 6.27) to obtain �uxes from the intensities is
performed using the di�usivity approximation (as in Mlawer et al. 1997), i.e.
no thermal scattering (aerosols, droplets, etc.) is considered. The di�usivity
approximation uses a single angular point (µ = 1

1.66
corresponding to θ=52.95◦,

see Elsasser 1942) to account for the hemispheric integration over µ in eq. 6.27.
This choice can be shown to be quite accurate compared to multi-stream,
multi-quadrature techniques (Li 2000).
Table 6.6 shows the spectral intervals used in MRAC as well as the species
included in these intervals.
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Table 6.6: Spectral intervals for IR radiative transfer scheme MRAC: x: species
considered, -: species not considered

Interval number spectral limits in cm−1 CO2 H2O

1 7.470 - 10.000 x x
2 6.970 - 7.470 x x
3 6.000 - 6.970 x x
4 5.350 - 6.000 x x
5 4.600 - 5.350 x x
6 4.100 - 4.600 x x
7 3.750 - 4.100 x x
8 3.390 - 3.750 x x
9 3.050 - 3.390 x x
10 2.750 - 3.050 x x
11 2.400 - 2.750 x x
12 2.250 - 2.400 x x
13 2.150 - 2.250 x x
14 2.000 - 2.150 x x
15 1.850 - 2.000 x x
16 1.400 - 1.850 x x
17 1.100 - 1.400 x x
18 1.000 - 1.100 x x
19 905 - 1.000 x x
20 820 - 905 x x
21 730 - 820 x x
22 600 - 730 x x
23 525 - 600 x x
24 460 - 525 x x
25 20 - 460 - x

MRAC also implements a so-called binary species parameter η for transmit-
tance calculations in spectral intervals with two major absorbers:

η = log

(
W1

W2

)
(6.36)

where W1,2 are the column densities of the two gases (in the case of MRAC,
water and carbon dioxide). It could be interpreted as a weighting of contri-
butions of each species. The optical depths τ in these intervals are calculated
through the relation:

τ = κeff ·Weff (6.37)

where Weff is an e�ective column density:

Weff = W1 +W2 (6.38)

The e�ective cross sections κeff are the cross sections of a gas mixture contain-
ing both gases in prescribed relative amounts, as determined from eq. 6.36.
They are calculated in MRAC for 16 di�erent values of η, ranging from -9 to 6
(one point per order of magnitude in relative concentration). Two additional
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η points for the "pure" absorption coe�cients (i.e., W1=1 and W2=0, or vice
versa) are also stored. Interpolation in η is performed linearly. ForW1,2=0, the
relative concentration is arbitrarily set to -20 or 20, respectively. The choice
of this value was found to be not signi�cant.

6.4.3 Thermal continuum absorption

The self and foreign continuum absorption of H2O and CO2 is included in the
IR radiative transfer.
The H2O self continuum (H2O-H2O collisions) and the H2O foreign continuum
(collisions with N2 and H2O) are included in the model following the semi-
empirical approximation of the so-called CKD continuum (Clough et al. 1989).
This continuum formulation is commonly regarded as the standard reference
for water continuum absorption. The CO2 foreign continuum (again, collisions
with N2 and O2) included in the model is also based on the CKD formalism
of Clough et al. (1989).
Absorption coe�cients are taken from Schreier and Böttger (2003). From
these absorption coe�cients, k distributions of both self and foreign continua
are calculated, as described by von Paris et al. (2008). These are then added
to the gaseous optical depths in eq. 6.22.
The CO2 self continuum (i.e., CO2-CO2 collisions) is based on approximation
formulations used by Kasting et al. (1984b) and Colaprete and Toon (2003):

τcont,CO2 = CiW · pE
(
T0

T

)ti

(6.39)

In this equation, Ci is a frequency-dependent adjustment to the path length,W
is the column amount of CO2, pE = (1+ 0.3 ·CCO2) · p (p layer pressure, CCO2

concentration) represents an e�ective CO2 broadening pressure and T0=300
K is a reference temperature. The exponent ti incorporates the temperature
dependence.
The corresponding parameters in eq. 6.39 used are taken from Kasting et al.
(1984b). They are based on measurements by Ho et al. (1971). Table 6.7
shows the frequency intervals and the numerical values of these parameters.
The spectral intervals from Tables 6.6 (MRAC bands) and 6.7 (CO2 self con-
tinuum bands) do not match. To address this, a mean continuum absorption
coe�cient kcont,CO2 is calculated over a spectral interval (ν1,ν2) from Table 6.6,
using the parameters from Table 6.7.

kcont,CO2 =
1

ν2 − ν1

∑
i

ki · (ν2,i − ν1,i) (6.40)

This mean absorption coe�cient kcont,CO2 is used in the calculation of the opti-
cal depth. It is considered to be approximately monochromatic over a spectral
interval, hence is added as a constant term to each g interval in equation 6.22,
following the approach of, e.g., Colaprete and Toon (2003) and West et al.
(1990).
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Table 6.7: Parameters for the CO2 continuum absorption (after Kasting et al.
(1984b), table IV)

Spectral interval [cm−1] Ci ti
0 - 40 4.3·10−5 -3.4
40 - 100 3.8·10−5 -2.2
100 - 160 1.2·10−5 -1.9
160 - 220 2.8·10−6 -1.7
220 - 280 7.6·10−7 -1.7
280 - 330 4.5·10−7 -1.7
330 - 380 2.3·10−7 -1.7
380 - 440 5.4·10−7 -1.7
440 - 495 1.6·10−6 -1.7
1150 - 1200 7.5·10−7 -1.7
1200 - 1275 4.0·10−6 -1.7
1275 - 1350 1.4·10−5 -1.7
1350 - 1450 1.0·10−5 -1.7
1450 - 1550 1.2·10−6 -1.7
1550 - 1650 2.0·10−7 -1.7
1650 - 1750 5.0·10−8 -1.7
1750 - 1850 3.0·10−8 -1.7

6.5 Convection in the model

The adiabatic lapse rate is calculated as a standard dry adiabat in the strato-
sphere:

d ln(P )

d ln(T )

∣∣∣∣
ad,dry

=
cp
R

(6.41)

Here, cp is calculated from equation 6.17 and R is the universal gas constant.
In the troposphere, a wet adiabat is calculated. The condensing species con-
sidered by the model are either water or carbon dioxide. The model does not
calculate adiabatic lapse rates which consider both species at the same time.
The wet CO2 lapse rate is calculated following the treatment of Kasting (1991)
and Kasting et al. (1993). The CO2 saturation vapor pressure Pvap,CO2 is taken
from Ambrose (1956).
For T > 216.6 K (gas over liquid):

d ln(Pvap,CO2)

d ln(T )
= 2.303 · T (6.42)(

867.2124

T 2
+ 18.65612 · 10−3 − 2 · 72.4882 · 10−6 · T + 3 · 93 · 10−9T 2

)
For T ≤ 216.6 K (gas over solid):

d ln(Pvap,CO2)

d ln(T )
= 2.303 · T

(
1284.07

(T − 4.718)2
+ 1.256 · 10−4

)
(6.43)
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Note that these equations di�er from the equations given in Kasting (1991).
The factor 2.303 = ln(10) is introduced since Kasting (1991) use d log(Pvap,CO2

)

d log(T )

instead of d ln(Pvap,CO2
)

d ln(T )
.

CO2 condensation is assumed to occur if the atmosphere is supersaturated
with respect to Pvap,CO2 . This criterion is expressed by a critical saturation
ratio Scrit which has to be larger than unity:

pCO2(z)

Pvap,CO2(z)
> Scrit (6.44)

where pCO2(z) is the partial CO2 pressure. Scrit=1.34 is used here, based on
CO2 condensation experiments under Martian conditions by Glandorf et al.
(2002). Note that Kasting (1991) and Kasting et al. (1993) assumed Scrit=1.
The actual convective lapse rate is then calculated via:

d ln(P )

d ln(T )
=

d ln(Pvap,CO2)

d ln(T )
−

(
1

1 + αv

β
AM

44

)
d ln(αv)

d ln(T )
(6.45)

In equation 6.45, β is the inverse compressibility (the inverse of the compress-
ibility of the gas, a measure for the "non-ideality", set to unity for temperatures
above 303 K), AM the molecular weight of the atmosphere and αv the mass
density of CO2 relative to the atmospheric density, αv = ρv/ρ. The terms
d ln(αv)
d ln(T )

and β are interpolated from stored steam table values (Kasting 1991).
In the original model version by Kasting (1991) and Kasting et al. (1993), the
CO2 concentration was then adjusted to the saturation mixing ratio pCO2/Pvap,CO2 .
However, CO2 condensation most likely occurs only in CO2-rich atmospheres.
Hence, a major atmospheric constituent condenses out, which consequently
signi�cantly a�ects the overall pressure grid. This cannot be handled correctly
at the moment, and the treatment of Kasting (1991) and Kasting et al. (1993)
neglects this. Therefore, it was decided here to remove the adjustment of CO2

concentration in the model.
In cases where CO2 does not condense (i.e., pCO2

(z)

Pvap,CO2
(z)

< Scrit), a wet H2O
adiabatic lapse rate is calculated. The model distinguishes between three tem-
perature regimes:
Firstly, below 273 K, the saturation vapor pressure curve is calculated from
the Clausius-Clapeyron-equation:

d ln(Pvap,H2O)

d ln(T )
=

18 · L
R · T

(6.46)

where L is the latent heat per mass.
Then, in analogy to eq. 6.45 (setting β = 1), one �nds:

d ln(P )

d ln(T )
=

18 · L
R · T

− (
1

1 + αv
AM

18

)
d ln(αv)

d ln(T )
(6.47)

where:
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d ln(αv)

d ln(T )
=

(
18 · L
AMT

− γ

)
· 1

L
T
+ R

αv ·AM

(6.48)

with γ = cp
AM

+ αv(cc − L
T
+ dL

dT
) (subscript c refers to the condensed phase,

subscript v to the vapor phase). Below 273 K, it is assumed that dL
dT
=0 and

cc=0.5 (speci�c heat of ice), following Kasting (1988).
Secondly, between 273 and 647 K, a formulation by Ingersoll (1969) is taken:

d ln(P )

d ln(T )
=

Pvap,H2O

P
· (6.49)(

d ln(Pvap,H2O)

d ln(T )
+

β · 18
αv · AM

[
1 +

d ln(ρv)

d ln(T )
+

d ln(αv)

d ln(T )

])
In this equation, the parenthesis terms for ρv and αv are interpolated from
water steam tables available for the model at 5 K intervals (Kasting 1988).
Thirdly, above 647 K, i.e. the critical temperature of water, a dry adiabat
(without condensation, i.e. without the release of latent heat) is calculated
(CH2O water mixing ratio):

d ln(P )

d ln(T ) ad,dry
= CH2O · d ln(Pvap,H2O)

d ln(T )
+ (1− CH2O)

cp
R

(6.50)

6.6 Atmospheric water pro�le

In each iteration, the water vapor pro�le is re-calculated according to the new
temperature pro�le.
In the troposphere, water vapor concentrations CH2O are calculated from a
�xed relative humidity distribution RH:

CH2O(T, z) =
Pvap,H2O(T (z))

p(z)
· RH(z) (6.51)

where Pvap,H2O is the saturation vapor pressure of water at the given temper-
ature T and p the total atmospheric pressure.
The saturation vapor pressure is calculated for three di�erent temperature
regimes.
Firstly, above the critical temperature of 647 K, it is set to an arbitrarily high
value of 1030 bar.
Secondly, between the triple point and critical point temperatures (273 K and
647 K respectively), the vapor pressure is interpolated from a calculated steam
table.
Thirdly, below the triple point temperature a sublimation expression is used
(T0 = 273.15 K, p0 = 0.0061 bar triple point parameters, see eq. 6.46):

Pvap,H2O = p0 · e−( 18·L
RT

− 18·L
RT0

) (6.52)

The �xed relative humidity pro�le RH follows the approach of Manabe and
Wetherald (1967), with a surface relative humidity Rsurface of 77%:
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RH(z) = Rsurface ·
p(z)

psurface
− 0.02

0.98
(6.53)

Above the cold trap, water vapor is treated as a non-condensable gas and its
concentration �xed at the cold trap value. The location of the cold trap is
determined by comparing the saturation ratios fsat of adjacent layers n and
(n− 1).

fsat(n) =
psat(n)

p(n)
(6.54)

The cold trap is the �rst layer seen from the surface where fsat(n) > fsat(n−1).

6.7 Boundary conditions, initial values and parameters

Table 6.8 summarizes the input data required for the model.
Since equation 6.3 is a �rst order di�erential equation for the temperature,
a starting temperature pro�le must be provided. Currently, the model starts
with the US Standard Atmosphere 1976. In addition, due to the derivative
dF
dp

on the right side of equation 6.3, a boundary condition for the radiative
�ux must be speci�ed. This is done by the user who chooses a stellar constant
(hence, orbital distance) and a central star type, hence speci�es an incident
stellar �ux at the top of the atmosphere (TOA). The thermal TOA incoming
�ux is set to zero.
Parameters must also be provided for the model in order to obtain unique equi-
librium solutions. These can be divided into planetary and stellar parameters.
The only stellar parameter is the stellar type. As already mentioned, stellar
input data in the model are available for F, G, K and M stars.
Pressure parameters for the planetary surface pressure pg and TOA pressure
p0 determine the altitude range of the model atmosphere. The gravitational
acceleration g of the planet can also be set by the user. This is linked with the
radius, mass and density of the planet.
The mean atmospheric molecular weight and the gas pro�les needed for ra-
diative transfer are closely inter-related. For some well-mixed gases, such as
argon, carbon dioxide or carbon monoxide, the user speci�es mixing ratios CAr,
CCO2 and CCO. An initial water vapour pro�le is input into the model from the
US Standard Atmosphere 1976. The nitrogen mixing ratio CN2 is calculated
from the relation CN2 = 1−CH2O−CAr−CO2 −CCO2 −CCO. From the mixing
ratios, the mean molecular weight AM of the atmosphere is calculated.
Absorption coe�cients and steam tables are important material properties for
the calculation of the energy transport. The assumed ocean reservoir, the
(visible) surface albedo of the planet and the zenith angle are also needed.
Additionally, parameters for the numerical scheme are provided. These are
ND (number of vertical levels in the atmosphere) and FAC (ratio of spacing of
vertical levels in the stratosphere compared to troposphere) which control the
vertical grid, and dtmax which is the maximal time step allowed in the solution
of equation 6.3.
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Table 6.8: Initial values, boundary conditions and parameters in the climate model
(IV: initial value, BC: boundary condition, PP: physical parameter, NP: numerical
parameter)

Quantity Value Type

T0-pro�le user IV
TOA stellar �uxes user BC
TOA thermal �uxes 0 BC
Stellar type user PP
TOA pressure user PP
Surface pressure user PP
Planetary gravity user PP
Gas pro�les user PP
Mean molecular weight calculated PP
Absorption coe�cients user PP
Steam tables user PP
Ocean reservoir user PP
Surface albedo user PP
Zenith angle user PP
Number of grid levels user NP
Grid spacing user NP
dtmax user NP

6.7.1 Adjusting of the model surface albedo

An important model parameter for 1D radiative-convective cloud-free models
such as the one used here is the surface albedo. It is usually adjusted in a
way that the models reproduce prescribed reference scenarios, e.g. modern
Earth with a surface temperature of 288 K. This adjustment is performed
in order to remove systematic e�ects (such as clouds and relative humidity)
before performing numerical tests, validations and comparison studies. The
surface albedo is increased until the calculated surface temperature reaches
the prescribed value of the reference case. One has to keep in mind that the
systematic uncertainties are then contained in the value of the surface albedo.
The main issue is the presence of clouds in the atmosphere which are not
incorporated in such cloud-free models. Clouds have an important e�ect on
surface temperature, thus the value of the model surface albedo is mainly
determined by the impact of clouds. It is then assumed that the radiative
e�ects of clouds will not change when applying the model to non-reference
cases. This is problematic, of course, since even if cloud cover and cloud
characteristics (e.g., size of cloud particles) remain the same as on Earth, their
e�ect upon the temperature structure strongly depends, e.g, on the central
star (see for example Kitzmann et al. 2010). Also, planetary gravity has a
potentially large e�ect for cloud formation and the size of cloud particles,
which again has an impact on the radiative e�ects of clouds.
An additional critical point is the distribution of relative humidity which, in
the model used here, is based on Earth observations (Manabe and Wetherald
1967). It represents an approximation of the terrestrial hydrological cycle, and
thus a potential source of systematic error.
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In this work, the reference case is the present Earth, i.e. 1 bar surface pres-
sure with a nitrogen-oxygen mixture with 1% of argon and 355 ppm CO2, and
present-day solar insolation. However, since MRAC only considers water and
carbon dioxide as radiative gases, reproducing the 288 K mean surface temper-
ature would result in an over-estimation of the e�ect of these gases. Hence, the
reference surface temperature is 284.5 K. This value is calculated by RRTM
when excluding the greenhouse e�ect provided by methane, ozone and nitrous
oxide.
The resulting surface albedo is 0.24, which is slightly higher than the value of
0.21 from von Paris et al. (2008), but still compatible with surface albedos of
other cloud-free models in the literature (e.g., Goldblatt et al. 2009a, Haqq-
Misra et al. 2008, both studies using 0.23 as their surface albedo value). Note
that the actual global value for Earth is approximately 0.13 (Kitzmann et al.
2010, Rossow and Schi�er 1999).

6.7.2 New stellar input spectra

The model allows for di�erent stellar input spectra as a boundary condition.
These input spectra are obtained from high resolution stellar spectra which
are then binned to the appropriate wavelength range.
The stellar input spectra provided originally with the code were re-calculated
for the following reasons:

• Some climate input spectra did not match the original spectral range as
de�ned by the solar code.

• For some cases, the chemistry and climate spectra did not coincide.

The reference website of the model input spectra is the Virtual Planetary
Laboratory website (VPL).

Sun

This website provides detailed high resolution spectra for the Sun. However,
the solar high resolution spectrum from the VPL website does not cover the
needed spectral range of the climate model (237.6 nm - 4.545 µm) ending at
4.3585 µm. Therefore, a new high-resolution solar spectrum provided by Guey-
mard (2004) was used. This was obtained from a wide variety of observational
sources. Both ground (e.g., Kitt Peak observatory) and space measurements
(e.g., Atlas 1-3 shuttle missions or the SOLSTICE and SUSIM instruments
onboard the UARS satellite) were used to construct the spectrum. Fig. 6.5
shows the high-resolution spectrum of Gueymard (2004) compared to the spec-
trum provided by the VPL website. The primary di�erences lie in the (far)
UV region of the spectra, around the Ly-α line. Some further di�erences can
be seen in the near-IR beyond 2 µm.
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Figure 6.5: High-resolution spectrum of the Sun, as used for this work (in black).

The sudden increase of the VPL spectrum in the last data point suggests that
this point was rather obtained through summing up additional spectral points.
The new solar spectrum by Gueymard (2004) corresponds to a solar constant
of 1366 Wm−2.
From the high resolution spectrum shown in Fig. 6.5, a spectrum suitable
for the climate and photochemistry code was obtained by a standard binning
procedure using numerical integration. The climate spectrum now contains an
input of 1357.2 Wm−2. About 1.5 Wm−2 are emitted below the lower climate
spectral boundary of 237 nm and 7.5 Wm−2 above the upper boundary of 4.545
µm.

M-type star AD Leo

Segura et al. (2005) provide an input spectrum of the M4.5V star AD Leo for
the climate code of the model. The same spectrum was also used by Grenfell
et al. (2007a). The high resolution spectrum on which this input spectrum is
based can be obtained from the VPL website. It was derived from observations
and a stellar model atmosphere (Segura et al. 2005). Observations come from
satellite data (IUE, International Ultraviolet Explorer) and photometry in the
visible (Pettersen and Hawley 1989) and near-IR (Leggett et al. 1996). Beyond
2.4 µm, a stellar atmospheric model (NextGen model, Hauschildt et al. 1999)
was used to calculate a synthetic spectrum. Segura et al. (2005) assumed values
of Teff=3400 K, R=0.41R⊙, [Fe/H]=0.0 and log g=5 for e�ective temperature,
radius, metallicity and gravity, respectively. These values are based on Leggett
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et al. (1996), except for the gravity, where Leggett et al. (1996) state a value
of log g=(4.8-4.9) instead.
Fig. 6.6 shows this composite high-resolution spectrum. The gaps in the
spectrum between 1 and 2 µm indicate the J, H and K �lters used by Leggett
et al. (1996). Also evident are continuity gaps between the IUE data and the
di�erent photometric observational data sets.

Figure 6.6: High-resolution spectrum of AD Leo, as used for this work. Data sources
are indicated.

From the high-resolution spectrum shown in Fig. 6.6, a spectrum suitable for
the climate and chemistry code was obtained. The spectrum was normalized
to the present solar constant of 1,366 Wm−2 (Gueymard 2004) so that the
integrated �ux over the entire spectrum equals the solar input at 1 AU (As-
tronomical Unit: 1.5 108 km), i.e. the hypothetical planet receives the same
amount of energy from AD Leo as the Earth receives from the Sun. This ap-
proach is somewhat di�erent from the approach used by Segura et al. (2003)
and Segura et al. (2005). They normalized their spectra such that the atmo-
spheric model calculated 288 K for the surface of an Earth-like planet. How-
ever, this approach is dependent on planetary properties such as atmospheric
composition and albedo. In contrast, the approach taken here is purely based
on energy input and hence allows a more direct comparison of the e�ects of
di�erent central stars on the atmosphere.
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AD Leo is an M-type star which emits relatively more light in the IR than
the Sun. Hence, the amount of �ux in the climate input spectrum (with its
limited spectral range) is lower (1329.0 Wm−2) than the solar value of 1357.2
Wm−2. The high resolution spectrum from Fig. 6.6 contains about 37 Wm−2

at wavelengths longer than the 4.545 µm limit of the climate code.
The corresponding orbital distance a of the planet around AD Leo is then
calculated with the following equation:

a =

√
F

FS

· d (6.55)

where F is the integrated �ux of the high resolution spectrum, FS = 1366
Wm−2 the solar constant and d the distance of the star in lightyears (ly). The
distance d of the star to the Earth can be calculated from its parallax p:

d[pc] =
1

p
(6.56)

where p is given in arcseconds and 1pc=3.26 ly.
The spectrum obtained corresponds to an orbital distance of 0.1532 AU around
AD Leo. This orbital distance calculation is based on d=15.941 light years
(4.90pc). The distance of AD Leo comes from the measured parallax of p=204
milliarcseconds (mas). The parallax was taken from the Catalogue of Nearby
Stars. The thus calculated distance of AD Leo is similar to the distance stated
by Segura et al. (2005). However, due to the di�erent normalization approach,
Segura et al. (2005) locate their planet at 0.16 AU

F-type star σ Bootis

The star σ Bootis (stellar type F2V) is used as an example of an F-type
star in the model (Segura et al. 2003). The spectrum is taken from the VPL
website. It has been constructed from IUE measurements in the far UV and
from a synthetic spectrum using Kurucz models (Buser and Kurucz 1992).
Adopted values for the synthetic spectrum were Teff=6733 K and [Fe/H]=0.0.
Furthermore, log g=4.33 is assumed (Segura et al. 2003).
Table 6.9 summarizes the di�erent published values for e�ective temperature,
metallicity and surface gravity. However, in view of the uncertainties usually
associated with stellar parameters, the synthetic spectrum can be regarded as
quite accurate.

Table 6.9: Stellar parameters for σ Bootis. "ns" means not stated
Reference Teff [K] log g [cm s−2] [Fe/H]

Segura et al. (2003) 6733 4.33 0.0
Cenarro et al. (2007) 6722 4.38 -0.39
Habing et al. (2001) 6770 ns ns

71



Figure 6.7: High-resolution spectrum of σ Bootis, as used for this work. Data
sources are indicated.

The high resolution spectrum of σ Bootis according to Segura et al. (2003) is
shown in Fig. 6.7.
From the high resolution spectrum, again the model input spectra were con-
structed. The total �ux in the climate model spectrum is 1337.5 Wm−2 which
is again less than the solar value of 1357.2 Wm−2. However, unlike the AD Leo
case, the reason for this is a relatively large amount of radiation being emitted
at wavelengths shorter than 237 nm (roughly 22.5 Wm−2), hence wavelengths
not included in the climate code. Also, an amount of about 5.6 Wm−2 is
emitted in the mid- and far-IR above 4.545 µm.
To assign an orbital distance to this spectrum, the Hipparcos parallax of 64.66
mas was used which then results in a distance of 15.4655 pc (see eq. 6.56).
This distance is con�rmed by Habing et al. (2001) who �nd 15.5 pc. This is
substantially larger than the distance assumed by Segura et al. (2003) who use
12 pc. Therefore, the orbit as calculated here is further away from the star.
When using eq. 6.55, one then �nds a distance of 1.89 AU instead of the 1.69
AU as used by Segura et al. (2003).

K-type star ϵ Eridani

ϵ Eridani is a K2V dwarf star. It is among the closest stellar neighbors and
actually has a planetary system. In Segura et al. (2003) and Grenfell et al.
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(2007b), ϵ Eridani is used as a prototype for a K-type star.
On the VPL website there is a high resolution spectrum available. However, an
inspection of this data set implies that only photospheric emission is considered
in the far UV, hence the far stronger chromospheric far UV emission is missing.
A high resolution synthetic spectrum of ϵ Eridani was constructed applying the
same reasoning as for σ Bootis. For the visible and IR, a synthetic spectrum
produced by the NextGen model (Hauschildt et al. 1999) was used. The UV
and far UV data were obtained from the IUE data archive.
Assumed stellar parameters are Teff=5000 K (Habing et al. 2001), [Fe/H]=0.0
and log g=4.5. As was the case for σ Bootis, these numbers vary somewhat
in the literature, as illustrated in Table 6.10. However, the values adapted in
this work are consistent with uncertainty limits for already published values.

Table 6.10: Stellar parameters for ϵ Eridani. "ns" means not stated
Reference Teff [K] log g [cm s−2] [Fe/H]

This work 5000 4.5 0.0

Cenarro et al. (2007) 5052 4.57 -0.15
Habing et al. (2001) 5000 ns ns
Benedict et al. (2006) ns ns -0.13
Sousa et al. (2008) 5153 4.53 -0.11
Di Folco et al. (2004) 5135 4.7 -0.07
Santos et al. (2004) 5073 4.43 -0.13
Butler et al. (2006) 5146 4.57 -0.03

As ϵ Eridani is an active star (Di Folco et al. 2004, Segura et al. 2003), it was
decided to construct two di�erent spectra. One is for a low activity phase,
the second is for a high activity phase. An IUE measurement obtained on
January, 15 1984 for the wavelength region 121.6nm-197.869nm was used for
both cases (IUE archive: lwp22011.dat). For the high activity case, a mea-
surement from January, 17 1984 between 197.869 and 245 nm (IUE archive:
lwp02639.dat) was used. The low activity spectrum was obtained on January
20, 1984 (lwp02666.dat). Above 245 nm, the synthetic photospheric spectrum
was used.
To match the measured and the synthetic spectra, one must provide values for
the distance of the star and its radius.
From the radius R and the NextGen spectrum N , the luminosity L of ϵ Eridani
is calculated:

L = 4π ·R2 ·N (6.57)

With the known distance d, it is then possible to calculate the spectrum S of
ϵ Eridani as observed from Earth:

S =
L

4π · d2
(6.58)

There are interferometric and photometric measurements available for the ra-
dius of ϵ Eridani. Di Folco et al. (2004) �nd a radius of R=0.74 R⊙, whereas
Pasinetti Fracassini et al. (2001) state values of 0.81-1.03 R⊙.
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Because of this large range, here the radius was calculated based on photo-
metric measurements as follows:

• First the absolute visual magnitude Mv is calculated. This is done with
the distance modulus (distance d in pc) from the measured visual mag-
nitude mv:

Mv = mv + 5− 5 log(d) (6.59)

With mv=3.72 and d=3.218 pc (Butler et al. 2006), eq. 6.59 yields
Mv=6.182.

• Second, the bolometric magnitude Mb is obtained from the bolometric
correction (BC):

Mb = Mv +BC = f ·Mb,⊙ (6.60)

From Allen (1973), one obtains a value of BC=-0.42 (K2 star, Teff=4,800
K). Hence, eq. 6.60 gives Mb=5.762 and f=0.39.

• The radius R is then calculated from the relationship

R

R⊙
=

T 2
⊙

T 2
·
√

f (6.61)

where T and T⊙ are the respective e�ective temperatures. With T⊙=5770
K, f=0.39 (see above) and T=5073 K (Santos et al. 2004, approximate
mean value from Table 6.10), one gets R=0.808 R⊙.

• A di�erent approach is a �t formula for the bolometric luminosity from
Allen (1973):

Mb = 42.36− 5 · log
(

R

R⊙

)
− 10 · log(T ) (6.62)

Solving for R yields then R=0.811 R⊙.

Based on these calculations, R=0.81R⊙ was taken, which is in approximate
agreement with most published values.
The distance d is known from the Hipparcos parallax of 310.7 mas which
corresponds to a distance of 3.218 pc (see eq. 6.56). This distance is con�rmed
by several studies (Habing et al. 2001, Valenti and Fischer 2005, Butler et al.
2006).
Fig. 6.8 compares the updated spectrum with that on the VPL website. The
e�ect of using UV measurements instead of the purely photospheric spectrum
in the UV is clearly distinguishable. Also, the activity change over a relatively
short timescale of 3 days can be seen in this Figure.
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Figure 6.8: High-resolution spectra of ϵ Eridani, as used for this work. Data sources
are indicated.

The total climate input spectrum now contains 1353.6 Wm−2, which is close
to the solar value. About 12 Wm−2 are emitted above 4.545 µm, 0.1 and
0.7 Wm−2 below 237 nm, for the low and the high activity case, respectively.
These numbers show that the UV �ux is greatly enhanced for the high activity
case. The orbital distance calculated for this spectrum is 0.605 AU, which is
again further away from the central star than the value adopted by Segura
et al. (2003) who use 0.53 AU instead.

Summary of model input spectra

Table 6.11 summarizes the stellar types available for the model studies, as
described in detail above.

Table 6.11: Stellar spectra available for model
Reference Star name Star type Planet orbital distance [AU]

Segura et al. (2005) AD Leo M4.5V 0.153
This work ϵ Eridani K2V 0.605
Gueymard (2004) Sun G2V 1.00
Segura et al. (2003) σ Bootis F2V 1.89
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Chapter 7

Validation and tests of the climate

model

In this chapter, the climate model is extensively validated and tested.
Firstly, the new formulation of IR continuum absorption is validated against a
line-by-line (lbl) radiative transfer code SQuIRRL (Schreier and Böttger 2003,
see also tests in Melsheimer et al. 2005 and von Clarmann et al. 2003). Lbl
codes are the most accurate and complete reference for radiative transfer avail-
able and thus are used as validations for broadband codes such as the ones used
in the radiative transfer of the model in this work. Secondly, the IR radiative
transfer scheme is validated against lbl calculations. Thirdly, the details of
the numerical method used by the model are investigated in detail, i.e. their
in�uence on surface conditions and convergence of the model. Fourthly, the
in�uence of radiative transfer details such as absorption coe�cient databases
is tested. Finally, the model is tested and compared to other published work.

7.1 Validation of the H2O continuum formulation

The validation of the new formulation of the water continuum absorption (the
so-called CKD continuum, Clough et al. 1989, see section 6.4.3) proceeded in
two steps. A �rst test investigated the e�ect of the di�erent components of the
CKD continuum (foreign and self) on surface temperatures. The second test
compared model �uxes with �uxes calculated by the lbl code SQuIRRL. At-
mospheric pro�les calculated with the climate model were fed into SQuIRRL
to calculate upwelling thermal �uxes near the tropopause at 10 km altitude.
These �uxes were then compared to the calculated model �uxes in the indi-
vidual spectral bands.
For the purpose of validation, a present Earth reference scenario (present-
day atmospheric concentrations of nitrogen, oxygen, argon and CO2, without
methane, ozone or nitrous oxide) was used. The surface pressure was �xed at
1 bar, and the present-day solar insolation was assumed. Runs were performed
with and without continuum contributions.
Table 7.1 shows the e�ect of the di�erent continua on surface temperature.
The surface temperatures calculated with MRAC are compared to the surface
temperatures of similar simulations performed with the extensively validated
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RRTM model (Mlawer et al. 1997). The e�ect of the foreign continuum agrees
very well (1.03 K temperature increase compared to 1.09 K for MRAC). For
the self continuum, the temperature increase is 0.59 K for RRTM and 0.75 K
for MRAC, which is also a rather good agreement, although not as good as for
the foreign continuum. Still, less than 0.2 K disagreement is not signi�cant in
1D modeling.

Table 7.1: Temperature e�ect of H2O continuum absorption ("gas": no continuum,
"self": CKD self continuum, "for": CKD foreign continuum, "all": all CKD con-
tinua)

Run Tsurf [K] ∆ T [K]

RRTM gas 282.75 0.00
RRTM self 283.34 0.59
RRTM for 283.78 1.03
RRTM all 284.33 1.58

MRAC gas 282.61 0.00
MRAC self 283.36 0.75
MRAC for 283.70 1.09
MRAC all 284.50 1.89

Figure 7.1: H2O continua comparison: MRAC to SQuIRRL (left) and RRTM to
SQuIRRL (right). Separate tests of continuum contributions

Fig. 7.1 shows �ux di�erences for runs with and without continuum, both
for RRTM and MRAC. In both cases, the continuum contributions from the
model agree very well with the lbl calculations, except in the far-IR where the
foreign continuum contribution seems to be underestimated by the models,
compared to SQuIRRL.
These results show that the newly implemented continuum compares well to
reference calculations (both qualitatively and quantitatively). It can thus be
applied to scenarios di�erent from present Earth with more con�dence.
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7.2 Validation of IR radiative transfer scheme

To validate the new IR radiation scheme (with the new binary species param-
eter grid, the continuum formulation and the additional IR bands included)
again the lbl code SQuIRRL was used. The accuracy requirements for the
MRAC is that the total �ux be within 5 % of the lbl results. This requirement
is based on Goldblatt et al. (2009b) and Goody and Yung (1989).
First, a sample validation of the RRTM code is shown. This code was devel-
oped by Mlawer et al. (1997) and used, e.g., by Grenfell et al. (2007a) and
Grenfell et al. (2007b). This code has been developed for modern Earth condi-
tions. Fig. 7.2 shows the comparison between �uxes calculated by the model
and the lbl �uxes from SQuIRRL. Here, in contrast to all other validations, the
atmosphere contained methane, ozone and nitrous oxide, in order to constitute
a full Earth reference case.

Figure 7.2: lbl validations: RRTM modern Earth (black) against SQuIRRL (red).
Shown are �uxes (upper panels) and ratios RRTM/SQuIRRL (lower panels). Fluxes
at 5 (left) and 50 (right) km altitude

At an altitude of 5 km (left plot), net �uxes calculated by RRTM and SQuIRRL
agree to within 2.2 % (RRTM 320.5 Wm−2, SQuIRRL 313.7 Wm−2). In 3
spectral bands, di�erences between model and lbl calculations were larger than
10 %, with a maximum disagreement of 28 %. At 50 km, net �uxes agree to
within 0.7 % (RRTM 269.4, SQuIRRL 267.6 Wm−2). One band in the near-
IR has a deviation of 17 %. Hence, the stated accuracy requirements are
ful�lled quite well in this case which constitutes the benchmark for the MRAC
validations.
For the MRAC case, methane, ozone and nitrous oxide were removed from
the model atmosphere, as was the case for the continuum validations. Fig.
7.3 shows the �uxes at 5 and 50 km altitude for the case with no continuum
absorption, i.e. only the gaseous absorption of CO2 and H2O.
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Figure 7.3: lbl validations: MRAC with no continuum (black) against SQuIRRL
(red). Shown are �uxes (upper panels) and ratios MRAC/SQuIRRL (lower panels).
Fluxes at 5 (left) and 50 (right) km altitude

In the troposphere, at 5 km net �uxes agree within 0.2 % (MRAC 312.2,
SQuIRRL 312.7 Wm−2). However, four bands showed a disagreement larger
than 10 %, with a maximum 17 %. As these bands are all in the near-IR below
4 µm with absolute �uxes well below 1 mWm−2, they do not contribute much
to the overall energy budget. At this altitude, the agreement between MRAC
and SQuIRRL is better than between RRTM and SQuIRRL.
At 50 km altitude, net �uxes agree well within 3.5 % (MRAC 262.5, SQuIRRL
272.1 Wm−2). However, 8 near-IR bands below 5 µm show disagreements of
more than 10 %, with a maximum of 76 % in the 4.3 µm band of CO2. Even if
these bands are still mostly unimportant near-IR bands, the large discrepancy
of 76 % in the 4.3 µm band is noteworthy.
Fig. 7.4 shows the �uxes at 5 and 50 km altitude for the case with all water
continua included (foreign and self). Upon including the continuum absorption
of water, the overall picture is the same as in Fig. 7.3.

Figure 7.4: lbl validations: MRAC with new H2O continuum (black) against
SQuIRRL (red). Shown are �uxes (upper panels) and ratios MRAC/SQuIRRL (lower
panels). Fluxes at 5 (left) and 50 (right) km altitude
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At an altitude of 5 km, net �uxes compare very well (0.2 %, MRAC 318.2,
SQuIRRL 317.5 Wm−2) and four bands deviate more than 10 % (maximum
deviation 19 %). At 50 km, net �uxes still compare well between MRAC and
SQuIRRL (2.8 %, MRAC 263.1, SQuIRRL 270.6 Wm−2), and six bands show
di�erences larger than 10 %. Here, the maximum deviation is 68 %, again in
the 4.3 µm band of CO2.
The reason for the large deviation in the 4.3 µm band is likely related to the
temperature pro�le used as input for SQuIRRL.

Figure 7.5: Used temperature pro�les for the validations

The modern Earth reference case shows a large temperature inversion in the
stratosphere, due to ozone absorption. This inversion is lacking in the MRAC
model atmospheres (see Fig. 7.5). To con�rm this suspicion, an additional
model run was performed. In this run, RRTM was applied to the simple
MRAC atmosphere (i.e., no ozone, methane or nitrous oxide).
The results of the new validation run are shown in Fig. 7.6. Like MRAC, the
RRTM simple run with the cold stratosphere also featured a large discrepancy
at 4.3 µm. This suggests that the problem for the 4.3 µm band is indeed the
temperature structure of the atmosphere.
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Figure 7.6: lbl validations: RRTM simple atmosphere (black) against SQuIRRL
(red). Shown are �uxes (upper panels) and ratios RRTM/SQuIRRL (lower panels).
Fluxes at 5 (left) and 50 (right) km altitude

However, given that the amount of radiation emitted in this band is very low,
compared to the overall �ux, its in�uence on the stratospheric cooling rate is
negligible and was found to be less than 10−3 for all model scenarios. Hence,
the error in the calculated temperature pro�le is correspondingly small.
Table 7.2 summarizes again the results of the lbl validations of MRAC and the
runs performed.

Table 7.2: lbl-validations: deviations σlbl of models to lbl results
Scenario Total σlbl [%] No of bands with σlbl > 10% Maximum σlbl [%]

RRTM modern 5 km 2.2 3 28
RRTM simple 5 km 2.1 1 15
MRAC nocont 5 km 0.2 4 17
MRAC allcont 5 km 0.2 4 19

RRTM modern 50 km 0.7 1 17
RRTM simple 50 km 1.1 3 45
MRAC nocont 50 km 3.5 8 76
MRAC allcont 50 km 2.8 6 68

7.3 Boundary, initial conditions and numerical scheme in
the model

The central equation for the calculation of the temperature pro�le is eq. 6.3.
It contains two derivatives. One is the pressure derivative, so a boundary
condition must be speci�ed, F |p=p0 = Fuser. The second derivative is the tem-
perature derivative which is a temporal one. Hence, an initial temperature
pro�le must be provided, i.e. T |t=0. It was investigated to which point the
resulting temperature pro�les depend on the choices of both boundary condi-
tion and initial values. Furthermore, the solutions might depend on details of
the numerical scheme. Such details are the maximum time step as well as the
vertical grid resolution (number and spacing of levels).
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7.3.1 In�uence of boundary conditions

The boundary condition is determined by (i) the pressure of the upper model
lid, p0 and (ii) the downwelling �uxes at this upper model boundary, F |p=p0 .
In the model, the value of p0 is usually chosen as p0= 6.6·10−5 bar (mid-
mesosphere). The downward components of solar (stellar) and thermal �ux
are set by the user (see Table 6.8). Fuser,sol is given by the assumed solar
constant and the type of central star, and Fuser,therm is set to 0 Wm−2. This
latter condition means that from above p0, no atmospheric thermal radiation
is emitted downwards.

Figure 7.7: Temperature pro�les for di�erent pressure boundary conditions: Con-
trol (p0=6.6·10−5 bar, black), p0=10

−3 bar (red), p0=10
−4 bar (green), p0=10

−5 bar
(blue) and p0=10

−6 bar (magenta)

Fig. 7.7 shows the results of simulations with changed boundary conditions.
The value of p0 was set to 10−6, 10−5, 10−4 and 10−3 bar, respectively. Lower
atmospheric conditions and surface temperatures did not change signi�cantly,
indicating that the choice of the boundary condition has little in�uence on
the lower atmosphere, as expected. Of course, upper stratospheric conditions
changed quite dramatically, depending on the choice of p0. Still, the overall
shape of the temperature pro�le remained unchanged.

7.3.2 In�uence of initial temperature conditions

Usually, the initial temperature pro�le is the standard modern Earth pro�le
based on the US Standard Atmosphere 1976 (see, e.g., Segura et al. 2003). To
test how much the choice of initial temperature pro�le a�ects the result, it was
changed to allow for an isothermal start (i.e., all layers started with the same
temperature TI). Runs were performed for several values of TI (200, 250, 288,
300, 400, 500 and 600 K). No signi�cant deviations of calculated temperature
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pro�les were found, indicating that the choice of the initial temperature pro�le
is not important for the �nal solution.

7.3.3 In�uence of time step

The term dt in eq. 6.3 should not be interpreted as a real, physical time step.
Even though it has the dimension of [seconds], it is however not an evolutionary
time step, as for example in 3D models. In this 1D model, the perturbed
system is a globally and diurnally averaged system, hence no physical time is
considered in the solution of the numerical equations. The time step adjusts
itself according to calculated heating and cooling rates and the temperature
changes. If changes between consecutive iterations are relatively large, dt is
decreased, however if small temperature changes indicate that the system is
close to a solution, the time step is increased. Thus, the value of the time step
is always adjusted to the particular system.
As described in section 6.3, the temperature pro�le is smoothed in the strato-
sphere (see eq. 6.8). If the time step is too small, then this smoothing dom-
inates the calculation of the temperature pro�le. Physical e�ects such as ra-
diative transfer or convection introduce temperature changes which are small
compared to the smoothing. If, however, the forced time step dt is too large,
temperature �uctuations between consecutive iterations become too large and
the model fails to produce converged or stable solutions.
To illustrate this and test the in�uence of dt on the �nal results, the maximum
dt value in standard model runs (usually reached within a few iterations) was
arti�cially forced to values between 102 and 106 seconds. The default value is
105 seconds. Results are shown in Fig. 7.8.

Figure 7.8: Temperature pro�les for di�erent time steps in the model. Value of dt
in s as indicated, for the control run dt=105 s

It demonstrates that the choice of the maximal dt has indeed a large in�uence
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on the resulting temperature pro�le, as expected.
For the reference conditions used here, the time step should be of the order
of 105 seconds. This can be inferred from Fig. 7.8. For small values of dt
(102 and 103s), no troposphere develops. When dt is increased to 104 s, a
troposphere with convection is calculated, however stratospheric conditions do
not yet react to the radiative transfer. Only at values of dt of 105-106 s, the
stratospheric temperature pro�le is in�uenced by radiative processes.

7.3.4 In�uence of vertical grid

The vertical grid in the model is controlled by two parameters, the number of
levels (parameter ND) and the grid spacing ratio between top and bottom of
the model atmosphere (parameter FAC). In the current version of the model,
the values are ND=52 and FAC=2.5 which means that the grid spacing at the
bottom is 2.5 times �ner as in the upper atmosphere. The in�uence of these
parameters on the model results are investigated.

Vertical grid spacing

Fig. 7.9 shows the results for variations of FAC, with FAC=0.5 up to FAC=5.0,
compared to the control run with FAC=2.5.

Figure 7.9: Temperature pro�les for di�erent values of parameter FAC, as indicated.
Control: FAC=2.5

The e�ect on surface temperature is small, with an increase of about 0.8 K
when increasing FAC from 0.5 to 5. This was related to the fact that with
smaller values of FAC, less points are available in the lower atmosphere, hence
the location of the tropopause was less accurately determined. With increas-
ing value of FAC, the surface temperatures increased as the location of the
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tropopause moves slightly upwards, hence more surface warming due to con-
vection was produced.

Number of vertical grid levels

The same e�ect can be observed when increasing the number of vertical levels,
with the value of FAC unchanged. This is shown in Fig. 7.10, where the value
of ND has been increased from 13 to 156.

Figure 7.10: Temperature pro�les for di�erent values of parameter ND, as indi-
cated. Control: ND=52

The e�ect on surface temperature is relatively small, as was the case for the
FAC changes. Temperatures increased with increasing ND for the same rea-
son as they did with increasing FAC. The location of the tropopause could
be resolved with increasing accuracy. However, the largest changes could be
observed in the stratosphere. With increasing number of grid points, the tem-
perature pro�le seems to converge towards one value which di�ers quite signif-
icantly from the one of the control run (black line in Fig. 7.10). The change
between ND=156 and ND=208 is relatively small. However, runs with a still
higher number of grid points (e.g., ND=312), are not shown since the model
did not obtain a converged solution as de�ned by the conditions in section 6.3.
This is due to two reasons.
Firstly, the boundary condition assumption (i.e., F |p=p0=0 Wm−2 for the IR)
becomes increasingly invalid at higher vertical resolution, hence the conver-
gence problems.
Secondly, the temperature in the bottom layer of the atmosphere is calculated
via (see eq. 6.4):

d

dt
Tb = − g

cp(T, bottom)

dFTOA

dpbottom
(7.1)

If dpbottom becomes small (with increasing vertical resolution,it decreases from
∼0.2 bar to ∼0.01 bar), the calculated temperature in the bottom atmospheric
layer becomes unrealistically large. This equation is not suited to simulate very
thin surface layers due to the term dFTOA/dpbottom.

85



This implies that there is a maximum vertical resolution which the model can
use in order to calculate converged temperature pro�les.

Re�ned upper boundary condition

The maximum vertical resolution found in the previous section depends on
the assumed CO2 concentration in the model atmospheres. This is due to the
choice of the boundary condition F |p=p0=0. This introduces arti�cial cooling
rates because above the model lid, generally F |p>p0 ̸=0.
For present-day Earth concentrations, this is not signi�cant since �uxes are
already very low. However, for higher CO2 concentrations this arti�cial cool-
ing rate can become the dominant contribution to the radiative budget. For
CO2 concentrations of about a few percent, a doubling of vertical levels (i.e.
ND=104) still allows for convergence in the stratosphere, whereas for higher
CO2 concentrations (∼ 50-100 %), even ND=52 is too large to achieve formal
convergence of the stratospheric temperature pro�le.
The overall temperature pro�les calculated for such scenarios do however pro-
vide meaningful results for the lower atmospheric and surface conditions. This
is demonstrated in Fig. 7.11 for an example case of a 10 bar CO2 atmosphere
with additional 800 mbar of N2, at a reduced solar constant of S=0.8. Result-
ing pro�les for two di�erent numbers of iterations (1,000 and 2,000 iterations)
are shown. These pro�les di�er in the upper atmosphere, therefore the pro�les
are not converged, as stated above. However, as is also clearly seen, in the
lower atmosphere, and especially at the surface, temperature pro�les do not
show signi�cant variations. This implies that the atmospheric structure at
pressures above about 10−4 bar is stable even for high CO2 values.

Figure 7.11: Stability of temperature pro�les: Run with 1,000 iterations (plain line)
and 2,000 iterations (dotted line).

In order to investigate further this convergence problem, the implementation
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of the upper boundary condition was changed. As stated above, it is F |p=p0=0
Wm−2 for the IR, hence, downwelling �uxes are set to 0 at the upper boundary.
In reality, this is only true for optically thin layers. If the optical depth is
large (i.e., τ ≫ 1), the atmosphere layer will emit radiation according to the
local temperature. Therefore, numerical tests were performed where the upper
boundary condition was set to I|p=p0=B(Tlocal) (B(T ) the Planck function) if
τ > 2.3, which is equivalent to a layer transmission lower than 10 %.
However, tests with this re�ned boundary condition did not result in an im-
provement of the convergence behavior. This is partly due to the fact that this
type of boundary condition involves the local temperature, i.e. the quantity
to be calculated with eq. 6.3. Hence, the boundary condition is no longer
constant during the calculations, which poses a principal numerical problem.
Given that atmospheric pro�les are still stable (see Fig. 7.11), this is a minor
problem for the present model.
Based on the above investigations, the new reference model still uses the orig-
inal vertical grid resolution ND=52.

7.4 In�uence of radiative transfer input details

Uncertainties in the radiative transfer are not only due to numerical methods or
approximations (correlated k, continuum formulation), but also to the physical
input data, i.e. absorption cross section data and the assumed line shape
(especially foreign broadening of lines). These e�ects are investigated here.

7.4.1 In�uence of spectral data

The Hitran database and its updates are a widely used standard database
for molecular absorption in the IR. They contain line positions, line strengths
and broadening parameters for a large number of gases (H2O, CO2, CH4,
O3, N2O, CO and other radiative trace gases). In the current edition, several
million lines are stored and can be used in model calculations. Hitran has been
systematically expanded since 1986. For example, the Hitran 2004 edition
contains more CO2 lines than the entire Hitran 1986 database. These are
mostly weak lines, so the expected e�ect on surface temperature is not large.
However, also line positions and line strengths of existing lines have been
updated throughout the di�erent Hitran versions.
In order to test the sensitivity of model results to the database, calculations
based on Hitran 1986, Hitran 1992, Hitran 1996 and Hitran 2004 were com-
pared to the results obtained with Hitemp (Rothman et al. 1995), which is the
standard database used for MRAC.
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Table 7.3: In�uence of spectral data on surface temperature.
Database Tsurf [K]

Hitemp 285.32
Hitran 1986 285.64
Hitran 1992 285.89
Hitran 1996 285.90
Hitran 2004 286.10

Table 7.3 summarizes the e�ects on calculated surface temperature. The sim-
ulations were performed without adjusting the surface albedo and without
continuum absorption. Surface temperatures vary by roughly 1 K, which is
comparable to the magnitude of the e�ect found in other work (e.g. Kratz
2008).

7.4.2 In�uence of broadening parameters

The absorption cross section is de�ned in eq. 6.25. It takes as input the
temperature- and pressure-dependent line pro�le gj(ν, T, p). The line pro�le
is usually assumed to be a Voigt function, i.e. the convolution of a Gaus-
sian pro�le and a Lorentzian pro�le. The Gaussian pro�le accounts for the
thermal broadening of the lines due to the movement of the particles. The
Lorentzian pro�le accounts for line broadening due to collisions (self and for-
eign broadening), hence pressure broadening. The exact shape and strength of
the Lorentz broadening depends on the broadening gas. The in�uence of the
foreign broadening parameters on the temperature pro�le was investigated in
more detail.
Table 7.4 summarizes values for γx,y (i.e. broadening of gas x by gas y) for
di�erent molecules which then have to be included in the absorption cross
section calculations.
Three sample cases were considered: Low (355 ppm vmr), medium (5% vmr)
and high (95% vmr) CO2 with N2 background. For each of the three cases, a
simulation was performed under the same conditions (355 ppm CO2, present-
day solar irradiation, 1 bar surface pressure). The e�ect was very small, about
0.1-0.2 K in surface temperature and less than 1 K throughout the atmosphere.

Table 7.4: Foreign broadening parameters for di�erent gases.
γ factor Value Reference

γCO2,O2 0.81 Vardavas and Carver (1984)
γCO2,N2 1.00 Vardavas and Carver (1984)
γCO2,H2O 2.00 Kasting and Ackerman (1986)
γH2O,O2 0.57 Brown et al. (2005)
γH2O,N2 1.13 Toth (2000)
γH2O,CO2 1.80 Brown et al. (2005)

Hence, it seems that the results of the simulations do not depend very strongly
on the choice of the broadening gas. For this reason, and in order to simplify
the model, it was decided not to incorporate di�erent sets of k distributions
into MRAC.
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7.5 Comparative studies

7.5.1 Runs

Several sets of comparison runs were performed to compare model results of
the improved model with other published work and benchmark calculations.
For all comparative runs, the central star was the Sun. The solar input spec-
trum is based on the high-resolution spectrum provided by Gueymard (2004)
(for details on this spectrum, see section 6.7.2).
The �rst set of comparison runs tested the response of the model to dou-
bling/quadrupling the CO2 content within the modern Earth atmosphere to
compare the results with investigations regarding the anthropogenic green-
house e�ect (runs W1-W8 in Table 7.5).
The second set of comparison runs which tested the model sensitivity to
changes in CO2 content was performed with a reduced solar luminosity S
of 0.8 times present value to compare to published calculations of di�erent
models with the same assumptions (runs S1-S6 in Table 7.5). The simulation
to which the runs from Table 7.5 were compared included an adjustment of the
model surface albedo such that modern Earth reference calculations yield 288
K surface temperature, similar to what was done for this model (see section
6.7.1).

Table 7.5: Runs performed to test the sensitivity of the model to variations of CO2

content

Run S pN2 [bar] pCO2 [bar]

W1 1 0.77 10−4

W2 1 0.77 3.55 · 10−4

W3 1 0.77 7.1 · 10−4

W4 1 0.77 10−3

W5 1 0.77 1.42 · 10−3

W6 1 0.77 2.84 · 10−3

W7 1 0.77 5.68 · 10−3

W8 1 0.77 10−2

S1 0.8 0.8 10−3

S2 0.8 0.8 10−2

S3 0.8 0.8 1.5 · 10−2

S4 0.8 0.8 10−1

S5 0.8 0.8 1.
S6 0.8 0.8 10.0

The third set of comparison runs followed a proposed evolutionary sequence
of the Earth's atmosphere based on Hart (1978) in terms of time tb before
present (runs H1-H8 in Table 7.6). To this end, the model surface albedo
was adjusted to yield 288 K surface temperature for present luminosity to
be consistent with model studies using this sequence which also introduced
this particular adjustment (Kasting and Ackerman 1986, Kiehl and Dickinson
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1987). The resulting surface albedo was 0.185, in contrast to the assumed 0.24
for all other runs. The assumed N2 partial pressure was 770 mb.

Table 7.6: Runs for the evolution sequence of Hart (1978)

Run tb [Gy] S cCO2 [vmr]

H1 0.0 1.0 3.3 10−4

H2 0.5 0.972 3.3 10−4

H3 1.0 0.944 6.5 10−4

H4 1.5 0.917 2.9 10−3

H5 2.0 0.889 8.6 10−3

H6 2.5 0.861 1.8 10−2

H7 3.0 0.833 3.3 10−2

H8 4.25 0.764 0.31

The fourth set compared the model with results from von Paris et al. (2008).
The nitrogen partial pressure was �xed at 770 mbar for these runs (P1-P12,
Table 7.7). For di�erent solar constants (S=0.7-0.85), CO2 partial pressures
were increased in the model atmospheres until calculated surface temperatures
reached 273 K (the freezing point of water) or 288 K (present-day mean surface
temperature). The CO2 partial pressure needed to reach these temperatures is
then compared to the results of von Paris et al. (2008). Runs were performed
for the adjusted value of the surface albedo 0.24 and the original surface albedo
of 0.21 used by von Paris et al. (2008).

Table 7.7: Comparison runs with von Paris et al. (2008)

Run S pCO2 [mbar] Surface albedo

P1 0.70 95 0.24
P2 0.75 43 0.24
P3 0.80 14 0.24
P4 0.85 2.8 0.24

P5 0.70 300 0.24
P6 0.75 191 0.24
P7 0.80 109 0.24
P8 0.85 53 0.24

P9 0.70 70 0.21
P10 0.75 27 0.21
P11 0.80 7 0.21
P12 0.85 1.1 0.21

7.5.2 Results from comparative studies

Fig. 7.12 summarizes the results of the runs of set W (Table 7.5), i.e. tests
for the assumed anthropogenic greenhouse e�ect. Shown is the increase ∆T of
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surface temperature with respect to run W1 which is a measure of the strength
of the greenhouse e�ect due to CO2.
Fig. 7.12 also shows values for the same numerical experiment performed
with two other models. The �rst model is actually a version of the model
used here, except the fact that it uses RRTM (Mlawer et al. 1997) instead of
MRAC in the IR radiative transfer (see section 6.1). The second model is from
Goldblatt et al. (2009b) (also used in Goldblatt et al. 2009a) which is also a
1D radiative-convective model.
It di�ers from the model in this work in that the correlated-k radiative transfer
in the IR is based on Hitran 1992. Furthermore, the radiative transfer uses
a 2-stream method instead of the di�usivity approximation used by MRAC.
The main di�erence however is the numerical scheme to reach the steady state
atmosphere. Goldblatt et al. (2009b) use a Newton-Raphson method, not a
time-stepping algorithm. Fig. 7.12 shows that the agreement between the
three models is indeed very good.

Figure 7.12: Response of surface temperature to increases in CO2: ∆T with respect
to run W1.

Fig. 7.13 compares the calculations done for set S from Table 7.5 to calculations
done by Haqq-Misra et al. (2008) (similar to runs S3 and S4).
They used an updated version (e.g., new absorption coe�cients) of the 1D
radiative-convective model of Kasting and Ackerman (1986). The di�erence
between their model and the model presented here is that the IR radiative
transfer is performed by exponential sum �tting of transmission instead of
correlated-k. Fig. 7.13 implies that the results from Haqq-Misra et al. (2008)
and this work for the two speci�c runs S3 and S4 are in very good agreement.
The results of model calculations for set H from Table 7.6 were compared to
the model results of Kiehl and Dickinson (1987) and Kasting and Ackerman
(1986) (see Fig. 7 and 8 in Kiehl and Dickinson 1987; Fig. 2 in Kasting
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1989) and are shown in Fig. 7.14. All models included in this test are 1D
radiative-convective models.

Figure 7.13: Response of surface temperature to increasing CO2 partial pressures
at a reduced solar constant (0.8 times present-day value; set S from Table 7.5)

Figure 7.14: Surface temperatures calculated for the evolutionary sequence of Hart
(1978), set H from Table 7.6.

The model by Kasting and Ackerman (1986) uses band models and exponential
sums in the radiative transfer instead of the correlated-k. Also, they calculated
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the relative humidity in the atmosphere by a slightly di�erent approach than
the one used in the model of this work which uses pro�les from Manabe and
Wetherald (1967).
The study by Kiehl and Dickinson (1987) uses a relatively high-resolution
radiative transfer code (500 intervals in the thermal region) based on band
models. A second di�erence is the convective adjustment scheme which is not
based on a simple formulation of the adiabatic lapse rate, the approach used
by Kasting and Ackerman (1986) and in this work.
Calculated surface temperatures are within 2 K of the results of the two other
studies. These di�erences are quite small given that the models di�er with
respect to, e.g., radiative transfer, treatment of convection, as stated above.
Fig. 7.15 shows the results of the runs P1-P12, i.e. the model used by von
Paris et al. (2008) and this one, which is an improved version of the same
model.

Figure 7.15: Comparison of tuned and un-tuned versions of the model with calcu-
lations by von Paris et al. (2008), from Table 7.7.

For the 288 K runs, both this work (red symbols) and the work of von Paris
et al. (2008) (black symbols) agree very well. For the 273 K runs, the new
model compares also rather well, except for the S=0.85 case, where it needs
approximately 50 % more CO2 to reach 273 K. The reason for this behavior
can be seen when investigating the model results without adjustment of the
surface albedo (green symbols). They are consistently lower than the results
from von Paris et al. (2008) which is due to (i) additional opacity sources
(water and CO2 continuum) and (ii) the re-worked binary species parameter.
Consequently, less CO2 is needed to obtain prescribed values of surface tem-
peratures. After adjusting the surface albedo in the model to present Earth
conditions as to eliminate systematic e�ects (see section 6.7.1), the additional
warming introduced by the improvements to the model is more or less compen-
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sated by the increase in surface albedo. Hence, more CO2 must be added in
order to reach 273 K than in the case without adjusted surface albedo. For in-
creasing CO2 concentration (i.e., lower solar constants), the opacity introduced
by the new continuum partly compensates for the lower surface temperatures
due to the re-adjustment. Hence both curves (black and red) in Fig. 7.15
become closer to each other. The adjustment to present Earth conditions was
not performed in the study of von Paris et al. (2008). This again shows the
importance and possible e�ect of tuning 1D models to reference conditions.
However, it does not signi�cantly a�ect the results or conclusions of von Paris
et al. (2008).

7.6 Conclusions

In this chapter, the IR radiative transfer scheme in the model was validated.
The in�uence of the numerical scheme of the model on calculated atmospheric
pro�les was tested. Results of benchmark scenarios were compared to previous
modeling studies.

Validation of IR radiative transfer scheme

As shown in Table 7.1 and Fig. 7.1, the new continuum formulation compares
well with other 1D models as well as with lbl calculations, both for the calcu-
lated e�ect on surface temperature and for the calculation of �uxes. Overall,
in section 7.2, MRAC was shown to be slightly more accurate than RRTM in
the troposphere and less accurate in the stratosphere. However, the general
agreement between MRAC and lbl calculations is satisfactory considering the
stated accuracy requirements (Table 7.2).

Studies of numerical implementation of model equations

A detailed investigation of the model numerical scheme was performed. It was
shown that the choice of initial values and boundary condition is not critical
for calculated surface conditions and atmospheric structure. In contrast, the
maximum time step in the model has a potentially large in�uence on calculated
atmospheric pro�les. The choice of vertical grid resolution has a potentially
signi�cant in�uence on stratospheric temperatures, however the in�uence on
surface conditions is small.

Comparative studies

The purpose of this section was to test the updated and improved model
against other published model results. It was shown that the model agrees
well with recent models of von Paris et al. (2008) and Haqq-Misra et al. (2008)
as well as earlier model calculations (Kiehl and Dickinson 1987; Kasting and
Ackerman 1986). Furthermore, by comparing with benchmark studies regard-
ing the anthropogenic greenhouse e�ect, the model was found to also agree
very well with other model results (e.g., Goldblatt et al. 2009b).
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Chapter 8

E�ect of model improvements

8.1 Introduction

This chapter presents the e�ects of the improvements in the model (see Chapter
6) upon model calculations.
These e�ects can be classi�ed into three groups:

• Consistent atmospheric modeling

To model dense, CO2- or H2O-rich atmospheres more consistently, ad-
ditional additional physical processes (e.g., H2O and CO2 foreign con-
tinuum absorption in the IR or additional absorption bands of H2O and
CO2 in the IR) have to be included in the model.

• Application of the model to (hot and cold) Super-Earths

To apply the model to both hot and cold Super-Earth atmospheres, the
interactive surface pressure and the �ux criterion for convection in the
climate module were introduced.

• Broader model application range

Improvements in the methodology of the radiative transfer (such as a new
interpolation grid for the k-distributions or the binary species parameter)
allow to apply the model to a broader range of planetary scenarios in
terms of atmospheric composition, pressure or temperature.

8.2 Consistent atmospheric modeling

8.2.1 Additional IR bands for water and carbon dioxide

Originally, MRAC did not include absorption by CO2 and H2O in all spec-
tral bands. This was done because for the originally intended scenarios where
MRAC was to be applied (early Earth, early Mars), these bands were neg-
ligible. In some spectral bands, only one species (either H2O or CO2) was
considered to be absorbing, even if the other species has a �nite absorption
coe�cient. This is illustrated in Fig. 8.1.
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Figure 8.1: Spectra of water (black) and CO2 (red): MRAC bands (Table 6.6)
are indicated as small numbers. Green: Original MRAC bands with only 1 major
absorber.

For some H2O- or CO2-rich atmospheric scenarios, however, the intervals
marked green in Fig. 8.1 could become important (see, e.g., discussion in
Kasting 1988). Hence, in the updated version of MRAC used in this work,
CO2 and H2O are considered in all bands (see Table 6.6) except CO2 in band
25 because the Hitemp data base does not show CO2 lines in this region. In-
cluding all absorption bands had little e�ect when modeling present Earth
conditions (less than 0.1 K in surface temperature), thereby justifying the
original premise.
Fig. 8.2 illustrates the importance of the additional bands for a massive H2O-
dominated steam atmosphere (surface temperature 600 K). It shows the out-
going top-of-atmosphere thermal �uxes (important measure for cooling and
radiative balance) of the model with and without water in bands 11 and 12.
The total outgoing �ux decreases from 758.0 Wm−2 to 436.9 Wm−2. Most
of this e�ect is due to band 11 (decrease from 338.2 to 17.2 Wm−2), whereas
the e�ect in band 12 (containing the strong 4.3 µm CO2 fundamental) is very
small (decrease from 1.2 to 1.1 Wm−2).
This clearly shows the importance of including these bands in the IR radiative
transfer for the sake of consistency in water-rich atmospheres.
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Figure 8.2: Outgoing top-of-atmosphere thermal �ux of a hot steam atmosphere:
Model with and without water in bands 11 and 12.

8.2.2 H2O continuum absorption

MRAC originally included a formulation of the water continuum absorption
based on Kasting et al. (1984a), used e.g. also by Colaprete and Toon (2003).
The approximation was derived from measurements by Roberts et al. (1976). It
is valid for the atmospheric "window region" (8-12 µm) and only incorporates
the self-continuum. Also, the temperature validity range is relatively small
compared to the CKD standard continuum (Clough et al. 1989).
Fig. 8.3 shows a comparison of the newly introduced CKD continuum formu-
lation (Clough et al. 1989, see section 6.4.3) and the originally used continuum
approximation of Kasting et al. (1984a) for 2 di�erent temperatures (288 and
400 K). For 288 K, the di�erence between the CKD formulation and the ap-
proximation by Kasting et al. (1984a) of the self continuum is relatively small.
However, at 400 K, this di�erence is much larger. It also becomes apparent
that both the self and the foreign continuum can contribute signi�cantly to
the optical depth in some spectral regions outside the "window region". This
illustrates the need for including both continua over the whole spectral range
when modeling dense or H2O-rich atmospheres. Upon including the CKD for-
eign H2O continuum in the model, surface temperatures increased by about 1
K, even under Earth reference conditions (see section 7.1).
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Figure 8.3: Comparison between CKD continua and water continuum from Kasting
et al. (1984a) at di�erent temperatures (assumed pressure 1 bar, water concentration
1 %): T=288 K (left) and T=400 K (right)

8.2.3 CO2 continuum absorption

Just as H2O, CO2 also shows foreign continuum absorption. In general, for
exoplanets and early Earth/Mars studies, the CO2 foreign continuum has not
been taken into account yet. This work is the �rst which incorporates this
e�ect.
The formulation used is taken from Schreier and Böttger (2003) and is closely
related to the CKD formulation of the water continuum by Clough et al. (1989).
Fig. 8.4 shows the thus obtained optical depth due to the self and foreign con-
tinuum of CO2. Also shown is the far-IR CO2 self continuum taken from a
molecular modeling approach of Gruszka and Borysow (1997). The compar-
ison indicates quite good agreement between the approximation of the self
continuum used in this work (based on Kasting et al. 1984b) and the molec-
ular modeling. However, more importantly, the absorption bands of the CO2

foreign continuum are clearly seen.

Figure 8.4: CO2 foreign and self continua at 10 bar CO2 partial pressure: T=200
K (left), T=300 K (right)
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To illustrate the e�ect of CO2 continuum absorption, sample temperature and
water pro�les of a high-pressure, CO2-rich atmosphere (95 %, surface pressure
20 bar) are investigated. Fig. 8.5 shows the outgoing �uxes at the top of the
model atmosphere, as calculated by a line-by-line (lbl) radiative transfer code.
Upon including the CO2 foreign continuum in the lbl calculation, the outgoing
thermal �ux is reduced by about 20%.

Figure 8.5: In�uence CO2 foreign continuum on outgoing thermal �uxes

The additional opacity source of the CO2 foreign continuum absorption could
thus potentially provide a substantial amount of greenhouse e�ect for dense
CO2-rich atmospheres. For present Earth conditions (355 ppm CO2, 1 bar
surface pressure), the e�ect is negligible.

8.2.4 H2O heat capacity and Rayleigh scattering

For dense water vapor atmospheres, the heat capacity of water must be in-
cluded in order to accurately calculate heating and cooling rates with the
radiative transfer (see eq. 6.3). Also, the contribution of water vapor to the
Rayleigh scattering could become important for H2O-rich atmospheres.
However, for water concentrations of the order of 10−2 or less, which is typical
for early and present Earth calculations, these two processes did not change
the calculated temperature pro�les noticeably.

8.3 Application of model to (hot and cold) Super-Earths

8.3.1 Interactive surface pressure

In the original model version (e.g., Segura et al. 2003, Grenfell et al. 2007a or
von Paris et al. 2008), the surface pressure was set as a constant parameter.
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However, under some conditions described in this work, the atmospheric con-
tent of water or carbon dioxide is controlled by the surface temperature due to
evaporation or condensation of these two species. The surface pressure should
thus be determined by the surface temperature and not be prescribed at the
start of the simulation.
The phase diagrams of H2O and CO2 are shown in Fig 8.6. For cold planets, i.e.
planets outside the Habitable Zone (HZ), CO2 condensation onto the surface
could be important. Mischna et al. (2000), e.g., stated that surface temper-
atures could drop to the condensation temperature of CO2 when simulating
early Mars scenarios.

Figure 8.6: Phase diagram for H2O (dotted) and CO2 (solid) with triple points and
phases

Therefore, the interactive pressure grid was introduced, as described in section
6.3. Including this interactive grid did not change reference calculations of the
present Earth atmosphere. However, the model is now able to consistently
calculate atmospheric scenarios both near the inner and the outer boundary
of the HZ.
The e�ect of introducing the interactive pressure calculation is illustrated in
Fig. 8.7. It shows the temperature-pressure pro�le of a Super-Earth with a
high-CO2 run (5 bar initial surface pressure and CO2 concentration of 95 %).
The central star is AD Leo (see section 6.7.2), and the stellar input �ux is
set to 15 % present-day Earth insolation. The simulation with a �xed surface
pressure is clearly massively super-saturated with respect to CO2, as indicated
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by the upper grey line. The surface temperature is about 25 K higher than in
the atmosphere with interactive pressure calculation. In that case, the partial
pressure of CO2 is reduced due to condensation to about 60 mbar, hence the
greenhouse e�ect is much smaller and the atmospheric structure is markedly
di�erent (e.g., in the interactive pressure run, no convective troposphere de-
velops).

Figure 8.7: E�ect of interactive surface pressure: Cold Super-Earth with CO2-rich
(95 %) atmosphere. CO2 condensation curve for the original 95 % atmosphere (upper
grey line) and the 22 % atmosphere (lower grey line) are shown.

8.3.2 Flux criterion for convection

Originally, the model only performed convective adjustment in the lower at-
mosphere based on the Schwarzschild criterion:

∇radT < ∇adT (8.1)

This was in agreement with most other 1D modeling studies. In doing so,
the atmosphere is divided into a stratosphere in radiative equilibrium and
a convective troposphere which is not in radiative equilibrium. However, as
mentioned in section 3.2, the application of the Schwarzschild criterion requires
that the temperature pro�le for which the lapse rates are evaluated be in

101



radiative equilibrium. Since the Schwarzschild criterion was evaluated in every
iteration step, this was usually not the case for model calculations. Still, the
application of the Schwarzschild criterion yields the correct temperature pro�le
for conditions close to present Earth.
In Super-Earth atmospheres, by contrast, adiabatic lapse rates can become
very steep (due to their high gravity). In such cases, the model algorithm
failed to establish a tropopause because eq. 8.1 was not ful�lled. Hence, tem-
perature pro�les were calculated solely based on eq. 6.3 under the assumption
of radiative equilibrium.
Therefore, the more general �ux criterion for occurrence of convection was
introduced in the code (section 6.3, see also section 3.2):

∇ · Frad ̸= 0 (8.2)

Frad ̸= 0

With this criterion, the usual structure of an atmosphere (stratosphere which
is in radiative equilibrium, troposphere which is not), is represented much more
accurately and consistently for Super-Earths, enabling the model to be applied
to such planets. Again, for modern Earth conditions, this improvement had a
negligible e�ect.

8.4 Broader model application range

8.4.1 New binary species parameter

As stated in section 6.4.2 (eqs. 6.36-6.38), the thermal radiation scheme MRAC
uses the so-called binary species parameter η (BSP) for transmission calcula-
tions in intervals with more than one absorber.
In its original form (von Paris et al. 2008), the algorithm was based on Mlawer
et al. (1997). The BSP was de�ned as

η =
C1

C1 + r · C2

(8.3)

where r is some speci�ed reference ratio r =
C1,ref

C2,ref
of the two absorbers C1 and

C2.
Because of the linear interpolation in η, numerical problems occur when the
relative concentrations lie outside the stored range, i.e. an interpolation be-
tween a mixture and the "pure" gas (η=0 or η=1) is performed. The choice of
the reference ratio r in eq. 6.36 and the number of stored η values are critical
for that. The original η grid was equidistant with steps of 0.25. Hence, con-
centrations can only vary by a factor of 10 around the reference value r. The
choice of the value of r has thus a potentially large e�ect on surface temper-
ature. This is con�rmed by Table 8.1 which shows the surface temperatures
calculated for the same atmospheric conditions, but for di�erent values of r.
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Table 8.1: In�uence of reference atmosphere (CCO2 and CH2O) on surface temper-
ature.

CCO2 CH2O Tsurf [K]

3.55 10−4 10−3 285.90
3.55 10−4 0.9 290.26

0.05 10−3 285.27
0.9 10−3 285.22

The reason for this e�ect lies in the calculation of the e�ective absorption cross
section as input for the k distributions. The e�ective cross sections κeff are
obtained from:

κeff =
τ

Ceff

=
CH2O · κH2O + CCO2 · κCO2

Ceff

(8.4)

where Ceff is the e�ective column density:

Ceff = CH2O + r · CCO2 (8.5)

Figure 8.8: k distributions for reference atmosphere with r =
CH2O

CCO2
= 10−3

3.55·10−4

Figs. 8.8 and 8.9 illustrate this for one sample band (at around 5,000 cm−1)
for two di�erent reference concentrations r. They show the original cross
sections as taken from the Hitran database (upper left) and the e�ective cross
sections as obtained from eq. 8.4 (upper right). From there, the cumulative k
distributions and representative k distributions are calculated (lower panels),
as described by von Paris et al. (2008). The lower right plot in each �gure
shows the representative k distributions which are stored for the calculations
of the optical depth.
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Figure 8.9: k distributions for high-CO2 reference atmosphere with r =
CH2O

CCO2
=

10−3

0.9

The impact of the value of r is clearly seen. Obviously, the amount of absorp-
tion can be severely under- or over-estimated, dependent on the actual value
of r. Therefore, surface temperatures depend strongly on the choice of r.

Figure 8.10: Range of relative concentrations of H2O and CO2 for which the model
is valid. Old version (light grey area) and new version (dark grey area). Tabulated
grid points indicated.
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The solution introduced in this work to this numerical problem (see section
6.4.2) is a logarithmic η grid with interpolation in logarithmic relative concen-
trations, independent of a reference concentration r. r is set to unity for the
calculation of the e�ective column density:

Ceff = C1 + r · C2 = CH2O + CCO2 (8.6)

Fig. 8.10 shows the new η grid. It is clear that the model calculations can now
be applied over a much larger range of concentrations than before.

8.4.2 Extended grid points for k distributions

The T-p grid used in MRAC for the interpolation of k distributions (see section
6.4.2) has been extended compared to von Paris et al. (2008). The original grid
did not contain neither the low temperature point at T=100K nor the high
pressure point at p=1,000 bar. The new T-p grid thus accounts for possible
very cold atmospheres near the outer HZ boundary and massive (steam) at-
mospheres having pressures higher than the critical pressure of water, thought
to be important for the inner boundary of the HZ.
Fig. 8.11 shows the extension of the interpolation range compared to the
original grid.

Figure 8.11: Extended T-p grid for MRAC. Old grid (light grey) and T-p range
extensions (dark grey). Tabulated grid points indicated.
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8.5 Conclusions

As stated at the beginning of this chapter, the improvements introduced in
the model aimed at three points:

• Consistent atmospheric modeling

• Application of the model to (hot and cold) Super-Earths

• Broader model application range

It has been shown that the improvements are necessary in order to consistently
model hot or cold planets as well as Super-Earths in general.
The current model can thus be applied to a wide range of possible atmospheric
scenarios. An example of such an application is presented in the next chapter.
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Chapter 9

Case study: The planetary system

around Gliese 581

One aim of this work was to develop a tested model tool which allows for
a more consistent modeling of Super-Earth atmospheres. This aim has been
reached, as described in the previous chapters.
Apart from this technical aim, Chapter 2 also states the two important sci-
enti�c questions which should be addressed in this work, using the model
developed and improved in the last three chapters. These two questions are:

• Do habitable planets outside our Solar System exist?

• Are atmospheric signatures of Super-Earths detectable?

In this chapter, it will be shown how the improved model can be used to assess
the habitability of a speci�c planetary system and investigate the possible
atmospheric characterization.

9.1 Introduction

Liquid water seems to be the fundamental requirement for life as we know
it on Earth. Independent of other environmental conditions (such as pres-
sure, salinity, temperature, radiation levels, etc.), as soon as liquid water is
present, life can sustain, if not develop (see, e.g., review by Rothschild and
Mancinelli 2001). On Earth, living organisms have been found in habitats of
the sub-surface, under kilometres of rock and ice (Thomas and Dieckmann
2002). However, for exoplanets, habitability usually means "surface habitabil-
ity" since the sub-surface is not yet accessible for investigation.
As such, the habitability of an exoplanet is thus closely related to its surface
temperature. If the surface temperature is found to be above 273 K (freezing
point of water), liquid water could potentially exist on the surface, therefore a
biosphere could develop. The planet is said to be habitable.
The surface temperature is mainly determined by the stellar radiation and the
atmospheric greenhouse e�ect. Hence, atmospheric modeling is an important
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tool to assess the habitability of exoplanets. Modeling studies of the atmo-
spheres of terrestrial exoplanets (e.g. Segura et al. 2003, Segura et al. 2005,
Grenfell et al. 2007a, Grenfell et al. 2007b, Kitzmann et al. 2010) have aimed
at characterizing the response of the atmospheric system and the surface tem-
perature to changes in planetary (e.g. atmospheric composition, presence of
clouds) and stellar parameters (e.g. central star type, orbital distance).
In view of such modeling activities, the system Gliese 581 (GL 581) with four
planets (Bon�ls et al. 2005, Udry et al. 2007, Mayor et al. 2009a) is particularly
interesting. It hosts at least three potentially low-mass, thus possibly terres-
trial planets. The one closest to the central star, GL 581 e, was announced
by Mayor et al. (2009a) and has a minimum mass of 1.94 mE with an orbital
distance of 0.03 AU to the star. The two outer low-mass planets, GL 581 c and
d, were discovered by Udry et al. (2007). Mayor et al. (2009a) re�ned orbital
distances and masses of these two planets, obtaining 5.36 mE (GL 581 c at a
distance of 0.07 AU to the star) and 7.09 mE (GL 581 d at a distance of 0.22
AU to the star), respectively.
Due to photometric (López-Morales et al. 2006, Mayor et al. 2009a) and dy-
namical (Beust et al. 2008, Mayor et al. 2009a) constraints, the inclination
of the GL 581 system most probably lies between 40◦ and 85◦. This implies
masses no higher than 1.56 times the minimum masses, so all three low-mass
planets are likely to be actual Super-Earths.
Studies by Selsis et al. (2007) and von Bloh et al. (2007a) have investigated
the habitability of GL 581 c and d, based on the discovery data published by
Udry et al. (2007).
In their study, von Bloh et al. (2007a) applied a box-model of the Earth,
which incorporates the carbonate-silicate cycle, requiring a surface reservoir of
liquid water and a tectonically active planet. It includes the exchange of CO2

between the mantle and crust of the planet and its atmosphere by assuming
parameterizations for continental growth and spreading rate. The CO2 partial
pressure and the stellar luminosity were related to the surface temperature
through a simple energy balance equation between stellar and emitted thermal
�uxes (see also von Bloh et al. 2007b for more details on their model).
Selsis et al. (2007), on the other hand, used previous model results for the
habitable zone (HZ) from the seminal study of Kasting et al. (1993) to estimate
the boundaries of the HZ in the GL 581 system. The results of Kasting et al.
(1993) were obtained with a 1D radiative-convective model. Furthermore,
Selsis et al. (2007) used model results for early Mars from Mischna et al.
(2000) to illustrate the possible uncertainty of the outer limit of the HZ due
to the (possible) presence of CO2 clouds.
Both Selsis et al. (2007) and von Bloh et al. (2007a) concluded that it is
unlikely that the inner planet GL 581 c is actually habitable, being closer to
the star than the inner boundary of the HZ, whereas the outer planet, GL 581
d, might just be habitable. Based on the calculations by Selsis et al. (2007),
Mayor et al. (2009a) concluded that GL 581 d is in the habitable zone of its
central star, considering that the re�ned orbit means it receives more than 30
% more stellar energy than previously thought.
Neither Selsis et al. (2007) nor von Bloh et al. (2007a) performed detailed
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atmospheric modeling to assess the habitability of these planets. Recently,
Wordsworth et al. (2010) and Kaltenegger et al. (2010) presented 1D modeling
of high CO2 atmospheres of GL 581 d, varying CO2 pressure and, in the case
of Wordsworth et al. (2010), also parameters such as relative humidity and
surface albedo. They found surface habitability with CO2 partial pressures of
≥5 bar.
In order to extend and complement these studies, the previously described
improved 1D model is applied to the atmosphere of GL 581 d considering
di�erent appropriate planetary scenarios. Pressure, temperature and water
pro�les are calculated, hence a reasonable range of surface conditions on the
planet could be characterized.

9.2 The planetary system GL 581

9.2.1 Main properties of the star GL 581

GL 581 is a quiet M3 star (Udry et al. 2007) with a mass of MGL581=0.31 M⊙
(Bon�ls et al. 2005). Its luminosity is stated to be LGL581=0.013 L⊙ (Bon�ls
et al. 2005, Udry et al. 2007). In Selsis et al. (2007), a di�erent value of
LGL581=0.0135 L⊙ is stated.
The radius RGL581 of GL 581 is given in the literature as RGL581=0.38 R⊙
(measurements by Lacy 1977 and Johnson and Wright 1983). However, Bon�ls
et al. (2005) state a di�erent radius value of RGL581=0.29 R⊙ derived from the
evolutionary calculations by Chabrier and Bara�e (2000).
From these radius and luminosity values, the e�ective temperature of GL
581 can be calculated via the Stefan-Boltzmann law. For the values given
above, one obtains on the one hand Teff=3190 K for LGL581=0.0135 L⊙ and
RGL581 =0.38 R⊙, as used by Selsis et al. (2007). On the other hand, one calcu-
lates a somewhat higher e�ective temperature of Teff=3625 K for LGL581=0.013
L⊙ and RGL581=0.29 R⊙. Measured values of the e�ective temperature are
based on IR and visible photometry, provided by Butler et al. (2006) and
Johnson and Wright (1983). They �nd Teff=3249 K (Johnson and Wright
1983) and Teff=3760 K (Butler et al. 2006).
GL 581 is a slightly metal-poor star, however the published values of metallicity
([Fe/H]) disagree to a certain extent ([Fe/H]=-0.25 from Bon�ls et al. 2005,
[Fe/H]=-0.10 from Johnson and Apps 2009).
Based on Hipparcos parallaxes, the distance of GL 581 to the Sun is stated to be
6.27 pc (Butler et al. 2006). Johnson and Wright (1983) and Lacy (1977) �nd
a distance of approximately 6.53 pc, based on earlier parallax measurements.
In Table 9.1, the stellar parameters important for this study are summarized.
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Table 9.1: Main properties of GL 581

Property Value Reference

Type M3 Udry et al. (2007)
Mass 0.31 M⊙ Bon�ls et al. (2005)
Luminosity 0.013 L⊙ Udry et al. (2007), Bon�ls et al. (2005)

0.0135 L⊙ Selsis et al. (2007)
Radius 0.38 R⊙ Lacy (1977), Johnson and Wright (1983)

0.29 R⊙ Chabrier and Bara�e (2000)
Teff 3190 K calculated from Stefan-Boltzmann law

3249 K Johnson and Wright (1983)
3760 K Butler et al. (2006)

[Fe/H] -0.10 Johnson and Apps (2009)
-0.25 Bon�ls et al. (2005)

log g 4.77 (cm s−2) calculated
distance 6.27 pc Butler et al. (2006)

6.53 pc Johnson and Wright (1983), Lacy (1977)

In order to perform atmospheric modeling studies, a spectrum of GL 581 is
needed. It was approximated with a synthetic high-resolution spectrum (Fig.
9.1). It is a composite of two data sources, an UV spectrum measured by
the IUE (International Ultraviolet Explorer) satellite in 1987 and a Nextgen
spectrum (Hauschildt et al. 1999, see section 6.7.2).

Figure 9.1: High-resolution synthetic spectrum of GL 581. Data sources as indi-
cated

Model parameters used for the NextGen spectrum are Teff=3200 K, log g=
4.5, [Fe/H]=0.0 and RGL581=0.38 R⊙. For such values, a synthetic NextGen
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spectrum is available. Even if they di�er slightly from the values stated in
Table 9.1, the e�ect on the stellar spectrum is not signi�cant. The synthetic
spectrum was calculated for wavelengths from 0.334-971 µm. It was merged
with the IUE spectrum from 0.185-0.334 µm.
The spectrum was then scaled to the orbital distance of GL 581 d (0.22 AU,
Mayor et al. 2009a), based on the 6.27 pc distance of GL 581 (Butler et al.
2006) and binned to the spectral intervals of the model code.
The orbit of GL 581 d could be highly eccentric (Table 9.2 below). The mean
stellar �ux F received over an eccentric orbit is given by:

F =
F (a)

(1− e2)0.5
(9.1)

where F (a) is the �ux received by the planet at the distance of its semi-major
axis a. As shown by Williams and Pollard (2002) using a 3D model approach,
the climate of a planet on an eccentric orbit behaves roughly as if the planet
were constantly receiving this averaged �ux F . For GL 581 d, the application
of eq. 9.1 results in an increase of stellar �ux of about 8% compared to the
circular case.
Given that the atmospheric response timescales to changes in stellar �ux (of
the order of weeks/months) are comparable to the orbital period of the planet
(roughly 2 months), F was used for the model calculations, i.e. the stellar
spectrum F (a) in the model was multiplied by the additional factor of 1.08.
Note, however, that this approach depends on the properties of the central
star and the planetary system. In case of larger orbital distances, for instance,
�ux variations caused by orbital eccentricities should be taken into account.

9.2.2 Properties of the planet GL 581 d

The semi-major axis is known from the measured orbital periods and the mass
of the central star via Kepler's third law. It is taken from Mayor et al. (2009a)
to be aGL581d = 0.22 AU. The best �t of the radial velocity data was obtained
for a highly eccentric orbit with ed=0.38.
In order to be consistent with the studies of Selsis et al. (2007) and von Bloh
et al. (2007a), the stated minimum mass of 7.09 mE was assumed as the true
mass.
The planetary radius r is then taken from a theoretical mass-radius relationship
for terrestrial planets (Sotin et al. 2007) according to:(

r

rE

)
=

(
m

mE

)0.274

(9.2)

From mass and radius, one can then calculate the surface gravity (∼ mr−2).
Usually, planets in the HZ of M stars (or closer to the star) are assumed to be
tidally locked in a synchronous rotation, i.e. they rotate with the same rate ω as
their orbital period P (e.g. Lammer et al. 2007, Scalo et al. 2007). However, as
already noted by Goldreich and Peale (1968), Levrard et al. (2007) or Correia
et al. (2008) planets, which show signi�cant eccentricities � like possibly GL
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581 d � are unlikely to become locked in a ω
P

= 1-resonance. Therefore, GL
581 d is not considered to rotate synchronously in this study.
Instead of a choice of the surface albedo to adjust the model to a reference
case (see section 6.7.1), measured example values of surface albedos of Earth
and Mars are taken. Thus, the unconstrained e�ect of clouds in Super-Earth
atmospheres is explicitly excluded in the simulations, as discussed in section
6.7.1. Surface albedo values used here are Asurf=0.13 (Earth mean, see Kitz-
mann et al. 2010 and Rossow and Schi�er 1999) and Asurf=0.21 (Mars mean,
see Kasting 1991 and Kie�er et al. 1977). Results for both values are compared
and used to discuss the in�uence of Asurf on surface conditions.
Table 9.2 summarizes the planetary parameters of GL 581 d which have been
employed in the model calculations.

Table 9.2: Planetary parameters of GL 581 d

Property Value Reference

Mass 7.09 mE Mayor et al. (2009a)
Orbital distance 0.22 AU Mayor et al. (2009a)
Eccentricity 0.38 Mayor et al. (2009a)
Radius 1.71 rE Sotin et al. (2007)
Gravity 23.76 ms−2 calculated
Surface albedo 0.13, 0.21 Rossow and Schi�er (1999), Kie�er et al. (1977)

9.3 Model scenarios

9.3.1 Atmospheric properties

Important properties characterizing planetary atmospheres are the total sur-
face pressure and the composition of the atmosphere. These determine the
greenhouse e�ect and the volatile reservoir, hence the potential habitability of
a planet. Atmospheric pressure and composition are determined by the accre-
tion and outgassing history, whether from the interior or from impacts (e.g.
Pepin 1991), atmospheric loss due to escape to space (e.g. Kulikov et al. 2007,
Kulikov et al. 2006) or incorporation into planetary surface material. How-
ever, these processes are not known for the GL 581 system. Hence, in order to
study the in�uence of atmospheric properties on the potential habitability of
GL 581 d, a parameter study considering di�erent atmospheric scenarios was
performed.
It is assumed that the initial water delivered to the planet via outgassing and
impacts has been retained, hence a reservoir of liquid water is present on the
planetary surface. This assumption was also made by Selsis et al. (2007), von
Bloh et al. (2007a) and Wordsworth et al. (2010) for the GL 581 planetary
system.
The total surface pressure (1, 2, 5, 10, 20 bar) and CO2 concentration (0.95,
0.05 and 355 ppm vmr, respectively) were varied. N2 is assumed to act as a
�lling background gas. The range of surface pressures was chosen to represent
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scenarios adopted in the literature for early Earth and early Mars in terms of
atmospheric column density. 20 bar surface pressure on GL 581 d corresponds
roughly to 3 bar on Mars, a value often adopted for studies of the early Mars
climate (Kasting 1991, Mischna et al. 2000, Colaprete and Toon 2003). One
bar surface pressure on GL 581 d amounts to about half the column density
on present Earth. The values of CO2 concentrations are chosen to represent
modern Earth (355 ppm CO2 concentration), early Earth (0.05) and Mars or
Venus (0.95) conditions, i.e. representative values within the solar system.

9.3.2 Summary of model calculations

GL 581 d model atmospheres

Table 9.3 lists the set of runs for GL 581 d performed in this work. It shows
initial surface pressures pi, initial CO2 concentrations as well as the surface
albedo used.

Table 9.3: Atmospheric scenarios for GL 581 d

Set pi [bar] CO2 [vmr] Asurf

G1 (low CO2) 1,2,5,10,20 3.55 · 10−4 0.13
G2 (medium CO2) 1,2,5,10,20 0.05 0.13
G3 (high CO2) 1,2,5,10,20 0.95 0.13

G4 (low CO2) 1,2,5,10,20 3.55 · 10−4 0.21
G5 (medium CO2) 1,2,5,10,20 0.05 0.21
G6 (high CO2) 1,2,5,10,20 0.95 0.21

Sensitivity runs

In order to assess the sensitivity of the surface temperatures calculated for the
atmospheric scenarios of Table 9.3 to details in the radiative transfer (such
as continuum absorption or line mixing), an additional sensitivity study was
performed. Based on this sensitivity study, the results regarding surface tem-
peratures and habitability can be interpreted with more con�dence. Also, it
serves as an illustration of the uncertainties associated with atmospheric mod-
eling in general.
The sensitivity runs have been performed for the simulations using the value
of Asurf=0.13 with medium and high CO2 concentrations (sets G2-G3 in Table
9.3), since these runs resulted in habitable surface conditions.
Both H2O and CO2 show signi�cant collision-induced continuum absorption
in the mid- to far-infrared. Especially the formulations of the foreign continua
of H2O and CO2 could be relatively uncertain, since they are calculated for
N2-O2 background atmospheres (see, e.g. Halevy et al. 2009).
The �rst set of sensitivity runs was performed in order to assess the in�uence
of the H2O continuum on the surface temperature (runs CH1-CH4 in Table
9.4). These tests were done for the 5, 10 and 20 bar atmosphere of set G3
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as well as the 20 bar run from set G2 (Table 9.3) by multiplying the H2O
continuum by arbitrary factors fH2O of 0.2 and 0.5.
The second set of sensitivity runs was performed to assess the in�uence of the
CO2 self continuum on the surface temperature (runs CS1-CS4 in Table 9.4).
The CO2 self continuum was multiplied by arbitrary factors fCO2 of 0.2 and
0.5, respectively. To test the in�uence of CO2 foreign continuum absorption,
the continuum was removed for the same runs, i.e. multiplied by 0 (runs CF1-
CF4 in Table 9.4). These tests were performed for the same runs as the H2O
sensitivity runs.
Also, to investigate the e�ect of the averaging procedure of the continuum
absorption coe�cient (as described in section 6.4.3, see eq. 6.40), two further
tests were done.
Firstly, instead of calculating a mean absorption coe�cient, a mean transmis-
sion T is calculated, from where the continuum optical depth τ is obtained by
τ = − ln(T ):

T =
1

ν2 − ν1

∑
i

Ti · (ν2,i − ν1,i) (9.3)

Secondly, the mean absorption coe�cient is calculated from a Planck-weighting
of the spectral intervals:

kcont,CO2 =
1

Btotal

∑
i

ki ·Bi (9.4)

where Bi is the thermal emission in a spectral subinterval and Btotal the total
thermal emission in the band.

Table 9.4: Sensitivity runs performed for GL 581 d (fH2O H2O continuum; fCO2

CO2 continuum; fLM line mixing factor)

Set Control Run fH2O fCO2 fLM
CH1 G3 20 bar 0.2,0.5 1 1
CH2 G3 10 bar 0.2,0.5 1 1
CH3 G3 5 bar 0.2,0.5 1 1
CH4 G2 20 bar 0.2,0.5 1 1

CS1 G3 20 bar 1 0.2,0.5, T, P 1
CS2 G3 10 bar 1 0.2,0.5, T, P 1
CS3 G3 5 bar 1 0.2,0.5, T, P 1
CS4 G2 20 bar 1 0.2,0.5, T, P 1

CF1 G3 20 bar 1 0 1
CF2 G3 10 bar 1 0 1
CF3 G3 5 bar 1 0 1
CF4 G2 20 bar 1 0 1

LM1 G3 20 bar 1 1 0.2,0.5
LM2 G3 10 bar 1 1 0.2,0.5
LM3 G3 5 bar 1 1 0.2,0.5
LM4 G2 20 bar 1 1 0.2,0.5
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In Table 9.4, these tests are labeled T (transmission-weighting) and P (Planck-
weighting), respectively. Both transmission-averaged and Planck-weighted ab-
sorption are well-established approaches (see, e.g., Mlawer et al. 1997).
An additional challenge in the radiative transfer arises from so-called line-
mixing. Assuming a Voigt line pro�le (i.e. a convolution of Lorentz and Gauss
pro�les) is no longer justi�ed. Comparisons of computer simulations with
experimental data by Rodrigues et al. (1999) have shown that including line-
mixing into the calculations can result in a decrease of absorption coe�cients
by up to a factor of 2. Line-mixing parameters for CO2 are included in the
HITRAN database (Rothman et al. 2005), but not in the HiTemp database
(Rothman et al. 1995) used for the absorption coe�cients in the model. Hence,
a Voigt pro�le was assumed for all lines at all pressures during the calculations
of the absorption coe�cients (von Paris et al. 2008). In order to test the sensi-
tivity of the results to line-mixing, a third set of sensitivity runs was performed
(runs LM1-LM4 in Table 9.4). Here, the optical depth in the main atmospheric
band of CO2 (15 µm) was arbitrarily decreased in the lower troposphere (i.e.
at pressures higher than 100 mb) by factors fLM of 0.2 and 0.5, respectively.
Again, these tests were performed for the same runs as the H2O sensitivity
runs.
Table 9.4 summarizes the sensitivity runs.

9.4 Results: The low CO2 case

Fig. 9.2 shows the temperature-pressure pro�les for the low CO2 set G1 of
Table 9.3.

Figure 9.2: Temperature-pressure pro�les for set G1 of Table 9.3 (355 ppm CO2)
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For all these runs surface temperatures are far below the freezing point of water
(273 K), as indicated by the dotted vertical line in Fig. 9.2. This implies that
no liquid water is present on the surface of the planet. Upon increasing the
surface pressure from 1 bar to 20 bar, the surface temperature increases by
5.3 K (from 203.6 K to 208.9 K). Also shown in Fig. 9.2 is the equilibrium
temperature Teq=197 K. Consequently, to reach habitable conditions would
require a massive greenhouse e�ect (GHE) of 76 K. As can be inferred from
Fig. 9.2, the actual GHE in the low CO2 model atmospheres is only about 6
to 12 K. On modern Earth, the atmosphere, which contains about three orders
of magnitude more water vapor than the low CO2 scenarios, provides a GHE
of 30 K.
In Fig. 9.3 the 1 bar and 20 bar runs of sets G1 and G4 are compared,
i.e. runs with di�erent surface albedos, as stated in Table 9.3. The in�uence
of the surface albedo is relatively small. Generally, the runs with the lower
surface albedo show about 4 K higher surface temperatures. Apart from the
di�erence in surface temperatures, both sets of runs show qualitatively the
same behavior.

Figure 9.3: In�uence of surface albedo in the low CO2 case for 1 bar (left) and 20
bar (right) surface pressure

The e�ect of increasing surface pressure from 1 bar to 20 bar is an increase
of surface temperature related to the greenhouse e�ect (GHE) of the larger
amount of CO2. However, this increase in surface temperature is very modest,
about 5 K when going from 1 bar to 20 bar, an e�ect comparable in magnitude
to the e�ect of the variation of the surface albedo.
An interesting feature of the temperature pro�les of the low CO2 runs in Fig.
9.2 is the absence of a convective troposphere. This is illustrated in Fig. 9.4,
where the total radiative �uxes of the 1 and 20 bar runs of set G1 is shown.
Except for the two bottom-most layers (convective surface and atmosphere
boundary layers, see section 6.3), the atmosphere is in radiative equilibrium.
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Figure 9.4: Total �ux pro�les for set G1: 1 bar run (left) and 20 bar run (right)

9.5 Results: The medium CO2 case

Fig. 9.5 shows the temperature-pressure pro�les for the set G2 of Table 9.3.
For the 20 bar run, the calculated surface temperature reached 313.3 K, hence
exceeded the freezing point of water. Thus, this scenario may be potentially
habitable. On the other hand, the lower pressure runs (1, 2, 5 and 10 bar)
all showed surface temperatures below 273 K, indicating that these scenarios
might be uninhabitable.

Figure 9.5: Temperature-pressure pro�les for set G2 of Table 9.3 (5% CO2)

Interestingly, the temperature pro�les for the 10 bar and 20 bar medium CO2

runs in Fig. 9.5 are very close to each other (about 2-5 K di�erence, depending

117



on pressure), even in the troposphere. The reason for this peculiar behavior
will be discussed further in section 9.7.

Figure 9.6: In�uence of surface albedo in the medium CO2 case for 1 bar (left) and
20 bar (right) surface pressure

The e�ect of the variation in surface albedo is about 4-7 K at the surface (see
Fig. 9.6). However, the overall temperature structure does not di�er greatly
for the two values of surface albedo, with the e�ect being larger for lower
surface pressures.
In contrast to the low CO2 case, in the medium CO2 case the increase of
surface pressure from 1 to 20 bar has a huge e�ect on surface temperature
which increases by about 105 K. This is caused by a massive greenhouse e�ect
and strong absorption of stellar radiation in the atmosphere. This is illustrated
in Fig. 9.7 which shows net (i.e., spectrally integrated) stellar and thermal
downwards (Fd) and upwards (Fu) �uxes for the medium CO2 20 bar run.
Much of the incoming stellar radiation (∼ 70 %) is absorbed by CO2 and
water in the lower atmosphere, as illustrated by the left panel in Fig. 9.7.
The di�erence Cr = Fu − Fd for the thermal �uxes is the radiative cooling. A
strong GHE is indicated by a small value of Cr. In the lower atmosphere of
the 20 bar run, both thermal components are more or less equal to each other,
as can be seen in Fig. 9.7. This means that the thermal radiation is e�ciently
trapped in the atmosphere. The value of Cr in the bottom atmosphere layer
is ≈ 5 Wm−2, which corresponds to about 1 % of the surface emission (σB

T 4
surf ≈ 540 Wm−2, σB Stefan's constant, Tsurf=313 K surface temperature).

On Earth, the value of Cr is about 70 Wm−2, roughly 20 % of the surface
emission.
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Figure 9.7: Net �uxes of the 20 bar run of set G2 (medium CO2): Stellar (left) and
thermal (right). Downwelling (solid) and upwelling (dotted) �uxes are shown.

Fig. 9.8 shows the downwelling stellar radiation pro�les. It can be clearly seen
that most of the stellar radiation is indeed absorbed in the near-IR by the
absorption bands of CO2 and water. The visible part of the stellar radiation is
a�ected mostly by Rayleigh scattering, however not much radiation is scattered
(only a few Wm−2).

Figure 9.8: Stellar of the 20 bar run of set G2 (medium CO2): Visible (left) and
near-IR (right) range.

Fig. 9.9 shows the spectral thermal upwelling and downwelling �uxes in the
bottom atmosphere layer for the same run. The spectral Cr is essentially 0 for
all bands, except for the "window region" between 8 and 12 µm where most
of the 5 Wm−2 cooling originates.
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Figure 9.9: Illustration of the greenhouse e�ect for the 20 bar run of set G2. Ther-
mal downwelling (solid) and upwelling (dotted) �uxes are shown.

Figure 9.10: Net �uxes of the 10 bar run of set G2 (medium CO2): Stellar (left)
and thermal (right). Downwelling (solid) and upwelling (dotted) �uxes are shown.

Even in the 10 bar medium CO2 run, the atmosphere becomes optically thick
for thermal radiation. This can be seen in Fig. 9.10, where thermal upwelling
and downwelling �uxes are again very close to each other near the surface. The
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net radiative cooling at the surface is about Cr ≈ 21 Wm−2, which is roughly
7 % of the surface emission (Tsurf=269 K).
Fig. 9.11 shows the surface optical depths for the 10 and 20 bar medium
CO2 run for each of the 16 g intervals in the IR radiative transfer scheme
(see section 6.4.2). In the 20 bar case (right panel), all bands have optical
depths above unity, indicating that the atmosphere is optically thick over the
whole spectral range. The 10 bar run (left panel) still shows some spectral
windows where optical depths are below unity, however most spectral bands
are optically thick, as already demonstrated in �g. 9.10.

Figure 9.11: Surface optical depths of the 10 (left) and 20 bar (right) run of set G2
(medium CO2). Optical depth of unity indicated by horizontal line.

Figure 9.12: Heating (solid) and cooling (dotted) rates for the 20 bar run of set G2
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Additional di�erences of the medium CO2 runs in Fig. 9.5 compared to the
low CO2 runs in Fig. 9.2 concern the atmospheric structure.
Firstly, the temperature inversion in the upper atmosphere at pressures below
10 mbar is much more pronounced (∼ 30 K) than for the low CO2 runs. This
is due to the strong absorption of stellar radiation by CO2 and H2O in the
near-IR bands (at 2, 2.7 and 4.3 µm). Fig. 9.12 shows the integrated heating
and cooling rates of the 20 bar run, illustrating this e�ect, whereas the spectral
rates at an atmospheric pressure of 15 mbar are shown in Fig. 9.13. Cooling
rates are mainly due to the 15 µm fundamental band of CO2.

Figure 9.13: Spectral heating and cooling rates for the 20 bar run of set G2 in the
upper atmosphere.

Secondly, for the 5, 10 and 20 bar runs, a convective troposphere develops.
These tropospheres extend to an altitude of about 0.5-1 surface scale heights
above the surface which is comparable to the troposphere extension on present
Earth. Hence, the lapse rate is much steeper in the medium CO2 cases than
in the low CO2 cases. For example, the convective lapse rate in the 20 bar
medium CO2 case is about 22 K km−1 near the surface, whereas the radiative
lapse rate for the 20 bar low CO2 run is only about 9 K km−1. The value
of 22 K km−1 is very close to the dry adiabatic lapse rate of 23 K km−1 in
the medium CO2 case. Despite the high surface temperature of 313 K and a
corresponding partial pressure of water of about 70 mbar, water concentrations
are only of the order of 10−3 near the surface. Hence, the lapse rate is close to
the dry adiabat (see discussion in Ingersoll 1969), even if appreciable amounts
of water are present in the atmosphere.
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9.6 Results: The high CO2 case

In Fig. 9.14, the temperature-pressure pro�les for set G3 are shown. Except
for the low-pressure runs with 1 and 2 bar surface pressure, all scenarios showed
surface temperatures above 273 K. Hence, CO2-rich atmospheres may result
in habitable conditions on GL 581 d.

Figure 9.14: Temperature-pressure pro�les for set G3 of Table 9.3 (95% CO2). CO2

condensation curve in grey (eq. 6.44, Scrit=1.34).

From Fig. 9.14, it is also seen that temperature pro�les are close to each other
for the 5, 10 and 20 bar runs. Temperature pro�les of these runs di�er about
2-5 K at equal pressures, as was observed for the 10 and 20 bar medium CO2

runs. This is discussed in more detail in section 9.7.
Similar to the low and medium CO2 cases, the e�ect of surface albedo vari-
ations is about 1-7 K in surface temperature (see Fig. 9.15). Still, generally
temperature pro�les behave very similar.
The atmospheric structure in the high-CO2 case is di�erent to those in the
low and medium CO2 cases. Even the 1 and 2 bar runs now show convec-
tive tropospheres, albeit not very extended ones. More massive tropospheres
develop in the 5 bar, 10 bar and 20 bar runs due to the onset of CO2 conden-
sation in the middle atmosphere, as indicated by the CO2 condensation curve
in Figs. 9.14 and 9.15. The respective tropopauses are located 3-5 surface
scale heights above the planetary surface. On present Earth, this would corre-
spond to tropopause levels of about 20-40 km compared to the roughly 10 km
tropopause altitude observed today.
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Figure 9.15: In�uence of surface albedo in the high CO2 case for 1 bar (left) and 20
bar (right) surface pressure. CO2 condensation curve in grey (eq. 6.44, Scrit=1.34).

The tropospheres in the 5, 10 and 20 bar high CO2 runs are divided into two
regimes, an upper troposphere with CO2 condensation (see CO2 condensation
curve in Fig. 9.14) and a lower troposphere with H2O condensation. This
temperature structure is comparable to atmospheric structures calculated for
models of the early Mars atmosphere (Kasting 1991, Mischna et al. 2000,
Colaprete and Toon 2003).

Figure 9.16: Net �uxes of the 5 bar run of set G3 (high CO2): Stellar (left) and
thermal (right). Downwelling (solid) and upwelling (dotted) �uxes are shown.

As for the medium CO2 10 and 20 bar runs, some of the high CO2 runs exhibit
a very strong greenhouse e�ect. Essentially, the atmospheres are optically
thick for pressures higher than 4 bar. This is illustrated in Figs. 9.16 and 9.17
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for the 5 and 20 bar runs. Again, as in Fig. 9.7, upwards and downwards
thermal �uxes balance each other in the lower atmosphere.

Figure 9.17: Net �uxes of the 20 bar run of set G3 (high CO2): Stellar (left) and
thermal (right). Downwelling (solid) and upwelling (dotted) �uxes are shown.

9.7 Similarity of temperature pro�les for dense CO2-rich
atmospheres

In the above sections, the temperature-pressure pro�les for some of the dense,
CO2-rich scenarios (10 and 20 bar with 5 % CO2, 5, 10 and 20 bar with 95 %
CO2) are very similar, di�ering by only some K throughout the entire pro�le
(2-5 K, see Figs. 9.5 and 9.14).
This can be understood in terms of the overall global energy balance. The out-
going thermal radiation F out

thermal is balanced by the incoming stellar radiation
F in
stellar:

(1− Ap) · F in
stellar = F out

thermal (9.5)

where Ap is the planetary albedo, i.e. the ratio F out
stellar/F

in
stellar of outgoing to

incoming stellar radiation at the top-of-atmosphere. Note that the planetary
albedo is calculated in the model, whereas the surface albedo Asurf is �xed for
the calculations. The atmospheric temperature pro�le adjusts itself such that
this energy balance is ful�lled (see section 6.3, eq. 6.4). F out

thermal only contains
contributions from atmospheric layers which are transparent to thermal radia-
tion. If the atmosphere is optically thick (i.e., the surface and lower atmosphere
emissions do not contribute to the outgoing thermal radiation), however, the
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contributions to F out
thermal come from atmospheric layers with essentially identi-

cal pressures, independent of the assumed surface pressure. This is the case
for the dense CO2-rich scenarios presented above (see Figs. 9.7 or 9.17, right
panels).
For GL 581 d, which orbits a central star emitting mainly in the near-IR,
the left part of eq. 9.5 is not a�ected signi�cantly by the increase in surface
pressure, as illustrated by Fig. 9.18. This is simply due to the fact that the
contribution of Rayleigh scattering to the overall upwelling stellar radiation is
very small (about 4-5 W m−2) and much of the incoming stellar radiation is
absorbed in the atmosphere (see Figs. 9.7 and 9.17, left panels).
Consequently, both sides of eq. 9.5 are not much a�ected by an increase of
surface pressure, and temperature pro�les are very similar to each other.

Figure 9.18: Albedo term (1-Ap) as a function of surface pressure for the medium
(left) and high CO2 (right) runs

As an illustration, additional test runs with optically thick atmospheres were
performed. The atmospheric scenarios were similar to set G3 of Table 9.3, i.e.
95 % CO2 with 5, 10 and 20 bar surface pressure. The planetary gravity was
set to 3 times the Earth value, and the stellar constant was �xed at S=0.5.
Then, the central star was varied from F2V, Sun, K2V to M4.5V, using the
stellar spectra constructed in section 6.7.2. The stellar spectra are compared
to each other in Fig. 9.19.
As can be seen from Fig. 9.20, the temperature pro�les for the F2V star
and the Sun show clear di�erences between scenarios with increasing surface
pressure. However, for the K2V and the M4.5V star, the behavior of the tem-
perature pro�les was similar to the one observed for the GL 581 d scenarios.
This is of course related to the spectral distribution of incoming stellar energy,
hence the behavior of the (1− Ap) term in eq. 9.5. The F2V star emits large
amounts of radiation in a spectral regime where Rayleigh scattering is very
important, hence an increase of surface pressure strongly increases the plan-
etary albedo. Thus, because atmospheres are optically thick by assumption
(dense CO2 atmospheres), temperatures at a �xed pressure level are colder for
the runs with higher surface pressures.
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Figure 9.19: Comparison of stellar spectra for the climate code (see section 6.7.2)

When changing the stellar type from F2V to M4.5V, the importance of Rayleigh
scattering decreases signi�cantly, hence temperature pro�les are again nearly
identical.

Figure 9.20: Temperature pro�les of the test runs performed.
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9.8 In�uence of radiative transfer details on GL 581 d
results

As stated above, in order to assess the sensitivity of the calculated surface tem-
peratures to details in the radiative transfer, the sensitivity runs summarized
in Table 9.4 were performed.

9.8.1 E�ect of H2O continuum

The runs of sets CH1-CH4 from Table 9.4 were done in order to test the in�u-
ence of the H2O continuum on calculated surface temperatures. The obtained
results did not di�er signi�cantly from the control runs. For a decrease of H2O
continuum of a factor of 5, the corresponding decrease of surface temperature
was less than 2 K in each case.
Thus, these results indicate that the formulation of the H2O continuum is not
critical for the calculations presented here.

9.8.2 E�ect of CO2 continuum

Sensitivity tests were performed to assess the in�uence of the CO2 continuum
on surface temperature (sets CS1-CS4 and CF1-CF4 from Table 9.4). In the
case of the CO2 self continuum, the e�ect was relatively large. The strong mid-
IR band around 7 µm dominates absorption and is the main opacity source in
this spectral region. Also, the far-IR bands show signi�cant contribution to
the overall absorption. Hence, the e�ect of a decrease of the CO2 continuum
can be expected to be rather strong.
In the case of set CS1, the surface temperature decreased from 357 K (control
run) to 346 K and 329 K on decreasing the continuum absorption by a factor
of 2 and 5, respectively.
Table 9.5 summarizes the e�ect on surface temperatures.

Table 9.5: Surface temperatures (in K) for the sets CS1-CS4 from Table 9.4. T
means transmission-weighting, P Planck-weighting

Set Control Run fCO2=0.2 fCO2=0.5 T P

CS1 357 329 346 351 347
CS2 322 292 311 317 311
CS3 287 257 274 281 273
CS4 313 282 300 304 297

From the results in Table 9.5, one infers that the uncertainties in the CO2

self continuum opacity will not alter the principle conclusions on surface hab-
itability provided that they do not exceed a factor of 2-5. The results of the
sensitivity tests imply, however, that more detailed modeling and measure-
ments of the CO2 self continuum absorption are needed in the future.
Upon removing the CO2 foreign continuum (sets CF1-CF4 in Table 9.4), sur-
face temperatures decrease by 1-3 K for the high CO2 runs (CF1-CF3). For
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the 20 bar medium CO2 run, however, excluding the CO2 foreign continuum
decreased the surface temperature by 33 K to 280 K. This implies that the
foreign continuum is an important opacity source and should be included in
all future simulations.

9.8.3 E�ect of line mixing

The e�ect of line mixing on surface temperatures was investigated with the
sets LM1-LM4 from Table 9.4.
For all cases, the surface temperatures were almost una�ected (less than 1 K
decrease). These e�ects are important for interpreting measurements on Mars
or Venus, but are not likely to a�ect results regarding exoplanets signi�cantly,
where only �rst-order estimates can be done so far.

9.9 Implications for habitability

For several model scenarios (5, 10 and 20 bar high CO2 and 20 bar medium
CO2 runs), surface temperatures were found to be above 273 K, i.e. results
imply habitable surface conditions on GL 581 d. In all other scenarios, GL
581 d was found to be uninhabitable with surface temperatures below 273 K.

Figure 9.21: Habitable (�lled circles) and uninhabitable (empty circles) model sce-
narios for GL 581 d

The results are illustrated in Fig. 9.21 in the considered parameter space, i.e.
the surface pressure - CO2 concentration plane.
Variations of the surface albedo from 0.13 to 0.21 had only a small impact on
surface temperatures of the order of 5 K. Thus, the choice of the value of sur-
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face albedo does not seem to be critical for the assessment of the habitability
of GL 581 d. However, in view of the uncertainties in the radiative trans-
fer associated with CO2 continuum absorption (section 9.8), modeling results
regarding habitability must of course be treated with caution.
Still, results imply that, given plausible Venus- or early Earth-like atmospheric
scenarios and taking into account reasonable uncertainties in the radiative
transfer formulations, GL 581 d can be classi�ed as a potentially habitable
planet.

9.9.1 E�ect of introduced model improvements for the habitability

of GL 581 d

Two improvements introduced in the model had an appreciable e�ect on surface
temperature, hence habitability.
As discussed in section 8.3.2, the introduction of the new �ux criterion for
the occurrence of convection (i.e., convection if atmosphere not in radiative
equilibrium) enabled a consistent calculation of the atmospheric structure of
Super-Earth planets. It also had a large e�ect on calculated surface tem-
peratures. Fig. 9.22 shows two temperature pro�les for the GL 581 d high
CO2 20 bar case, one from set G3, a second one calculated with the original
Schwarzschild criterion used. In the latter case, as already stated in section
8.3.2, the model failed to establish a convective troposphere.

Figure 9.22: Comparison of 20 bar high CO2 run with (solid) and without (dashed)
the new convection criterion.

The e�ect of the new convection criterion on the lower atmosphere tempera-
ture pro�le is clearly seen. The lapse rate is much steeper in the run from set
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G3 (about 23 K km−1, compared to about 17 K km−1 radiative lapse rate),
resulting in an increase of surface temperature of about 50 K. A similar mag-
nitude of the e�ect was observed for the medium CO2 20 bar run of set G2,
where the introduction of the �ux criterion resulted in an increase of surface
temperature of roughly 30 K (250 K to 280 K).
As already discussed in section 9.8 above, the in�uence of the CO2 foreign con-
tinuum is rather small for the high CO2 runs. For the medium CO2 scenarios,
however, an increase of surface temperature of more than 30 K was observed,
indicating that this update is also an important one for assessing habitability.
The other improvements, as described in Chapter 8, had only a minor impact
on surface temperature, hence for habitability.

9.9.2 Comparison with other studies of GL 581 d

von Bloh et al. (2007a) concluded that GL 581 d represents a habitable planet
even for relatively low CO2 partial pressures of about 4-5 bar. Taking into
account the more than 30 % increase in insolation for GL 581 d due to the
revision of orbital parameters by Mayor et al. (2009a), the results of von Bloh
et al. (2007a) imply that GL 581 d could indeed be habitable for even less
dense CO2 atmospheres. The �ndings of this study are not in agreement with
these implications of von Bloh et al. (2007a).
This disagreement is partly due to the parameterizations and empirical criteria
employed. For example, the parametrization of the relation between CO2 par-
tial pressure, planetary albedo and surface temperature used by von Bloh et al.
(2007a) is based on work by Williams and Kasting (1997), Budyko (1995) and
Chamberlain (1980). These studies were done for Earth, orbiting around the
Sun, and thus did not account for di�erent central stars with di�erent spec-
tral distribution of radiation or more massive terrestrial planets. The work of
Budyko (1995), for example, assumes a �xed sensitivity of 4 K per doubling
of CO2 which is likely not appropriate for the model scenarios simulated here.
Furthermore, the work of Chamberlain (1980), using a gray model for the ra-
diative transfer, did not account for the saturation of absorption bands, hence
a possible limitation in greenhouse warming. Also, the approach of Cham-
berlain (1980) is only valid for radiative equilibrium, hence cannot be used
to assess surface temperatures for atmospheres with a convective troposphere.
For the dense CO2 atmospheres as adopted for GL 581 d in this work and
previous studies, convective regimes develop so the method of von Bloh et al.
(2007a) may not be suitable for the calculation of surface temperatures.
In contrast, the radiative-convective model used here takes these e�ects into
account. Central star type and planetary gravity are model input parameters.
The leveling of the greenhouse e�ect due to saturation of absorption bands
is treated in the model. However, a more detailed comparison of the box-
model calculations of von Bloh et al. (2007a) with the results from a radiative-
convective column model cannot be done because of the simpli�ed nature of
the atmospheric modeling in the box model.
The study of Selsis et al. (2007) concluded that a pure CO2 atmosphere without
additional greenhouse gases is unlikely to provide habitable conditions on GL
581 d. As the study of von Bloh et al. (2007a), they did this for the then known
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orbital parameters of GL 581 d. Selsis et al. (2007) also provide a discussion on
the uncertainties of the limits of the outer HZ in view of early Mars. From this
discussion, GL 581 d could still be in the HZ when CO2 clouds or additional
greenhouse gases are taken into account. Note that, as stated by Selsis et al.
(2007), the use of parameterizations of the outer boundary of the HZ provided
by Kasting et al. (1993) is uncertain for low-mass stars below about 3,700 K
e�ective temperature.
Based on the calculations by Selsis et al. (2007), Mayor et al. (2009a) concluded
that GL 581 d is a habitable planet, considering that the revised orbit means
that it receives more than 30 % more stellar energy than previously thought.
Again, the study presented here is in disagreement with this implication, still
needing massive greenhouse atmospheres. This can be understood as follows:
Given that the equilibrium temperature of a planet only increases as the fourth
root of stellar energy input, the increase of received stellar energy would only
lead to about 10 K increase in equilibrium temperature (from roughly 185 K
to 195 K). Thus, an enormous greenhouse e�ect would still be needed to warm
the planet above 273 K (see, e.g., Fig. 9.14).
The more recent atmospheric modeling studies by Wordsworth et al. (2010)
and Kaltenegger et al. (2010) qualitatively agree with the simulations presented
in this study. The work by Wordsworth et al. (2010) uses a 1D radiative-
convective model, as the one used here. They also incorporate a correlated-k
approach for the radiative transfer, similar to what is done in this study. Their
calculated surface temperatures are comparable with the results obtained here
(about 310 K for a 10 bar atmosphere, about 350 K for a 20 bar atmosphere).
Kaltenegger et al. (2010) uses a coupled 1D climate-chemistry model, presum-
ably incorporating additional greenhouse gases besides CO2 and H2O. They
state that for pressures higher than 7 bars, a CO2 atmosphere results in hab-
itable conditions for GL 581 d. This again is in approximate agreement with
the results from the work presented here. Since Kaltenegger et al. (2010) use
a chemistry model, they most likely include CH4 as a strong additional green-
house gas. However, as shown above, the atmosphere is already optically thick
for most high CO2 cases in the whole thermal spectral range. Hence, adding
more greenhouse gases is not likely to further warm the surface.
Overall, the present study compares well with other modeling results, using the
same orbital parameters of Mayor et al. (2009a). This con�rms the presented
results and the modeling approach (stand-alone climate modeling) taken to
investigate the habitability of GL 581 d.

9.9.3 Assessing the outer boundary of the habitable zone

A widely used assumption for the assessment of the habitable zone (HZ) is
the so-called maximum greenhouse, introduced by Kasting et al. (1993) for
an Earth-like planet around the Sun. With increasing amounts of CO2 in the
atmosphere of a planet located near the outer boundary of the HZ, the GHE
will become more and more saturated, i.e. the optical depth is near or larger
than unity for all CO2 bands. Then, any further increase of CO2 will only
increase Rayleigh scattering, hence increase the planetary albedo. Thus, for
increasing CO2 partial pressure, surface temperatures will show a maximum.
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The same behavior was found for early Mars (Mischna et al. 2000).

Figure 9.23: Maximum greenhouse e�ect: Results from previous studies and this
work. Physical processes are indicated by arrows.

This point is illustrated in Fig. 9.23 which shows the results of Kasting et al.
(1993), Mischna et al. (2000) and the high CO2 runs of this work. They are
summarized in terms of atmospheric column density and normalized surface
temperature Tsurf/Teq where Tsurf is the surface temperature of the planet. As
is clearly seen from this Figure, the high-CO2 runs from this work do not
feature a maximum greenhouse e�ect. This is due to four reasons.
Firstly, as shown in Fig. 9.24, GL 581 emits much more radiation in the near-
to mid-IR, and less in the visible than the Sun. Consequently, the contribution
of Rayleigh scattering to the planetary albedo is much less e�cient for planets
around GL 581 than around the Sun because of the λ−4-dependence of the
Rayleigh scattering cross section.
Secondly, the stronger near IR emission of GL 581 leads to more heating by
near IR absorption bands of H2O and CO2 for the GL 581 case than for the
Sun.
Thirdly, the simulations of Kasting et al. (1993) were done at constant surface
temperatures of 273 K (hence, constant partial pressure of 6.5 mbar water)
which neglects the positive feedback provided by increased water vapor at
higher surface temperatures.
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Figure 9.24: Binned spectra of GL 581 (solid line) and the Sun (dotted)

Fourthly, due to the higher gravity of GL 581 d compared to Earth, the same
column amount of CO2 (i.e., x coordinate in Fig. 9.23) is reached at much
higher pressures, e.g. 20 bar on GL 581 d compared to 8 bar on Earth. The
pressure broadening of absorption lines then leads to an enhanced absorption
in the line wings, which is illustrated in Fig. 9.25. Lorentz broadening is
calculated according to

L(x, γ) ∼ γ

(x− x0)2 + γ2
(9.6)

where x is the wavelength in half widths away from the line center x0 and γ ∼ p
is a pressure-dependent line parameter. Since the line centers are usually op-
tically thick, a higher absorption coe�cient in the line wings can signi�cantly
increase the overall absorption of radiation. Such behavior was recently sug-
gested to help warm the early Earth by invoking higher N2 partial pressures
than today (Goldblatt et al. 2009a). It is also mainly responsible for the fact
that surface temperatures for the 1 bar high CO2 case are about 85 K lower
than for the 20 bar medium CO2 case, despite the fact that both atmospheres
contain the same amount of CO2.
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Figure 9.25: Lorentz broadening of absorption lines: Assuming di�erent atmo-
spheric pressures

9.10 Spectral characterization

For transiting planets, a spectral characterization of the atmosphere is possible.
Even if GL 581 d most likely does not transit its host star (inclination of the
system between 40◦ and 85◦, see López-Morales et al. 2006 and Mayor et al.
2009a), it is illustrative to model emission and transmission spectra of the
possible atmospheric scenarios discussed above. This will give some insight
as to how well such planets and the prevailing surface conditions could be
characterized remotely.
Emission spectroscopy (during the secondary transit, the planet passes behind
the star) is sensitive to the temperature structure of the atmosphere and the
energy redistribution over the planet. Also, absorption bands of chemical
species allow for the characterization of the atmosphere.
Transmission spectroscopy (during the primary transit, planet in front of the
star) allows the detection of molecules and atoms in the atmosphere, i.e. the
chemical composition of the atmosphere can be inferred. By comparing the
apparent planetary radius at di�erent wavelengths, the altitude at which the
atmosphere becomes opaque (related to pressure and atmospheric structure)
can be measured.
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Figure 9.26: Illustration of emission spectroscopy. Observer to the right.

Transmission spectroscopy favors near-IR wavelengths, since it is related to
the stellar signal which is stronger towards shorter wavelengths. Emission
spectroscopy is easier in the mid-IR since the planet-star �ux ratio is higher
in this wavelength regime. Thus, both methods are complementary.
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Figure 9.27: Illustration of transmission spectroscopy. Observer to the right.

For a detection of a spectroscopic feature, the relevant quantity is the signal-
to-noise ratio (SNR). Commonly, SNR values should be much larger than
3, however, by co-adding transits with relatively low SNR (1-5), the signal
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could be more readily detectable. The SNR is calculated based on two simple
assumptions: First that the stellar signal is much larger than the planetary
signal, and second that the telescope and detectors are only subject to the
photon noise. This is, of course, not true, since there are any numbers of noise
sources (read-out, dark current, zodiacal light, etc.). However, this assumption
gives an absolute upper limit on the achievable SNR. A detailed description
of the equations to calculate the SNR of emission and transmission signals is
given in Rauer et al. (2010).
The spectra shown in the following sections all used sets G1-G3 from Table
9.3, i.e. with a surface albedo of 0.13. The spectra are calculated with the
high-resolution line-by-line program SQuIRRL (Schreier and Böttger 2003),
already used, e.g., in Chapter 7 for validation purposes.

9.10.1 Emission spectra

An example of emission spectra is shown in Fig. 9.28. Shown are intensity,
contrast and brightness temperature spectra for the high-CO2 20 bar case.
The broad water and CO2 absorption bands are clearly seen in the spectrum.
Interestingly, the planet-star contrast is very low, even though GL 581 is an
M star and GL 581 d a Super-Earth. The contrast reaches about 2·10−5 in the
mid-IR which is about an order of magnitude higher than the contrast between
Earth and the Sun. However, it is about 100 times lower than corresponding
values for hot Jupiters.

Figure 9.28: Spectra of intensity and contrast (left) and brightness temperature
(right) of the 20 bar high CO2 case. Planck curve corresponding to surface temper-
ature is shown in red.

Particularly illustrative is the brightness temperature spectrum. The bright-
ness temperature TB of a planet is its apparent temperature at a given wave-
length and serves as an indicator as to where absorption features originate in
an atmosphere. For example, by comparing Fig. 9.28 with Fig. 9.14, one �nds
that the 15 µm CO2 band originates at pressures of around 1 mbar, i.e. far
above the troposphere. However, at about 2.5 µm, the value of TB is much
higher, indicating that indeed tropospheric conditions are scanned. Still, as
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can be seen in the lower right part of Fig. 9.28, the di�erence between TB and
the surface temperature Tsurf is always non-zero. This means that the emis-
sion spectrum does not allow for a characterization of the surface conditions,
especially surface temperature.
The e�ect of this upon distinguishing between di�erent planetary scenarios is
illustrated in Fig. 9.29, where the high-CO2 emission spectra are shown.

Figure 9.29: Comparison of emission spectra of di�erent scenarios: high CO2 20
bar case (black) with 1 bar (upper left), 2 bar (upper right), 5 bar (lower left) and
10 bar (lower right) in red.

It is obvious that even distinguishing the 2 bar scenario from the 20 bar scenario
is already challenging, even impossible except for some atmospheric windows.
These windows become narrower for higher CO2 pressure, and eventually, for
the 10 and 20 bar case, the di�erent spectra can no longer be discerned. This
is of course due to the fact that the atmosphere becomes optically thick at all
wavelengths because of the high amounts of water and CO2 in the atmosphere.
In Fig. 9.30, the 1 and 20 bar runs with high and low CO2 are compared to
each other to illustrate how surface pressures could perhaps be inferred from
emission spectra.
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Figure 9.30: Comparison of emission spectra of di�erent scenarios: Pressure e�ect
left panel high CO2 20 bar case (black) with high CO2 1bar (red),
right panel low CO2 20 bar (black) with low CO2 1 bar (red)

In the low CO2 case, the main e�ect can be seen in the 15 µm band, which is
considerably broader for the 20 bar run than for the 1 bar run. This is simply
due to the fact that the line center becomes optically thick at pressures of
about 100 mbar, whereas the line wings are transparent up to pressures of the
order of 5-10 bar.
In the high CO2 case, the e�ect in the CO2 band is much less pronounced due
to the higher CO2 concentrations. Line wings are also already saturated at
pressures well below pressures of 1 bar. Of course, due to the large di�erence in
surface temperature (more than 120 K), some spectral regions (e.g., 8-9 µm)
di�er remarkably. However, without atmospheric modeling to interpret the
measurements, these di�erences in the spectrum cannot directly be attributed
to the surface pressure.
Fig. 9.31 shows spectra at equal pressures (20 bar), but for di�erent CO2

concentrations (high, medium, low). When comparing Fig. 9.31 with Fig.
9.30, it becomes apparent that it is di�cult to decide whether the shape of the
spectrum is actually due to a pressure di�erence at high CO2 concentration
or a concentration di�erence at high surface pressure. It is, however, possible
to approximately infer a high or low CO2 concentration due to the presence
of many weak CO2 bands in the high-CO2 case, e.g. at around 7, 9 and 10
µm. These bands do not appear in the spectrum unless concentrations exceed
several percent.
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Figure 9.31: Comparison of emission spectra of di�erent scenarios: Concentration
e�ect
left panel high CO2 20 bar case (black) with medium CO2 20 bar (red),
right panel high CO2 20 bar case (black) with low CO2 20 bar (red)

In summary, the characterization of surface conditions on GL 581 d by emission
spectroscopy is rather di�cult. It is possible to approximately constrain CO2

and water concentrations in the atmosphere, however, surface pressures or
surface temperatures su�er from some degeneracies, as stated above. Also, at
some point, the atmosphere becomes optically thick at all wavelengths, which
makes surface characterization impossible.
An additional challenge is the possible false-positive or false-negative iden-
ti�cation of so-called biomarkers (ozone, methane, nitrous oxide) which was
discussed by Selsis et al. (2002). Such biomarkers are usually detected due to
prominent absorption bands (ozone: 9.6 µm, nitrous oxide: 7.8 and 4.5 µm,
methane: 7.7 and 3.3 µm). However, as can be seen from Fig. 9.32, the ab-
sorption features of methane, nitrous oxide and ozone are at positions where
absorption bands of CO2 are clearly present. Thus, either the spectral signa-
tures of the biomarkers could be masked, or the CO2 bands could be mistaken
for biomarkers. This is a major problem for medium and high CO2 concentra-
tions, whereas in the low CO2 case, the respective CO2 bands are too weak to
risk false detections.
One possible way of avoiding false-positive detections of biomarkers is the
double nature of the CO2 bands around 7 and 10 µm. If spectral observations
are done, e.g., at 9.5 and 10.5 µm, and both �lters show a deep absorption,
then the spectral signatures are most likely due to CO2. Also, in terms of
detecting biomarkers, the triple signature O3, CO2 and CH4 is a means to
avoid false-positive detections of biospheres, as proposed by, e.g., Sagan et al.
(1993) and Selsis et al. (2002).
The problem of false-negatives, i.e. the inferred absence of biomarkers due to
masking by CO2, is somewhat more challenging.

140



Figure 9.32: Possibility of a false-positive ozone detection in the 9.6 µm band for
di�erent scenarios: high CO2 20 bar case (upper left), high CO2 1 bar case (upper
right), medium CO2 20 bar case (lower left) and low CO2 20 bar case (lower right).
Planck curves in green. Smoothed curves (red) and binned points (blue) are for a
spectral resolution of 20

9.10.2 Transmission spectra

Transmission spectra aim to obtain the wavelength-dependent transit depth,
thus the planetary radius as a function of wavelength, as explained above. This,
of course, requires a good knowledge of the geometric radius, for example from
broadband photometry in the visible.
Fig. 9.33 shows one example of a synthetic transit depth spectrum with the
corresponding apparent atmospheric height, the so-called (e�ective) tangent
height, for the 20 bar high CO2 case. It can be clearly seen that due to the
presence of large amounts of water and CO2, the planet appears larger than its
geometric radius at all IR wavelengths. Also, the broad absorption bands of
CO2, including the bands near the positions of the ozone and methane bands
at 7-10 µm are clearly seen in the spectrum. This illustrates the problem of
false positive or false negative detections which is the same as for the emission
spectra discussed above. It also emphasizes the importance of an accurate
determination of the geometric radius of the planet.
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Figure 9.33: Transmission spectrum of the high CO2 20 bar case: Transit depth
(left) and e�ective tangent height (right). The geometric transit depth is indicated
as a horizontal red line in the left plot.

In the following, spectra of the e�ective tangent height will be shown since
they o�er a very simple, intuitive interpretation.
Fig. 9.34 shows the e�ect of increasing surface pressure on the transmission
spectrum (shown here are the high and the low CO2 1 and 20 bar runs). The
spectra show signi�cant di�erences. For example, in the CO2 9.5 µm band,
tangent heights di�er by about a factor of 2 to 3. However, in terms of absolute
height, this amounts to 5-10 km at most, which is rather small compared to
the planetary radius of about 10,000 km, according to Table 9.2.

Figure 9.34: Transmission spectra: Pressure e�ect (20 bar runs in black, 1 bar runs
in red). High CO2 (left) and low CO2 (right)

Still, these results imply that transmission spectra are in general more sensitive
to surface pressure than emission spectra. This is due to two main reasons.
Firstly, the tangent height to �rst order depends on the atmospheric scale
height, H ∼ T

ma
(T is the surface temperature and ma the mean weight of

the atmosphere), i.e. the height over which the pressure drops by 1
e
. Thus,

for higher surface pressures, and corresponding higher surface temperatures,
scale heights are larger. Also, higher surface temperatures lead to increasing
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amounts of water in the atmosphere, further increasing the tangent heights
in some spectral bands. Secondly, for higher surface pressures, atmospheres
extend further out to space. For example, the 20 bar high CO2 case has its
model lid at 20 km, whereas the 1 bar run already ends at 13 km altitude,
which corresponds roughly to 3 scale heights di�erence (20 ≈ e3).

Figure 9.35: Transmission spectra: High CO2 runs. 20 bar (black) compared to 10
bar (red, left) and 5 bar (red, right)

Fig. 9.35 shows the transmission spectra of the 5, 10 and 20 bar high CO2

runs. In the emission spectra (see Fig. 9.29), no di�erence in the spectrum
could be seen. The transmission spectra, however, clearly show a di�erence
in tangent height. Thus, by transmission spectroscopy, one could in principle
distinguish between such scenarios.
In order to show the e�ect of changing CO2 concentration on transmission
spectra, Fig. 9.36 compares the 20 bar runs for low, medium and high CO2

concentrations.
Interestingly, in the left part of Fig. 9.36, the medium CO2 case shows a more
pronounced 15 µm band of CO2 despite the fact that the high CO2 run is much
warmer at the surface (∼ 70 K). This is due to the di�erent mean atmospheric
mass which is ∼ 29 g mol−1 in the medium CO2 case and ∼ 43 g mol−1 in
the high CO2 case. The weak bands (at 7 and 10 µm) do not di�er by much,
indicating that the e�ect of larger atmospheric mass is counter-acted by the
higher surface temperatures. Still, in the water rotation bands (longwards
of 20 µm) and the strong CO2 fundamentals, rather large di�erences in the
spectrum can be seen. This indicates that transmission spectroscopy could be
able to distinguish between di�erent CO2 concentrations.
The same is true for the comparison of low and high CO2 scenarios. This time,
however, the di�erences in the spectrum are visible in the weak bands of CO2

rather than in the strong fundamentals.
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Figure 9.36: Transmission spectra: Concentration e�ect for 20 bar runs. Left: High
CO2 (black) with medium CO2 (red). Right: High CO2 (black) with low CO2 (red).

Overall, results imply that it is easier to characterize the atmospheric scenarios
of GL 581 d with transmission spectroscopy than with emission spectroscopy,
especially with respect to the habitable scenarios with massive CO2 scenarios.
However, direct characterization of surface conditions is impossible since e�ec-
tive tangent heights are always of the order of several km. Still, it is possible
to constrain surface pressure as well as CO2 concentrations and the presence
of water. Thus, in principle, through atmospheric modeling surface conditions
could be assessed.

9.10.3 Detectability

For the calculation of SNR values, telescope parameters from the James Webb
Space Telescope (JWST) are taken. It is assumed to have a 6.5 m aperture
and a detection e�ciency of 0.15 (Kaltenegger and Traub 2009). GL 581
parameters such as distance are taken from Table 9.1. The transit duration
of GL 581 d, hence the assumed integration time, is calculated to be about
4.1 hours, assuming 90◦ inclination. Note that it is unlikely that full 4.1 hours
integration times can be achieved since detectors will saturate relatively quickly
and multiple read-outs must be performed. Since read-out is not instantaneous,
this will result in some loss of integration time. Hence, presented SNR values
are upper limits.
SNR are calculated for a spectral resolution of 10, which is a value currently
proposed for missions like JWST or SPICA (Swinyard et al. 2009) in the
context of exoplanet characterization.
The main investigated spectral bands are the 2.7, 4.3 and 15 µm CO2 funda-
mentals, a spectral band in the water fundamental (6.3 µm) and rotation (20
µm) bands as well as the CO2 at 7.7 (position of a methane fundamental band)
and 9.5 µm (close to the strong ozone fundamental band). Furthermore, six
representative scenarios are taken, the 1 and 20 bar runs of the low, medium
and high CO2 cases.
Table 9.6 summarizes the SNR values for emission spectroscopy. It is clearly
seen that, even though GL 581 is a very close star, obtainable SNR values
are extremely small. The only band which shows reasonable values for single
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transits is the 20 µm point in the water rotation band. Only in this band,
co-adding of transits might lead to detectable signals. As the orbital period of
GL 581 d is 65 days, one could add 3 transits per year, leading to an increase
of SNR by a factor of 1.7. Still, this would not be high, but could result in a
detection.

Table 9.6: SNR values for emission spectroscopy. Spectral resolution R=10.
Run 2.7 µm 4.3 µm 6.3 µm 7.7 µm 9.5 µm 15 µm 20 µm

low CO2 1 bar 6.0 · 10−9 2.6 · 10−5 0.005 0.026 0.095 0.186 1.031
low CO2 20 bar 3.3 · 10−9 5.2 · 10−6 0.006 0.032 0.113 0.156 1.116

medium CO2 1 bar 4.3 · 10−9 8.4 · 10−6 0.006 0.030 0.112 0.164 1.137
medium CO2 20 bar 1.9 · 10−8 2.4 · 10−6 0.017 0.090 0.299 0.159 1.478

high CO2 1 bar 2.8 · 10−8 1.6 · 10−5 0.015 0.042 0.159 0.183 1.503
high CO2 20 bar 1.4 · 10−7 4.1 · 10−6 0.036 0.093 0.238 0.181 2.116

Table 9.7 summarizes the SNR values for transmission spectroscopy. Although
sometimes orders of magnitudes better than the values for emission spec-
troscopy, SNR are still nearly always below unity. The exceptions are the
2.7 and 4.3 µm near-IR fundamentals of CO2. In these bands, with co-added
transits, characterization of the GL 581 d scenarios could be feasible. However,
a clear distinction between, e.g., high and low CO2 cases is very di�cult, given
that the SNR are only marginally larger than 1.

Table 9.7: SNR values for transmission spectroscopy. Spectral resolution R=10.
Run 2.7 µm 4.3 µm 6.3 µm 7.7 µm 9.5 µm 15 µm 20 µm

low CO2 1 bar 0.875 0.950 0.185 0.110 0.077 0.431 0.038
low CO2 20 bar 1.581 1.595 0.346 0.320 0.211 0.658 0.131

medium CO2 1 bar 1.370 1.376 0.219 0.320 0.196 0.576 0.093
medium CO2 20 bar 2.345 2.122 0.568 0.771 0.568 0.840 0.298

high CO2 1 bar 1.108 1.005 0.187 0.344 0.225 0.424 0.075
high CO2 20 bar 1.977 1.674 0.598 0.753 0.562 0.655 0.256

9.11 Conclusions

Habitability of GL 581 d

In this chapter, detailed model calculations of possible atmospheres for the
low-mass extrasolar planet GL 581 d have been presented. Using the improved
climate column model, several key atmospheric parameters (e.g. surface pres-
sure, atmospheric composition) were varied to investigate their in�uence on
surface conditions. The planetary scenarios chosen for this work are consis-
tent with assumptions made in the literature regarding surface pressures and
atmospheric compositions of terrestrial planets.
GL 581 d is a potentially habitable planet, since for massive CO2 atmospheres
(5 or more bar surface pressure with CO2 concentrations of 95 %, 20 bar with
5 % CO2), surface temperatures exceeded 273 K, i.e. the freezing point of
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water. For these massive CO2 atmospheres, surface temperatures could be as
high as 357 K. This con�rms recent model results by Wordsworth et al. (2010)
and Kaltenegger et al. (2010).
For atmospheric scenarios with less CO2, however, the planet was found to be
uninhabitable.
Nevertheless, GL 581 d is the �rst extrasolar (potentially terrestrial) planet
where habitable conditions are at least conceivable within a reasonable range
of surface pressures and CO2 concentrations.

Spectral characterization of GL 581 d

The spectral characterization of GL 581 d and its atmosphere via emission
and transmission spectroscopy was investigated. It was shown that emission
spectroscopy is not very well suited to discern di�erent atmospheric scenarios
and assess surface conditions. Transmission spectroscopy allows for a much
better characterization.
With currently planned telescope designs such as JWST, SNR values for emis-
sion and transmission spectroscopy are, however, probably not enough to se-
curely detect, let alone characterize the possible atmosphere scenarios of GL
581 d (assuming that the planet would transit its central star). Only in the
two near-IR CO2 fundamentals at 2.7 and 4.3 µm (transmission spectroscopy)
and the water rotation band (emission spectroscopy) could reasonable (photon-
limited) SNR be calculated. Therefore, addressing the question of the potential
habitability of GL 581 d is likely to be out of reach at least for near-future
instrumentation.

In�uence of stellar type on habitability

It was shown that the central star type has a signi�cant in�uence on sur-
face temperature (up to 50 K in the speci�c cases presented in section 9.7)
and temperature structure (troposphere formation and CO2 condensation) for
otherwise identical conditions (5, 10 and 20 bar surface pressure with 95 %
CO2). Hence, conclusions for potentially habitable atmospheric scenarios de-
pend strongly on the central star.
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Chapter 10

Summary and Outlook

In this last chapter, the most important results of this work will be summarized
brie�y. Also, an outlook will be given on future work that could be done with
the improved model version.

10.1 Summary

The aim of this work was to address the question of habitable Super-Earths and
their atmospheric characterization and detection (see Chapter 2). Therefore,
an atmospheric model was introduced and described. In order to apply this
model to Super-Earths and perform consistent modeling of their atmospheres,
the model has been signi�cantly updated and improved, both in terms of the
physical processes included and the numerical methods used. The model was
then applied to the extrasolar planet GL 581 d to investigate its habitability.

10.1.1 Improved model version

The following improvements allowed for a consistent calculation of the atmo-
spheric structure of (hot and cold) Super-Earths: The new �ux criterion for
the onset of convection in the model is necessary to accurately determine the
extent of tropospheres in Super-Earth atmospheres. An interactive pressure
grid was introduced to re-calculate the surface pressure as a function of surface
temperature. This accounts for water and CO2 condensation and evaporation,
important for modeling hot and cold planets.
Additionally, missing physical processes were introduced in the new model,
e.g., the absorption bands of water and CO2 are now included over the entire
spectral range considered in the thermal radiation scheme. Also, both the
water and the CO2 foreign continuum absorption have been included in the
model and the formulation of the water self continuum has been extended over
a larger spectral range. The water heat capacity and Rayleigh scattering cross
sections are now also included in the model.
Furthermore, the IR radiative transfer scheme has been adapted to deal with
a larger variation of relative concentrations of greenhouse gases and a larger
range of temperatures and pressures.
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These last two improvements are shown in Fig. 8.10 and Fig. 8.11, respec-
tively. From there, it is clearly seen that the new improved version covers a
much larger range of relative concentrations of water and CO2, hence can be ap-
plied to atmospheric scenarios having very di�erent distributions of greenhouse
gases than, e.g., present Earth. The new temperature-pressure grid allows (i)
for simulating colder atmospheric scenarios and (ii) denser atmospheres than
before.
Table 10.1 shows the physical processes included in the improved model and the
di�erences with respect to the old model. It is clearly seen that the improved
model now allows for a much more consistent simulation of arbitrary CO2-H2O
atmospheres.
Model scenarios for which the improved model is now valid include, e.g.,
cold, CO2 dominated atmospheres and hot, dense water steam atmospheres
of Super-Earths as well as Earth or Mars scenarios.

Table 10.1: Physical processes included in the model (T temperature, p pressure,
r relative concentration of H2O and CO2, λ wavelength)

Process Old model Comments on New model-
old model improvements

Absorption IR H2O, CO2 10−5<p<100 bar 10−5<p<1000 bar
150<T<700 K 100<T<700 K
0.1<r<10 10−9<r<106

H2O self cont. IR incl. 8<λ<12 µm 1<λ<500 µm
250<T<350 K 100<T<700 K

H2O for cont. IR not incl. - incl.
CO2 self cont. IR incl. - incl.
CO2 for cont. IR not incl. - incl.
Rayleigh scattering CO2, N2 - H2O, CO2, N2

Heat capacity CO2, N2 - H2O, CO2, N2

Absorption vis-nearIR H2O, CO2 - H2O, CO2

Furthermore, the model has been extensively validated and tested. Validations
against high-resolution radiative transfer models as well as validated broad-
band radiative transfer codes were performed. The in�uence of details of the
numerical scheme as well as the in�uence of spectral data on radiative transfer
and calculated atmospheric pro�les were investigated. Additional studies com-
pared model results to previously published benchmark calculations regarding
the e�ect of CO2 on surface temperature.

10.1.2 The planetary system around GL 581

As an application in the context of the aim of this work, the improved model
was then used to perform a detailed study of possible atmospheric scenarios
for the extrasolar Super-Earth GL 581 d.
This planet is, to date, the only serious candidate for an extrasolar habitable
planet. Hence, several atmospheric scenarios for this planet with low, medium
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and high concentrations of CO2 at di�erent surface pressures have been simu-
lated.
The results indicate that for high amounts of CO2, i.e. partial pressures of
several bar, the planet could indeed be habitable with calculated surface tem-
peratures of up to 357 K. For low to moderate partial pressures, however,
the planet is likely to be uninhabitable, with calculated surface temperatures
between 200 and 250 K.
Still, GL 581 d was found to be the �rst extrasolar planet where habitable con-
ditions could be expected on the surface, in agreement with very recent studies.

From there, it was investigated whether the atmosphere of GL 581 d could be
detected by remote sensing and whether the di�erent assumed planetary sce-
narios could be distinguished. For transmission spectroscopy, these scenarios
could be in principle discerned, in contrast to emission spectroscopy of high-
CO2 atmospheres where di�erent scenarios showed basically the same spectral
signatures.
However, even with currently planned space instrumentation, calculations im-
plied that GL 581 d could not be characterized in terms of the obtainable
signals. Even the mere detection of its atmosphere was found to be most likely
impossible.

10.2 Outlook

10.2.1 Model

During this work, the model was improved to be applicable to a wide range
of scenarios. With the current improved version of the model, a number of
key questions regarding Super-Earth atmospheres can already be addressed.
Of course, some other key questions require additional improvements to be
introduced to the model in the future.

Investigating the chemistry of Super-Earth atmospheres

In order to couple the climate model to a photochemical code as described
in section 6.1, additional chemical species such as SO2, O3 or CH4 could be
included into the climate code. Then, the question of photochemistry in Super-
Earth atmospheres could be investigated.

Including N2 continuum

For nitrogen-dominated atmospheres without any appreciable amounts of wa-
ter or carbon dioxide (of the order of 10−6 concentration or less for both
species), nitrogen could become an important contributor to the opacity of
the atmosphere because nitrogen features two relatively strong continua cen-
tered around 4.3 µm and 110 µm. These continua could be included in the
future.
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10.2.2 Planetary scenarios

Besides the simulations presented in this work, a number of di�erent studies
could be performed with the current, improved state of the model. These fu-
ture studies would be closely linked with some of the key questions stated in
section 1.5. Several examples of such studies are developed below:

In�uence of planetary mass on habitability

A study to investigate in detail the boundaries of the habitable zone could be
performed. The improved model is applicable to the hot water atmospheres
expected for planets close to the inner boundary as well as to the cold CO2

atmospheres expected near the outer boundary.
A study of cold Super-Earths is also interesting in view of microlensing dis-
coveries. These can only be characterized by atmospheric modeling.

In�uence of planetary mass on atmospheric evolution

The variation of orbital distance could also be interpreted in terms of the
atmospheric evolution of Super-Earths, since the stellar luminosity increases
with stellar age. Furthermore, the improved model is not restricted to Super-
Earths. It could as well be applied to scenarios of early Mars and early Earth
which are interesting for comparative planetology in the Solar System.

In�uence of planetary mass on atmospheric structure

A detailed study could be performed where the in�uence of planetary grav-
ity on the atmospheric structure is investigated. Especially interesting in this
context is the onset of convective energy transport and the formation of tro-
pospheres. This is then closely related to the subject of cloud formation in
Super-Earth atmospheres.
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Appendix A

Atmospheric Escape

Atmospheric escape takes place in the exosphere. Its lower boundary, the
exobase, is commonly taken as the boundary between space and the planetary
atmosphere. The exobase altitude is de�ned as the altitude where the local
scale height H (usually interpreted as a measure of atmospheric height) and
the mean free path l of a particle between collisions become equal:

H =
kbTexo

mpartg
= l =

1

nexoσ
(A.1)

where kb is the Boltzmann constant, Texo the exospheric temperature, mpart

the particle mass, g the planetary gravity, nexo the exospheric number den-
sity and σ the molecule-molecule collision cross-section. Eq. A.1 means that
the particle's motion is no longer dominated by collisions, but instead follows
ballistic paths in the planet's gravity �eld (see also Yung and deMore 1999).
Since the exosphere lies above the homopause of the planet (i.e., molecular
di�usion starts to dominate over Eddy di�usion), eq. A.1 must be applied
to each molecule separately, as the scale height H now depends on molecular
mass. Below the homopause, the scale height can be calculated from the mean
molecular weight of the atmosphere. However, in practice, one single exobase
altitude is de�ned which is a relatively good approximation.
On Earth the exobase typically lies between 200-1000 km above the Surface,
depending on solar activity levels.

A.1 Thermal escape

The relevant quantity for thermal escape mechanisms is the exospheric kinetic
temperature Texo, i.e. the temperature related to the particle velocities.
For terrestrial planets, Texo is determined by radiative heating from stellar γ-
ray, X-ray and ultraviolet (UV) radiation (collectively denoted as XUV radi-
ation), heating due to exothermic photochemistry, heat conduction, adiabatic
cooling due to expansion and IR radiative cooling in the vibro-rotational states
of neutral molecules. A detailed summary of these processes is provided by
Kulikov et al. (2007), Lammer et al. (2007) and Tian (2009).
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An important parameter for thermal escape is the so-called "escape parameter"
λescape, de�ned as the ratio of potential energy of the particles within the
gravity �eld of the planet to their thermal (kinetic) energy:

λescape =
GMplanmpart

RexokbTexo

=
Lfree

2

Epot

Ekin

(A.2)

where Rexo is the exobase distance to the planet center, G is Newton's gravi-
tational constant and Mplan the planetary mass.
The factor of Lfree

2
appearing in eq. A.2 must be adapted according to the

degrees of freedom of the considered particles (Lfree = 3 for atoms, Lfree = 5
for a diatomic molecules, etc.).

If the escape parameter is smaller than a critical value λcrit, i.e. the kinetic
energy of a particle is equal or greater than the potential energy, the particle
will be no longer bound to the planet and can move away from the planet.

λescape ≤ λcrit =
Lfree

2
(A.3)

From eqs. A.2 and A.3, a critical temperature Tcrit can be de�ned:

Tcrit =
2

Lfree

GMplanmpart

Rexokb
(A.4)

Table A.1 shows some values of escape parameters and critical temperatures
for typical Earth conditions. Note that the temperatures calculated for the
molecules N2, O2 and CO2 are above the respective thermal dissociation tem-
peratures.

Table A.1: Escape parameters and critical temperatures for di�erent species at
Earth's exobase (Texo = 1000 K, Rexo=6700 km)

Species λescape Tcrit [K]

H 7.2 4790
C 86.3 57,500
N 100.7 67,100
O 115.1 76,700
N2 201.4 80,500
O2 230.2 92,000
CO2 316.5 90,400

A.1.1 Jeans escape

Jeans escape is a thermal escape mechanism closely related to a hydrostatic
approach in local thermodynamic equilibrium (LTE).
Neither hydrostaticity nor LTE are good approximations in the exosphere
(since we are in the collision limit), nevertheless Jeans escape still provides
a useful estimate of a lower limit on the escape rate.
The thermal velocities v of gas particles with a temperature T in LTE follow
a Maxwell-Boltzmann distribution:

152



f(v, T ) = 4π

(
mpart

2πkbT

) 3
2

v2e
−mpartv

2

2kbT (A.5)

As illustrated in Figure A.1, some of the particles in the so-called Maxwell tail
have velocities higher than the escape velocity of the planet and can thus escape
into space, even though the mean (or most probable) velocity is lower. This is
the general concept of Jeans escape. An atmosphere is slowly "evaporating"
while still being bound to the planet.

Figure A.1: Maxwell-Boltzmann distribution of velocities for hydrogen (red lines)
and carbon (black) atoms at T=5000 K (plain line) and T=1000 K (dashed). The
vertical green line indicates the Earth's escape velocity of 11,200 m s−1

Integrating the velocity distribution yields the Jeans escape �ux:

Φjeans = nexo
vt

2
√
π
· (1 + λescape) · e−λescape (A.6)

where vt is the thermal velocity of the gas (mpartv
2
t = 2 · kbTexo).

For normal Earth conditions, because of the relatively low temperatures, only
atomic hydrogen exhibits signi�cant Jeans �uxes (see Table A.1). With exobase
densities of atomic hydrogen of approximately 106 cm−3(Vidal-Madjar 1978),
eq. A.6 yields an escape �ux of approximately 8· 108 particles cm−2 s−1. All
other relevant species (C, N, O) show negligible escape rates.

A.1.2 Hydrodynamic escape

The Jeans escape �ux (see eq. A.6) is only a valid approximation below the
critical temperature, which is equivalent to λescape > λcrit =

Lfree

2
.

153



At higher temperatures, hydrodynamic blow-o� occurs. Here, the particles are
no longer bound to the planet, as their internal energy exceeds the potential
energy. As shown in Figure A.1, for high temperatures a signi�cant amount
of particles have velocities higher than the escape velocity. This means that
the atmosphere can freely move away from the planet instead of simply evap-
orating, as is the case for Jeans escape. Consequently, the escape rates are
much higher. The critical temperature is sometimes referred to as blow-o�
temperature.
An estimation of the hydrodynamic escape rate can be obtained from two lim-
its, the energy limit and the di�usion limit (Watson et al. 1981). Both limits
are approximately independent of atmospheric structure, so are particularly
useful for estimates of escape rates on exoplanets.

In the energy limit (Watson et al. 1981), where a major constituent escapes,
the escape is only limited by the maximum possible energy deposition in the
exosphere which is needed to overcome the potential well of the planet. In
their approximation, Watson et al. (1981) only considered heating by the cen-
tral star. However, other energy sources might be present in planetary atmo-
spheres. For example, in the case of the giant gas planets of the Solar System,
planetary waves are thought to contribute to the exospheric energy budget, as
well as internal energy from contraction (Yung and deMore 1999).
When only stellar heating is taken into account, the energy-limited escape �ux
(in particles of mass mpart per second) is given by:

Fen = Φen · πR2
exo = πR2

exoSϵ
Rplan

GMplan

mpart (A.7)

where S is the stellar XUV energy �ux reaching the exosphere, ϵ the heating
e�ciency and Rplan is the planetary radius. However, eq. A.7 may over-
estimate the escape rate because it neglects atmospheric processes such as
adiabatic cooling associated with expansion.

The di�usion limit takes the atmospheric structure into account, at least to a
certain degree. In the di�usion limit (Watson et al. 1981), a minor constituent
(mass mmin) escapes. In order to do so, the particles must di�use through a
main background gas which poses a barrier to overcome. The di�usion-limited
escape �ux (in particles of mass mmin per second) is given by:

Fdiff = π · b(̇mmain −mmin) ·
nmin

nmain

GMplan

kbTexo

(A.8)

where the indices i and j refer to the minor and main gas respectively, b is a
collision parameter describing the di�usion of gas i through gas j and mmin

and mmain are the molecular masses. The value of b is about 1021 (m s)−1 (see
table 1 in Hunten 1973).

The energy-limited �ux provides a theoretical upper limit for the escape �ux.
Whether the escape �ux of a species is di�usion- or energy-limited is deter-
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mined by a critical concentration ccrit above which Fdiff > Fen. In the absence
of energy sources other than the stellar radiation, this condition is cannot be
reached. Hence, the escape �ux is energy-limited. For concentrations lower
than the critical concentration, the escape �ux is limited by the di�usion of
the escaping component through the atmosphere.
Assuming an XUV �ux of 4.6·10−3 J m−2 s −1 for Earth (Lecavelier Des Etangs
2007), a heating e�ciency of 0.3 (Kulikov et al. 2007) and a temperature at the
exobase of 1,000 K, the critical concentration of hydrogen (di�using through
molecular nitrogen) is about 0.5 vmr. Thus, escape rates would be more or
less di�usion-limited. However, for a 2 Earth radii Super-Earth with 10 Earth
masses at 1 AU around the Sun, this value changes to approximately 0.01,
hence scenarios of energy-limited escape could be possible.

A.1.3 Dragging

If the hydrodynamic escape of light species proceeds very fast, heavier gases
(which are themselves stable against thermal escape in the atmosphere) can
be dragged away by the escaping lighter constituents. The importance of this
process can be estimated by comparing the upward escape velocity ulight of the
light gas with the downward di�usion (relative to the lighter, escaping gas)
velocity uheavy of the heavier gas (Watson et al. 1981):

ulight

uheavy

= (mlight −mheavy) ·
π · b
Fen

GMplan

kbTexo

(A.9)

When the fraction fv =
light

heavy
is close to or smaller than −1, the heavier compo-

nent would remain in the atmosphere because the absolute velocity would be
directed downwards. However, if fv > −1 or even close to 0, the heavy species
is dragged away with the escaping light gas.
For example, consider mlight = 1.67 · 10−27 kg for atomic hydrogen. On Earth
assuming an exosphere temperature of Texo = 1000 K, one obtains Fen ≈
1.9· 1030 particles s−1 (ϵ=0.3). Then, eq. A.9 yields fv = −0.1

(
mheavy

mlight
− 1
)
.

Consequently, in this case, helium (mass 4 mH , fv ≈ −0.3) could be dragged
away at about 70% of the hydrogen escape velocity. But at these temperatures,
hydrogen is well below its critical temperature (see Table A.1), so the overall
�ux would be very low. However, at temperatures of T=5,000 K, one �nds
fv = −0.02

(
mheavy

mlight
− 1
)
, and so even carbon, nitrogen or oxygen atoms (with

their respective masses of 12, 14, and 16 mH) could be lost.

A.2 Factors a�ecting atmospheric escape

A.2.1 Atmospheric composition

As described in section A.1, the temperature of the exosphere is determined,
among others, by stellar XUV heating and IR radiative cooling. Carbon diox-
ide (CO2) is an e�cient IR radiator (hence its importance for the terrestrial
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greenhouse e�ect) and can cool down the exosphere quite dramatically (Ku-
likov et al. 2007). CO2 is believed to be mainly responsible for the low ex-
ospheric temperatures on Venus and Mars compared to Earth. Hence, the
presence of large amounts of IR radiating molecules (e.g. CO2, CO, O3, O,
O2, OH and NO) can yield cold exospheres despite a high incoming stellar
XUV �ux. This might help to avoid blow-o� conditions and stabilize the at-
mosphere, because the Jeans escape rates are generally low.

A.2.2 Expanded exospheres

High exospheric temperatures lead to an expansion of the gas, hence to higher
exobase altitudes (Kulikov et al. 2007; Lammer et al. 2007). This means that
the energy limit of the escape �ux (see eq. A.7) can increase typically by
a factor of 2-3. Also, the critical temperature (eq. A.4) can decrease, thus
enabling an earlier onset of blow-o� conditions.
However, as has been shown in several recent studies (Tian et al. 2008, Lam-
mer et al. 2008, Tian 2009), adiabatic cooling due to this expansion reduces
the exospheric temperature. This limits the e�ect of a reduced critical tem-
perature.

A.2.3 Roche lobe e�ect

The Roche lobe of a planet is de�ned as the potential planes where the gravi-
tational potentials of central star and the planet are the same, i.e. the Roche
lobe de�nes the boundary between the spheres of in�uence of these two bod-
ies. The Roche lobe radius of the planet, rL (assuming the Roche lobe to be
spherical) is de�ned as (Erkaev et al. 2007):

RL =

(
δ

3

) 1
3

· d (A.10)

where δ is the mass ratio Mplan

Ms
between planet mass Mplan and star mass Ms.

Erkaev et al. (2007) de�ned a potential energy reduction factor, K (their eq.
17):

K(ξ) = 1− 3

2ξ
+

1

2ξ3
(A.11)

where ξ = RL

Rplan
is the ratio between Roche lobe radius and planetary radius.

Physically, eq. A.11 takes into account the gravitational in�uence of the star
on the planetary atmosphere.
The energy-limited escape �ux of eq. A.7 is enhanced by the factor 1

K
(Erkaev

et al. 2007).
If ξ ≈ 1, then the planet is not able to retain any atmosphere since its gravi-
tational �eld is weak, compared to the stellar �eld. In this case, K tends to 0
(hence, 1

K
→ ∞). For hot Jupiters (close-in gas giants), Erkaev et al. (2007)

found values between K = 0.5-0.7. This means that the Roche lobe boundary
is so close to the planet that the exosphere could expand beyond this boundary
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and is no longer bound to the planet. It can then freely escape, even if the
temperature is lower than the critical temperature.
For Earth, the value of K is close to 1 (0.9936), because ξ is large (∼ 234).
Table A.2 shows the potential energy reduction factor K (see eq. A.11) for
di�erent Super-Earth scenarios.

Table A.2: Roche lobe e�ect for Super-Earth planets. Potential energy reduction
factor K (see eq. A.11) for di�erent stellar types and orbital distances

Mplan [mE ] Orbital distance [AU] MMS [MSun] K

5 0.1 0.1 0.973
5 0.1 0.2 0.966
5 0.1 0.5 0.954
5 0.1 1 0.941

5 0.2 0.1 0.986
5 0.2 0.2 0.983
5 0.2 0.5 0.977
5 0.2 1 0.971

10 0.1 0.1 0.987
10 0.1 0.2 0.984
10 0.1 0.5 0.978
10 0.1 1 0.973

10 0.2 0.1 0.994
10 0.2 0.2 0.992
10 0.2 0.5 0.989
10 0.2 1 0.986

Table A.2 clearly indicates that K values, hence Roche lobe e�ects for Super-
Earths are rather small (0.94-0.99, see last column) when compared to hot
giant planets which feature values for K ranging between 0.5 and 0.74 (see
table 1 in Erkaev et al. 2007).

A.2.4 Tidal e�ects

The e�ect of tides on exoplanets has been studied extensively because it pro-
vides internal energy sources and can modify orbital parameters (eccentricity,
semi-major axis, see e.g. Carone and Pätzold 2007) as well as the planetary
rotation rate through tidal locking.

Another consequence of tidal forces on the planet has been studied by Lecave-
lier Des Etangs (2007). Here, the tidal forces from the central star modify the
gravitational �eld of the planet by decreasing the depth of the potential well
and thus leading to an increase in atmospheric escape.
The total potential energy EP of a planet can be calculated by (eq. 4 in
Lecavelier Des Etangs 2007):

EP = −3

4

GM2
plan

Rplan

(A.12)
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The additional (positive) potential energy ∆EP,t due to tidal forces can be
calculated by (eq. 12 in Lecavelier Des Etangs 2007):

∆EP,t ≈ 1.3 ·
GM

1
3
S ·M

5
3
plan

d
(A.13)

For Earth and Jupiter, respectively, the relative decrease of potential energy
∆EP,t

EP
due to tidal e�ects is of the order of 10−3, so rather negligible. However,

for hot transiting extrasolar giant planets, where both mass and radius of the
planet can be inferred, Lecavelier Des Etangs (2007) obtained values of 0.3-0.5,
which indicates much weaker gravitational potentials, hence a large increase
in escape rates.
The e�ect of this tidal modi�cation of the gravitational potential is estimated
in Table A.3. Calculated are the total potential energy of a planet EP from
eq. A.12 and the modi�cation ∆EP,t from eq. A.13.

Table A.3: Potential energy modi�cation for Super-Earth planets.

Mplan [mE ] Orbital distance [AU] MS [MSun] EP [J] ∆EP,t [J]
EP+∆EP,t

EP

5 0.1 0.1 −4.5 · 1033 9.7 · 1031 0.978
5 0.1 0.2 −4.5 · 1033 1.2 · 1032 0.973
5 0.1 0.5 −4.5 · 1033 1.7 · 1032 0.962
5 0.1 1 −4.5 · 1033 2.1 · 1032 0.953

5 0.2 0.1 −4.5 · 1033 4.9 · 1031 0.989
5 0.2 0.2 −4.5 · 1033 6.2 · 1031 0.986
5 0.2 0.5 −4.5 · 1033 8.3 · 1031 0.982
5 0.2 1 −4.5 · 1033 1.0 · 1032 0.978

10 0.1 0.1 −1.5 · 1034 3.1 · 1032 0.979
10 0.1 0.2 −1.5 · 1034 3.9 · 1032 0.974
10 0.1 0.5 −1.5 · 1034 5.3 · 1032 0.965
10 0.1 1 −1.5 · 1034 6.6 · 1032 0.956

10 0.2 0.1 −1.5 · 1034 1.5 · 1032 0.990
10 0.2 0.2 −1.5 · 1034 1.9 · 1032 0.987
10 0.2 0.5 −1.5 · 1034 2.6 · 1032 0.983
10 0.2 1 −1.5 · 1034 3.3 · 1032 0.978

Since the values in the last column of Table A.3 are always close to 1, it can
be inferred that the e�ect of tidal modi�cation of potential energy is small.
The proximity of the central star is by far not as important for atmospheric
escape on Super-Earths as it is for hot Jupiters. For the latter planets, values
for tidal modi�cations EP+∆EP,t

EP
are found to be 0.3-0.5 (Lecavelier Des Etangs

2007).
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