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Abstract

With the rise of the Web in the 1990’s, people got access to a yet unknown
amount of information, finding themselves in the role of consumers of infor-
mation. Since then, information on the Web has grown exponentially. All
kinds of information - good, bad, incorrect, outdated or spam - can be found
on the Web. With the availability of web-enabled mobile phones, people
got ubiquitous access to this information wealth. This ubiquity of informa-
tion access in our everyday life offers not only new opportunities but comes
with more and more challenges to deal with. Finding relevant information
becomes more and more difficult. This effect is known as the Information
Overload problem. The problem describes the fact that humans have cog-
nitive limits to process information. To much information makes it hard to
understand a topic and to make decisions. While there are tools to support
users in finding information, e.g., search engines, filtering for the relevant
information is still a task for every user individually.

Today, new technologies and approaches are needed to overcome the Infor-
mation Overload problem and to support users in finding the way through
all available information and deliver only the information needed. A promis-
ing approach is the application of adaptive systems. Adaptive systems, in a
broader scope, are systems that help users to satisfy their information need
by adapting the system and/or the displayed information to specific user re-
quirements and therefore reducing the Information Overload problem. An
adaptive system can be divided into three main layers:

• The data acquisition layer: In the data acquisition layer, all available
information about a user is collected.

• The representation and data mining layer: The data collected in the
previous layer is processed and used to build a user profile.
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• The adaptation layer: The adaptation layer applies the user profile to
adapt the application to the user needs.

In this thesis, we examine how the ”Semantic Web” and the ”Social Web” can
enhance adaptive systems with the goal to solve the Information Overload
problem. The Social Web, represented by applications such as Facebook or
Twitter, enables users to express their needs and preferences. The Semantic
Web provides techniques allowing to manage data in machine readable form.
In this work, we develop methods and models to collect and process data
from the Social Web to enhance personalization. Semantic Web technologies
are used to manage the data and allow us to use it application indepen-
dent. Thereby, data can be used across different applications and thus more
knowledge about the user is available. The developed methods and models
are applied and demonstrated in three online systems, which were developed
throughout this thesis.



Zusammenfassung

Mit dem Beginn des Internetzeitalters, Anfang der 90er Jahre, stieg die
Menge an verfügbaren Informationen sprunghaft an, und steigt seitdem ex-
ponentiell weiter. Dabei sind alle Arten von Informationen vorhanden -
wichtige, unwichtige, richtige, falsche oder auch veraltete. Mit der Verfügbar-
keit von internetfähigen Mobiltelefonen sind diese Informationen nun auch
rund um die Uhr und überall verfügbar. Diese allgegenwärtige Verfügbarkeit
hat allerdings nicht nur Vorteile. Das Finden von relevanten Informationen
wird immer schwieriger. Man spricht dabei auch vom Information Overload
Problem. Das Information Overload Problem beschreibt die Problematik,
das Menschen nur begrenzte kognitive Fähigkeiten haben, um Informationen
zu verarbeiten. Bei zu vielen Informationen kann dann der Mensch diese
nicht mehr verstehen und Entscheidungen treffen. Es gibt zwar Anwendun-
gen, die das Finden von Informationen unterstützen, z.B. Suchmaschinen,
aber das Filtern nach relevanten Informationen obliegt dabei immer noch
den Nutzern.

Um das Problem des Information Overloads zu lösen, unterstützen Anwen-
dungen den Nutzer mit Personalisierungsmechanismen. Systeme, die sich an
die Präferenzen des Nutzers anpassen, um dessen Informationsbedürfnis zu
befriedigen, nennt man Adaptive Systeme. Ein adaptives System wird im
Allgemeinen in drei Schichten unterteilt:

• Die Daten-Aggregationsschicht: In dieser Schicht werden Daten über
den Nutzer gesammelt, für den eine Anwendung personalisiert werden
soll.

• Die Repräsentations- und Analyseschicht: In dieser Ebene werden die
gesammelten Daten des Nutzers verwaltet und aufbereitet. Es wird
aus den gesammelten Daten ein Benutzerprofil mit den Präferenzen
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und Abneigungen des Nutzers erstellt.

• Die Adaptionsschicht: Diese Schicht repräsentiert die eigentliche Per-
sonalisierung einer Anwendung. Basierend auf dem erstellten Benutzer-
profil wird eine Anwendung, inhaltlich oder in der Visualisierung, an
die Präferenzen des Nutzers angepasst.

Im Rahmen dieser Arbeit wird untersucht, wie adaptive System durch das

”
Social Web“ und das

”
Semantic Web“ verbessert werden können, um das

Problem des Information Overloads zu lösen. Das
”
Social Web“, repräsen-

tiert durch Anwendungen wie Facebook oder Twitter, erlaubt es Nutzern,
eigene Interessen und Präferenzen auszudrücken. Das

”
Semantic Web“ bi-

etet Technologien, die es erlauben, Daten maschinenlesbar zu verwalten. In
dieser Arbeit werden Modelle und Methoden eingeführt, die Daten aus dem
Social Web verarbeiten, um eine verbesserte Personalisierung zu ermöglichen.
Dabei werden die Daten aus dem Social Web mittels Technologien des Seman-
tic Web verwaltet und sind applikationsübergreifend verwendbar. Dadurch
stehen mehr Daten über den Nutzer zur Verfügung, was eine bessere Person-
alisierung erlaubt. Diese Modelle und Methoden werden in drei Onlinesys-
temen demonstriert und evaluiert, die im Rahmen dieser Arbeit entwickelt
wurden.
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Chapter 1

Introduction

During the past decades, we have left the industrial age and entered the in-
formation age. One big driver was the invention of the World Wide Web [29],
another the invention of mobile devices. In 2007, over one billion people of
the world population were using the Internet regularly and over three billion
people owned a mobile phone and counting [167]. This ubiquity of computer
technology and information access in our every day life offers not only new
opportunities, but also comes with more and more challenges to deal with.

With the rise of the Web in the 1990’s, people got access to an yet unknown
amount of information, finding themselves in the role of consumers of infor-
mation. Since then, information on the Web has grown exponentially. All
kinds of information - good, bad, incorrect, outdated, and spam - could be
found on the Web leading to the Information Overload problem. The prob-
lem of Information Overload describes the fact that humans have cognitive
limits to process information. Too much information makes it hard to under-
stand a topic and to make decisions [102, 131, 187]. This led to an increasing
dependence on tools like search engines for the management, finding and
discovery of useful information.

”Data is like food. A good meal is served in reasonably-sized
portions from several food groups. It leaves you satisfied but not
stuffed. Likewise with information, we’re best served when we
can partake of reasonable, useful portions, exercising discretion
in what data we digest and how often we seek it out.” William

1
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Van Winkle [207]

With the upcoming of the Web 2.0 a paradigm shift took place. The role
of the people changed, from consumers to producers of information [146].
The term Web 2.0 usually describes a second generation of Web Services
comprising blogs, wikis, social networking services (SNS) like Facebook1 or
Twitter2, and APIs to access and mashup data or services. While there are no
exact boundaries what is part of the Web 2.0 and what not, there is a common
characteristic of all Web 2.0 applications: they support users to communicate
and collaborate through the creation and sharing of information. These
communication and collaboration aspects are also often referred to as the
Social Web.

The Social Web enables users to easily create and share information, be it via
blogs, social tagging services like delicious3, social networks or multimedia
content sharing via social photo applications like Flickr4 or video sharing sites
like Youtube5. All of these new possibilities led to an even more increased
amount of information available and traditional technologies to cope with this
information, like search engines, hit the wall. The problem of Information
Overload becomes even more intense.

”There was 5 exabytes of information created between the dawn
of civilization through 2003, but that much information is now
created every 2 days, and the pace is increasing.” Eric Schmidt,
CEO Google, Google’s 2010 Atmosphere convention

Today, new technologies and approaches are needed to overcome the Infor-
mation Overload problem and to support users to find their way through
the information and deliver only the information needed (Selective Dissem-
ination of Information [147]). A promising approach is the application of
adaptive systems. Adaptive systems, in a broader scope, are systems that
help users to satisfy their information need by adapting the system and/or
the displayed information to specific user requirements and therefore reduc-
ing the Information Overload problem. According to Brusilovsky, Kobsa and

1http://facebook.com
2http://twitter.com
3http://delicious.com
4http://flickr.com
5http://youtube.com
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Torre [48, 114, 204], an adaptive system can be divided into different tasks
and sub-tasks. All authors identify three main tasks of an adaptive system:

• The data acquisition task - collecting information about users,

• The representation and data mining task - processing information and
build a user model,

• The adaptation task - applying the user model to adapt the application.

This definition and segmentation of an adaptive system is also adapted in
this work and presented in Fig. 1.1.

Figure 1.1: Different tasks of an Adaptive System.

We divided the second task into two different segments to distinguish between
the work done for data representation and processing in this thesis. Well
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known categories of adaptive systems are personalized Information Retrieval
systems (IR) and recommender systems (RS).

1.1 Motivation and Problem Description

The goal of information retrieval research is providing relevant information to
users without overstressing them by asking too many questions or demanding
too much user participation to express their information need [22, 17]. But, in
order to be able to support users, adaptive systems need as much information
as possible about the user. Only with a deep understanding of the user’s
preferences and interests, one can deliver the information suited to the user’s
information need. Thereby, we hit limits of today’s approaches. These limits
can be classified into two problem categories:

Semantic understanding of the user’s information need: Finding in-
formation in the web today usually is based on matching a given word,
the information need entered by the user, with an index and returning
a list of best matches. As an example, a user searches for informa-
tion about jaguar, the animal. Therefore, the user enters the key-
word ’jaguar’ into a search engine and gets back a list of results. In
this example, results are returned by the English version of Google6,
see Fig. 1.2. Analyzing the result list, it becomes clear that the word
jaguar has at least two different meanings: it can be a car or it can
be an animal. Since the search engine cannot decide whether the user
searched for the car or the animal, it presents both choices on the first
page of the result list and leaves it to the user to decide which is the
best result.

This example shows that there is a knowledge gap. While the user
knows the context and background of the query, the search engine or
the adaptive system does not. Thus, advanced knowledge must be
added to fill this knowledge gap. The information of the user must
be semantically enriched to be understandable and useful for the com-
puter. The goal must be to have a user model containing information
about interests, preferences and needs of a user where every informa-
tion is clearly defined and interpretable by e.g. the search engine. We

6http://google.com
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therefore need a semantic description, a semantic model, containing
this information.

Figure 1.2: Search results for the keyword jaguar using Google.

User data is application-dependent, distributed and locked up: As
described before, users create and share more and more personal in-
formation, thus revealing their interests and needs in different social
web applications. This distributed and heterogeneous collection of user
information, stored in the proprietary user model (UM) of each applica-
tion, depicted in Fig. 1.3, is a valuable source of knowledge for adaptive
systems like search engines or recommender systems. The shortcom-
ings here are that personal data is locked in the social application, as
discussed in [152]. Current adaptive systems take into account user fea-
tures like interest, plans and context such as the context of interaction,
the device, etc. The modeling of the user is usually done in the design
phase of the system, and therefore changes to the model, to adapt to
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changing requirements or user characteristics, can not be implemented
without major changes to the system. Also the representation of the
user model is in most cases strongly application-dependent and there-
fore not understandable and usable by other applications. That im-
plies that the knowledge about the users, which is buried deeply in the
databases of an adaptive system, can not be shared with other systems
to provide better personalization and adaption results. This is known
as the ’walled garden’ problem [45, 71, 31] and leads to a distributed
web model of a user with several partial UMs in different applications
containing duplicate information.

We need to solve the heterogeneity of the user models. Current re-
search on user model management and aggregation emphasizes two
different strategies [121]. The first strategy, introduced in [27], uses
a generic user model mediation framework with the focus to support
recommender systems and therefore, to improve the quality of recom-
mendations. The actual UM mediation in the framework is done by
using specialized mediator components which translate the data from
different models using inference and reasoning mechanisms. The second
strategy focuses on the standardization of user models to allow data
sharing between applications. Heckmann [90] proposes an ontological
approach, the General User Model Ontology (GUMO), as a top level
ontology for user models and suggest the ontology to be the standard
model for user modeling tasks.

The shortcoming of the mediation layer approach is the effort needed
to aggregate such heterogeneous user models. Shortcoming of stan-
dardized user models is the lack of a common standard. As long as
different application providers pursue different goals and have strong
own commercial interest, a global standard for a user model does not
seem likely in the near future.

Concluding, to overcome the Information Overload problem, we need adap-
tive systems that tailor information to a specific user. Therefore, we need
more information about the user and thus better mechanisms to interconnect
user information on the Web in an inter-operable, reusable and extensible
way [46].

This means that all information about users has to be described in a machine-
readable interchangeable format. This allows adaptive systems to use and
share information about the user, see Fig. 1.4, and to provide the best per-
sonalization possible.
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Figure 1.3: Schematic depiction of the walled garden nature of user models
of three social networks of the same user.

Figure 1.4: Schematic depiction of open social networks that allow to share
and reuse user models and together build a holistic user model.

Creating inter-operable, reusable information is also the goal of the Semantic
Web, introduced by Tim Berners-Lee [35]. The Semantic Web, basically an
extension of the Web, offers methods and tools to create information that
can be understood and shared between machines. Building up on those
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techniques (the Semantic Web and the belonging techniques are described
in Section 2.2), a user information can be used to enhance adaptive systems.

1.2 Goals and Contribution

The goal of this dissertation is to enhance the personalization potentials of
adaptive systems by incorporating semantic techniques into different parts
of the adaptation process. Building up on the above presented general ar-
chitecture of an adaptive system (see Fig. 1.1), this thesis concentrates on
selected sub-parts of this process, marked yellow in Fig. 1.5, and discusses
and presents methods to enhance these parts.

Data 
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Data 
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Implicit 
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Explicit 
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User 
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Context 
Model

Behavior 
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Figure 1.5: Parts of the Adaptive System that are processed in this work.

Based on the different selected sub-parts, we define research questions, which
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we discuss and answer in this dissertation.

Main Research Questions and Results

As motivated above, the enhancement of adaptation and personalization is
crucial to cope with the increasing amount of information. This field has been
approached by many research disciplines like user modeling [37, 50, 170, 27],
machine learning [11, 127, 10], and human-computer interaction [104, 38]
with the shared future goal to improve adaptive systems. The work presented
in this thesis has been conducted from a combined Social and Semantic Web
perspective. After we identified the different tasks of an adaptive system we
focus on selected parts on which we align the research questions.

Data Acquisition and Representation Personal information about the
user is stored everywhere on the Web as users use different applications all
day. Thereby, they generate and distribute personal information like inter-
ests, preferences and goals. This distributed and heterogeneous collection
of user information, stored in the user model (UM) of each application, is
a valuable source of knowledge for adaptive systems. The main focus of
current research is done in the area of collecting and connecting informa-
tion from different services [4, 206] via standardized APIs (e.g. OAuth [87],
OpenID [172]), by creating general user models [91, 47] or to aggregate in-
formation [50, 14]. Also approaches to identify users across systems [53] has
been done. This thesis concentrates on two important aspects:

• User Behavior modeling and acquisition: Most information about users,
their interests and needs, is collected implicitly. For a complete seman-
tic approach, also this part has to be modeled and maintained in an
ontology. Today, most approaches do not take this into account and
focus only on the modeling of the user itself.

• User Models for the Social Semantic Web: Modeling users is usually
an application dependent approach. Requirements, what information
about users is needed, are set by the application designer. To uti-
lize information from different applications, their is a need to have a
common understanding of this data. This work takes into account the
need of applications to model application dependent information and
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the need for a common understanding. While general approaches like
GUMO [91] try to cover all aspects of a users life, and thereby fail-
ing because they do not fulfill special needs, this work proposes a user
model for the social web, specifically covering the needs of social web
applications.

User Behavior Modeling and Acquisition Today, most systems depend
on log file information [194] as the main source for implicit user infor-
mation. In times of highly dynamic websites, this is not enough to build
sufficient user profiles. Because of Java Script and new ways to render
websites asynchronously, most of the user actions are not necessarily
send back to the server but handled by the client.

• How can user behavior, and the meaning of a click be collected
on today’s highly dynamic websites? Not only that because of
dynamic content loading not all actions are tracked, but also se-
mantics, e.g. why does a user clicks on a link, is not captured and
stored. With approaches like RDFa [6] and Microformats [56, 57],
user interaction with an application can be captured already on
the client-side.

• How can semantic user behavior be modeled? Log files only cap-
ture a small amount of user interactions, a semantic representation
can cover more aspects of user behavior. A semantic model allows
to manage user behavior information application-independent and
thus reusable and shareable. By linking user behavior data with
external knowledge, like DBpedia [39], actions can become more
meaningful.

These questions will be answered in Chapter 3 where a model to manage
the collected user behavior is proposed. We present a semantic user
behavior model, the User Behavior Ontology (UBO), which builds a
semantic model of user interactions. We show a semantic user tracking
system based on RDFa and Microformats. That allows us to gain
more meaningful information than only using log files. We then present
a case study of a news recommendation service, using the UBO and
tracking systems demonstrating how they are used to recommend more
personalized news articles. These research questions align the first and
second layer of the adaptive architecture.

User Models for the Social Semantic Web With the advent of the se-
mantic web and related technologies, see Section 2.2.1, new possibili-
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ties arise to build user models that are able to manage different kind
of information and allow the sharing and reuse of information. As a
semantic user model describes the contained information in a machine
readable way, information can be used across application borders.

• How must a semantic user model for the social web be constructed?
The representation of the user model is in most cases strongly
application-dependent and therefore not understandable and us-
able by other applications. To overcome walled gardens and take
advantage of the available user information out there, we need to
create a common understanding, by creating a common model.
Thus, we need to have a model that covers all aspects of the so-
cial web, and therefore, we need to identify the requirements of
the the social web for such a model.

• How can we leverage semantic web technologies to aggregate user
information from different web applications? This implies that the
knowledge about users, which is buried deeply in the databases
of an adaptive system, cannot be shared with other systems to
provide better personalization and adaption results. To be able
to reuse such knowledge, strategies are needed to a) aggregate
information from different applications and b) give information a
semantic meaning.

We answer these questions in Chapter 4. In Section 4.2 we present
a model to aggregate user information from different applications and
a system that uses this information to build and manage an aggre-
gated user profile. This aggregated profile is enriched with additional
information from the semantic web. We present a case study which
shows the aggregation process and the usage of enriched profiles for
personalized recommendations. The enrichment algorithm is explained
in detail in Chapter 5. In Section 4.3 we present a study of different
social web applications and identify information that needs to be taken
into account for a social web user model. We present such a model
and a User Model Word Net to store, manage and aggregate user in-
formation. This model is especially adapted to the needs of the Social
Web. These research questions align the second layer of the adaptive
architecture.

Data Processing and Adaptation Personalization and adaptation ser-
vices rely on information about the user. Recommender Systems (RS) are
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one major example for such services. Well known services such as Netflix or
Amazon have such amount of users, and information about them, that they
can use standard approaches such as collaborative filtering (CF). New ser-
vices on the other hand, often have to cope with problems such as the Cold
Start Problem, sparse user data and the Grey sheep problem, preventing the
use of CF algorithms right from the start. Using user profiles with informa-
tion from different services can help to overcome some problems, e.g. the cold
start problem [137, 136]. By combining user profiles from different services
and enriching them with information from the semantic web, we show that
these problems can be further minimized. With the proposed semantification
of user models, not only combining, reusing and sharing becomes easier, it
also pushes open new doors to the knowledge of the Semantic Web. Semantic
knowledge (information) is already widely available. Using this knowledge
to enrich user models can extend information about user interests which can
lead to better adaption results.

• How can we leverage the growing knowledge in the Semantic Web to
lower the initially needed amount of user preference data for Collabora-
tive Filtering? We present an generic approach (see Section 5.2) that
takes existing user profile information and tries to find related knowl-
edge in the Semantic Web to enrich the user profile with additional
information that helps to improve recommendation quality.

• How does a semantically enriched user profile influence recommenda-
tion quality? We conducted a comprehensive evaluation of our ap-
proach, using two data sets from LastFM7 and Facebook8, to see how
enriched user profiles affect CF recommendations.

In Chapter 5 we present a detailed evaluation how Semantic Web technologies
can be used to improve adaptive systems. Focus of this work is the ’cold-
start’ problem and the ’grey-sheep problem’. The evaluation shows that
taken into account data from the Semantic Web, initial recommendations
can be improved. This research question aligns with the third and fourth
layer of the adaptive architecture.

7http://www.last.fm/
8http://www.facebook.com/
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1.3 Structure of the work

This work is organized as follows. The main contributions are outlined in
Chapter 3-5. Chapter 3 introduces a semantic technology to capture user
behavior and a model to store and manage the collected data. We also
present a corresponding semantic tracking system we developed that uses the
presented model and semantic technology. Chapter 4 discusses user models
for the social web. We present a study on what type of information is used in
the social web and present a semantic user model for the social web. We also
present an approach to aggregate information from different sources using a
meta model. Chapter 5 presents an evaluation focusing on enriching semantic
profiles. As [136] and [4] showed, combining user profiles can already enhance
the quality of adaptive services. With the advantage of semantic profiles, we
show that further improvements are possible.

Chapter 6 summarizes the presented work and revisits the research questions
discussed in Section 1.2. We also present an outlook for further work in the
scope of this work and with the presented solutions.

Chapter 2 introduces the background knowledge needed for the understand-
ing of the presented work in the Chapters 3-5. We define the basic termi-
nology for the areas of user modeling and semantic web, and explain the
basic techniques and approaches for recommender systems. As the different
chapters cover a broad and heterogeneous set of topics, the examination with
related work is done throughout the different chapters.

The following subsection presents the research contributions and their ap-
pearance in this thesis.

1.3.1 Related publications

The research contributions of this thesis have been presented at a number
of peer-reviewed national and international research events. The following
publications at top-level international research conferences are the core con-
tribution to this thesis:
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Chapter Publications

Chapter 3 [165] Semantic web usage mining: Using semantics to understand
user intentions.

[160] Adaptive music news recommendations based on large
semantic datasets.

[159, 158] Serum: Collecting semantic user behavior for improved
news recommendations (conference paper and extended book
version).

Chapter 4 [165] Semantic web usage mining: Using semantics to understand
user intentions.

[164] Verbessertes Profilmanagementsystem (Patent).

[152] Semantically-enhanced ubiquitous user modeling.

[119] A trilogy of webs for machines.

[160] Adaptive music news recommendations based on large
semantic datasets

[111] Collaboration ontology: Applying collaboration knowledge
to a generic group support system.

[64] Multilingual ontology-based user profile enrichment.

[58] Semantic adaptive social web.

[163] My personal user interface: A semantic user-centric
approach to manage and share user information.

[166] User modeling for the social semantic webs.
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Chapter 5 [120] A framework for ubiquitous user modeling.

[128] An architecture for smart semantic recommender
applications.

[129] A linked dataverse knows better: Boosting recommendation
quality using semantic knowledge.

[157] Personalized Information Access Using Semantic Knowledge

Chapter 6 [162] An intelligent health assistant for migrants.

[161] Providing multilingual access to health-related content.

[156] Health Assistance for Immigrants

[155] Personalized Fashion Advice
Table 1.1: Publications to which the author contributed
and their appearance in this dissertation.

Publications that indirectly contributed to the dissertation: [112, 181, 1]
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Chapter 2

Background: User Modeling,
Adaptation and the Semantic
Web

In this chapter, we introduce the most important terms and technologies used
throughout this thesis and draw connections between the single concepts to
develop a common understanding. We start by giving a definition of user
models and user profiles and describe what type of information is stored in
such models and how it is represented. We then outline how this information
is used by different adaptive systems.

2.1 Introduction to User Modeling and Adap-

tation

Adaptive systems, particularly user-adaptive software systems [186], tai-
lor their behavior to specific needs and preferences of the user, i.e. re-
ranking [144] search results based on the users interests. This system adap-
tation to a specific user is done on the supposition that the adaptation to
different users with their different requirements increases the usefulness of
such systems [192]. This adaptation effect requires that the system knows
the users’ needs and preferences. This information is stored in a user model.
The process of managing and maintaining user information from adaptive

17
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systems is called user modeling [50].

The terms user model and user modeling are usually traced back to the
works of Rich, Allen and Cohen (see [175, 9, 61]). Based on their work,
numerous adaptive systems were developed that collected different kinds of
user information and perform different forms of adaptation [113]. Still, the
definition of the term user model (UM) and what type of information a model
must contain is inconsistent among different researchers. Therefore, the next
paragraphs define the term user model and how it is used throughout the
thesis.

User model and user profile are often used as synonymous throughout litera-
ture, some authors define a user profile as a simple user model [117]. Others
define ‘data concerning the background, interests and general knowledge of
users’ as the user profile which is part of a user model component [24] or
the ‘user profile is an individual user model, a collection of information that
describes the user’s needs, preferences and interests’ [202].

In this thesis, we make a clear distinction between user profile and user
model, where the user profile is a data instance of a user model [80],.

User Model The user model (UM) is an abstract model defining type and
meaning of information stored about the user. Usually, it contains basis
information like the users contact information, needs, preferences. More
specialized information is domain dependent and differs from application to
application.

User Profile The user profile is a data instance of the user model and
contains the data of an specific user. The user profile information is the
basis for adaption processes.

2.1.1 A taxonomy of User Model Dimensions

Different adaptive systems have different requirements, therefore, they need
different information about the user. This section presents a consolidated
taxonomy about user information regarding the information needs of adap-
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tive systems. This taxonomy is based on [192, 88, 103, 114, 50]. Table 2.1
shows the identified dimensions and which work it mentions. Before we start
describing the different dimensions in detail, some general words on user
model information. Not every information is equally treatable, some infor-
mation is only valid for a certain time-frame or only relevant in a specific
scenario. Thus, there is a distinction between different levels of modeled
information:

• Short-term and long-term information: In user models, one distin-
guishes between information that is gathered recently, e.g. in a search
context, the last queries, and information that is collected and analyzed
based on data collected during a longer time period (search activity
during the last months). Short-term information in adaptive system
usually is used to adapt to the current context, for instance the current
information need of a user. Long-term information is used to adapt to
general interests of a user. In an adaptive news application short-term
information could be used to determine the current information need
of the user, e.g. latest election results, while the long-term informa-
tion represent the user’s general interest in the local football team. An
example of this use is given in Section 3.4 and in [158, 37].

• Domain dependent and independent information: Independent user in-
formation is referred to as almost static personal data of a user, e.g.
gender or proficiencies. Dependent information denotes dynamic prop-
erties of a user model as a result of user’s interaction with a system,
which usually covers user’s knowledge, interests and goals.

The dimensions presented in Table 2.1 can belong to one or more of these
levels. For example, interests belong to long and short-term information and
are domain-dependent information.

In the following, we will describe the user information belonging to the di-
mensions and give some brief examples where and how the information is
used.

Personal Characteristics

Personal characteristics (or demographics) span from basic information like
gender or age to more social ones like relationship status. All this information
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Table 2.1: Categories of user information.
Type of information [192] [88] [103] [116] [50]

Personal Characteristics x x – x –
Interest and Preferences x – – x x

Needs and Goals x x – x x
Mental and Physical State – x x x –
Knowledge and Background x – x x x

User Behavior x – x x –
Context x – x – x

Individual Traits – x – – x

presents user specific information and represents an individual user. Informa-
tion in this category is usually domain independent and changes only slowly.
Such information is typically used to classify users into groups and adapt
the system user interface or behavior to such groups. Adaption based on
demographic stereotypes is for examples used in e-commerce systems [116],
in health care systems [197] or in educational environments [106].

Interest and Preferences

User interests and preferences, which are often used as synonyms [192], are
one of the most valuable inputs for adaptive systems [50]. Interests or pref-
erences in an adaptive system usually describe the users’ interest in certain
items. These items can be anything, e.g. products, news or documents.
Based on this knowledge about the interests, adaptive systems can tailor
their service to the user. This may be the re-ranking of search results or the
adaptation of a recommendation system [125]. User interests are typically
represented as set of features with weights or as a list of ratings. The durabil-
ity of interest information can usually be divided into two parts. Long-term
interests that rarely change, like the interest in a band that one liked since
the youth and short-term interests like the interest in a trending news topic.

Knowledge and Background

Besides interest and preferences, information about the knowledge and the
background of the user about a topic, subject or domain is one of the most im-
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portant features for adaptive systems. While interest and preferences are an
indispensable source of information for e.g. recommender systems, knowledge
and background (like previous academic education) is used widely in differ-
ent areas of adaptive systems. It is used in adaptive educational systems to
adapt the learning material to the knowledge of a student [94, 13], display
personalized help texts or tailor descriptions to the technical background of
a user [188]. The knowledge and background is a long-term attribute on the
one hand but can differ and change from session to session depending on the
topic. Knowledge and background about certain topics can increase or de-
crease over time [50]. The representation form of knowledge typically follows
a level structure, e.g. from “novice” to “expert”, “none” to “good” or 1 to
5. Information about the level can be gathered by asking the user directly
or by analyzing user behavior [190, 15] .

Mental and Physical State

Mental and physical state describes individual characteristics of a user like
physical limitations (ability to see, ability to walk, heartbeat, blood pressure,
etc.) or mental states (under pressure, cognitive load) [88]. Such information
is a valuable extension to interest and knowledge and is needed for adap-
tive systems like health care systems that can adapt to the users’ individual
state [178]. For example, interface adaptations profit from information like
“ability to see” as they can tailor their output to the special needs, e.g. text
to speech for blind people [95, 96, 79]. Mental and physical state values are
usually long-term attributes.

Goals, Plans and Needs

When using a computer system, users usually have a goal they want to
achieve. Such goals can be to satisfy an information need or to buy a product.
Adaptive systems need to know that goal, understand it and know how to
cope with it (referred to in the literature as plans), to be able to adapt to
it. The plan to reach such goal is for example to support users by changing
navigation paths [25] or to reduce the amount of information to a more
relevant subset. Needs and goals are very dynamic information which can
change from session to session and thus remains a main challenge for adaptive
systems. The observation and interpretation of user behavior can help to
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understand the users’ needs and goals.

User Behavior

The observation and analysis of user behavior is usually a preliminary stage
to infer information for one of the previous mentioned dimensions. But, it
can also serve for direct adaptation like using interaction history to adapt
the user interface directly to common usage patterns of the user [25]. Also,
user behavior is the most important source to retrieve implicit user informa-
tion. While many systems actively ask users for their level of knowledge or
interest [138], this is not always applicable or wanted. If a system requires
too much interactions sometimes, users are restrained from using a system
or the model of the user is not up to date [50].

We distinguish between explicit and implicit behavior. Explicit behavior
means rating an item or clicking a link, which is a direct indicator for in-
terest. The other behavior type is implicit like the time a users stays on a
website could indicate the interest, a long visit time could show a stronger
interest while a short period could mean the opposite. Some examples for
the utilization of user behavior are task prediction or usability analysis.

Context

The definition of context is still discussed [69] and no agreement is in sight.
The problem with context (in the area of adaptive systems and human com-
puter interaction) is the change from the single user-desk-computer paradigm
to ubiquitous available mobile devices, e.g. smart-phones. In this work we
define context as the who, what, where and when. Who is the user or a group
of users, what is the object of interest a user is interacting with, the where
defines a location and the when the time of day. Other definitions can be
found in Schilit et al. [184] where context is defined as location, identities of
nearby people and objects, and changes to those objects. Or the definition
of Abowd et al. [5] where context covers a user’s emotional state, focus of
attention, location and orientation, time of day, objects, and nearby people.
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Individual Traits

Individual traits refer to a broad range of user features that define the user
as an individual. Such features can be user characteristics like introvert or
extrovert or cognitive style and learning style [177]. Individual traits are
stable features that at most change slowly. The collection of those individual
traits is a challenging task which often needs well-designed psychological
surveys. In the area of user modeling and adaptation the focus is on cognitive
style and learning style [50] to build better adaptive educational systems.
An example is EDUCE [109] which builds a dynamic model of the student
using Gardner’s theory of Multiple Intelligences [99] to decide which resource
improves the student’s learning performance.

2.1.2 User Model Representations

User models contain all kinds of information, as described in the previous Sec-
tion 2.1.1. Depending on the context and the intended use case different
information and different requirements apply and thus, a lot of different
models were researched, developed and used. In the beginning of the 1980’s
Rich [176] and Sleeman [191] introduced a classification scheme for user mod-
els which consists of four points:

• Conical models (stereotype-user) or a collection of models of individual
users.

• Explicit models, defined by the user or system designer, or implicit
models gathered from user behavior.

• Short versus long-term models.

• The nature and form of the information is contained in the user model.

These scheme requires design decisions when designing a user model. The
structure of the model has to be defined, the type of information that should
be modeled and how the data is collected and maintained. This section gives
a comprehensive overview of different models for different requirements. The
focus lies on models for personalization and adaption purposes. One main
distinction that can be made is between static and dynamic user models.
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Static models are set up once and do not change over time whilst dynamic
models take into account changing or new information. A simple static model
is the stereotype user model [176]. The stereotype model defines a set of
characteristics, e.g. demographic information like man or woman. Users are
classified into these stereotypes and a system then adapts to these stereotypes
and not to the individual user. Stereotype models are often used for new
users of a system where no or little information about a user is available.
Feature-based user modeling, widely used today in adaptive systems, models
characteristics of individual users (preferences, knowledge, interests goals)
and often also a value that indicates e.g. the level of knowledge in a certain
topic. Feature-based models [50] can adapt to changing user preferences,
e.g. during the users’ interaction with the system, and thus the model stays
up-to-date and represents the users’ current state. This is important for
good personalization and adaptation. Examples for feature-based models
are scalar models and overlay models. A scalar model [191] represents a user
using a single value, e.g. the knowledge of a user in a certain domain ranging
from 0-5, which allows a system to adapt to the level of knowledge of a user.
Overlay models [55] represent, similar to scalar models, the knowledge of a
user for different concepts in a domain. It gives a more comprehensive view
on the users’ knowledge than the scalar model. Overlay models modeling
users’ knowledge are quite popular in adaptive hypermedia systems [50, 192],
expansions of the overlay model such a the bug model [195] or the genetic
model [82] were little used. Feature-based models and stereotype models are
not mutually exclusive. To cope with the cold-start problem, an adaptive
system can use stereotypes for the adaptation and as soon as enough data is
collected switch to feature-based models.

2.1.3 Data mining and Collection

All approaches to user-based adaptation and personalization rely on sophis-
ticated user profiles with information about the user [140, 80]. To get this
information, one can distinguish between two ways: explicitly asking the user
e.g. for interests and preferences or to try to learn this from implicitly gained
data (or a combination of both).

Collection of explicit user information: Explicit user information col-
lection is typically done by asking the user during the registration phase for
an application. The collected information often covers demographic data,
such as gender or birthday, interests and preferences.
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Figure 2.1: Movilens: Initial collection of user taste for movies.

For example, the movie recommendation service MovieLens [92], shown in
Fig. 2.1, asks users to rate 15 movies before they start using the system. This
initial collection allows MovieLens to compute recommendations matching
the user’s taste. The disadvantage with explicit feedback relies on the as-
sistance of the user. This require extra effort from the user could restrain
people to use a system. Also the given data could be incomplete as users are
not willing to spend too much time entering data or the data can be outdated
as the user’s preferences and interests change over time.

Collection of implicit user information: Implicit user feedback collec-
tion is a non-intrusive way to get to information about the user, his interests
and preferences. The advantage is that users are not forced to enter infor-
mation in order to get adaptive or personalized services. However, to get
meaningful information from implicit feedback takes some time and needs
interaction with the system. In contrast to the explicitly collected feedback,
e.g. in MovieLens, adaptation and personalization based on implicit feedback
will not have the same quality in the beginning. Moreover, as the informa-
tion gathered by the implicit information collection does not directly reflect
the user’s interests, a processing step is necessary to create a user profile
from implicit information. Also the detection of negative feedback is diffi-
cult, as a click on an item or link typically reflects a positive action. In [80],
a comprehensive overview of the different techniques how to collect implicit
information is given. Common used sources for collecting implicit informa-
tion are log files, e.g. Web logs that contain navigation behavior or search
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logs that contain search queries of the user.

Web Mining

One important source for implicit information is the mining of user behavior
within an application. For web applications, this information is typically
stored in log files, containing information about the click paths of a user. The
process of gathering information from this data is called web usage mining
and is part of the general web mining process. Web mining, in general, is the
application of data mining methods to extract information from a webpages
content, structure and usage.

Web Content Mining analysis the content, the text, on a webpage and is
thus a form of text mining. With such an analysis it is possible to detect the
topic, the most important terms on a website the user visited, and add those
words to the user profile.

Web Structure Mining takes advantage of the semi-structured information
on a webpage like the hyperlink structures. One well-known approach is the
Google Page-Rank algorithm which computes a relevance score for webpages.
This score, combined with words from the Content Mining, can help to weight
interest in the user profile.

Web Usage Mining is, from a user modeling perspective, the most impor-
tant information source as it describes the user’s handling of the website.
With this data, it is possible to deduce a user’s interests in certain items or
topics but also to detect design issues if users do not follow the click-paths
as intended by the designer of an application.

In this work, the focus lies on the Web Usage Mining process and how it
is influenced by the Semantic Web and the new techniques and possibilities
coming along with it. This is discussed in detail in Section 3.1. In the
following, we first introduce the what Semantic Web means and what new
technologies exist.
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2.2 Introduction to the Social and Semantic

Web

Social and Semantic Web describe two different diversifications of the Web.
The Social Web, or Web 2.0, created new ways for communication and col-
laboration over the Web. This enabled users to produce and share content
and to interact and collaborate with each other. The Semantic Web, a term
introduced by Tim Berners-Lee in 2001 [35], describes a Web that is en-
riched with semantics to allow machines to interpret information contained
in it. The goal is to support data sharing and data interoperability on the
Web. From a technological point of view, the Semantic Web is a set of tech-
nologies allowing sharing and understanding of information between services
or machines.

Both, the Social and the Semantic Web, overlap in the goal to support sharing
of information. The Semantic Web from the technological point of view and
the Social Web from the user point of view. The Social Web, besides all
advantages, has the problem that it is dominated by different application
providers, Facebook, Twitter etc., which keep all data locked inside their
applications. However, sharing and reusing of information could help to
enhance personalization. With information a user entered in one application,
another can personalize e.g. news [149] or Twitter streams [105]. Therefore,
the goal is to enable users staying in control of their data and allowing sharing
it. The Semantic Web can support this with a set of tools that allows us to
describe information in a machine-readable way and thus to share and reuse
data. In the following section, we will introduce these techniques. Detailed
information about related work, e.g. existing approaches to semantically
describe user information like FOAF, are given in the corresponding sections
of the following chapters.

2.2.1 The technologies of the Semantic Web

The Semantic Web is a technology driven approach with the key challenge
to ensure a common understanding of information. This can be achieved
using ontologies. Ontologies are ‘an explicit specification of a conceptual-
ization’ [84, 86]. Meaning that ontologies define a domain model describing
concepts and relations in that domain. The World Wide Web Consortium
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(W3C) defines a set of technologies, building on-top of each other, that com-
bined allow to build ontologies and thus the Semantic Web. The technologies
are illustrated in the Semantic Web Stack, see Fig. 2.2. The important tech-
nologies, needed in the further course of the work, are explained below.

Figure 2.2: Semantic Web Stake of the W3C presented in [30]

The foundation of the Semantic Web is the Uniform Resource Identifier
(URI) [34]. The URI is a unique identifier for every abstract or physical
resource. A URI can denote a website (Uniform Resource Locator, URL, e.g.
http://dai-labor.de) or the name of a resource (Uniform Resource Name,
URN, e.g. urn:asin:B004NI3IA4 wich is a unique name for an Amazon item
that could be bought an the amazon.com website). The URI enables in-
teraction between nodes, e.g. computers, in a network to locate a resource
or to unambiguously identify a resource. The Resource Description Frame-
work (RDF) [132, 110] provides a model and a syntax to describe properties
of a resource following the schema Subject, identifying the resource via URI,
Predicate, defining the property, and Object, the value of the property. These
describing subject-predicate-object triples can be coded in RDF/XML [21],
Notation3 (N3, N-Triples) [32, 33] or Turtle (a subset of N3) [20] to be ac-
cessed programmatically. The SPARQL Protocol And RDF Query Language
(SPARQL) [169] allows us to access and query the RDF information. These
basic techniques already allow to uniquely define and describe a resource and
to access this information but it does not allow to describe semantics. To
describe semantics one need to be able to express relationships and hierar-
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chies between resources. The Ontology Web Language (OWL) [134, 65], a
specification of the W3C, allows exactly this. OWL allows to really build
a shared understanding of a domain and its concepts in a formal language
following well defined-semantics. With OWL we can define ontologies that
can be shared amongst different services. Details on how semantic infor-
mation is included into webpages, using RDFa and Microformats is given
in Section 3.2.2.

2.3 Introduction to Recommender Systems

Recommender systems are tools to make, usually personalized, recommen-
dations of items for customers [174, 52]. In this section we introduce the
basic techniques and most used approaches of recommender systems as a
prerequisite for the following chapters in this thesis.

There are many reasons to utilize recommender systems (RS) in an appli-
cation or website. RS can help users finding relevant items but also help
providers of RS distributing or selling more of their products. As described
before, the Web brought an immense growth of available information, giving
the user more choice but also introducing the Information Overload prob-
lem [102, 131, 187]. RS are tools that assist users by reducing the information
space and thus helping them to find relevant or interesting choices.

RS research is a sub-domain of information filtering research and emerged
in the 1990’s as an independent field. One can divide RS in personalized
RS and non-personalized RS such as most popular recommendations [173].
Non-personalized RS are a good approach if not much information about a
user is available or if the computational resources are not good enough to
build more complex models. Personalized recommendations, currently the
focus of research, bases on explicitly expressed user preferences or inferred
information by analyzing user actions. Typical knowledge sources are user
preference data and demographic information, item data, user feedback in
the form of ratings and interaction, and recently also context information.
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2.3.1 Recommender Systems Approaches

In this section, we shortly introduce four best-known approaches for RS and
their application areas.

• Content Based Recommender Systems: Content based RS rec-
ommend items similar to items the user liked or purchased before. Item
similarity bases on the available features of compared items, e.g. rec-
ommending a crime novel because the user purchased a book from the
same genre before [130, 93].

• Collaborative Filtering Recommender Systems: Collaborative
Filtering (CF) computes recommendations for items a user may like
based on previously expressed likes for different items by the user. A
distinction is made between item-based and user-based CF. In item-
based CF, similarities between items are computed based on previous
ratings by users, and the most similar items to items the user rated are
recommended [183]. User-based CF recommends items other users liked
who previously liked similar items like the user the recommendations
are computed for [66, 8].

• Knowledge-Based Recommender Systems: Knowledge-based RS
combine knowledge about item attributes, domains and user prefer-
ences and need to compute if an item is useful for a user. For instance
a vacation location where it is warm and affordable [74, 75]. One can
distinguish between two type of knowledge-based recommenders - case-
based and constraint-based recommender. Constraint-based RS try to
find items that exactly match user requirements using a predefined
knowledge base containing rules how to relate user requirements and
items. Case-based RS on the other hand utilize similarity metrics to
match user preferences with item descriptions.

• Hybrid Recommender Systems: Hybrid RS combine two or more
different RS with the goal to overcome shortcomings of a single RS.
For instance on a news recommendation website where readers have
different reading preferences on weekdays and weekends [51, 52, 23].
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2.3.2 Recommender Systems Problems

RS help users finding relevant items in a huge mass of items. However,
no advantages without disadvantages. In real world usage, RS have several
limitations and problems. CF algorithms need information about the user,
so computing recommendations for new users or users with only a few ex-
pressed preferences is barely feasible. This problem is referred to as Cold
Start Problem. Or preferences of a user do not match with the “general”
expressed preferences of the majority of users. These users are called Grey
sheeps. For these users it is hard to compute recommendations based on sim-
ilarity metrics as there are not similar other users [51]. Another problem for
computing similarities is the Data Sparsity problem. Most RS use large item
sets but only have ratings for a small amount of items. Here, too, computing
similarities is a problem. Data Sparsity and Cold Start are related problems.

2.4 Conclusion

This chapter provided the basic knowledge that is needed during the following
chapters. It introduced the research fields the work deals with and defined
the needed terminology used throughout the thesis.

We learned that different user model approaches include a lot of diverse
information about a user, ranging from demographic information, over user
behavior to needs and goals. We showed in Section 2.1.1 that the included
information strongly depends on the task the user model is designed for. An
adaptive student support system needs for instance information about the
knowledge while a location based recommender needs context information.
In combination with Section 4.3.1, where we analyze the requirements of the
Social Web for user models, we will see that the existing approaches do not
fulfill those requirements.

The presented semantic technologies OWL, RDF and SPARQL are the basis
for models and approaches that are presented in the following chapters. The
models introduced in Section 3.3, Section 4.3, and in Section 4.2 build on
OWL and follow common semantic standards defined by the W3C. The rec-
ommender approaches presented in Section 2.3 introduce common methods
for tackling the information overload problem, see Chapter 1, by recommend-
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ing users a set of items personalized to the preferences of a user. We rely
on these technologies as they are the standard technique, developed by the
W3C1, for the Semantic Web and fulfill all needs that come with development
of a user model for Social Semantic Web.

We also introduced Recommender systems (RS) as an prominent example
for adaptive systems. In this thesis, RS are used exemplarily to demonstrate
the benefit that semantic user models offer. We presented typical problems
that RS face in Section 2.3.2. Especially the Cold Start Problem, and the
subordinated Grey Sheep Problem, are problems that could strongly benefit
from user information gathered from connnected applications based on a
common model. In Chapter 5 we show that not only re-using and aggregating
user information helps, but also that a semantic user model allows to enrich
existing user information to improve recommendation quality.

The techniques and methods presented in this chapter are important building
blocks for an adaptive system that helps users to cope with the information
overload problem. We showed that some of the required techniques already
exist, but connections are missing to form a comprehensive adaptive system
suitable for the Social Semantic Web. To adapt to user needs, adaptive sys-
tems need user information. This information currently is distributed all over
the web and not re-usable. A key role to connect the different building blocks
is the “semantification” of the different parts of an adaptive system, see Sec-
tion 1.2. A semantic user model, fitted to the needs of the Social Semantic
Web, helps re-using user information and thus enhancing the personalization
process.

In the following chapter, we present an approach for semantic collection and
modeling of user behavior as a first semantic building block.

1http://www.w3.org



Chapter 3

User Behavior and User
Tracking with Semantic
Technologies

In this chapter, we focus on the first and second layer of the adaptive system
architecture, illustrated in Fig. 1.5, the Data Acquisition and Data Repre-
sentation layer. Given background on implicit feedback and Web mining in
adaptive systems from the previous chapter (see Section 2.1.3), in the next
sections, we present a new approach to Web Usage Mining using semantic
techniques to cope with the challenges of today’s highly dynamic Web ap-
plications. We introduce two new building blocks for semantic user behavior
tracking and management to get more insights about user interests and pref-
erences based on user behavior. A deep understanding how users behave
when they interact with highly dynamic and adaptive applications allows to
create personalized applications and recommendation systems that support
users and satisfy their needs.

Fig. 3.1 highlights (yellow bubbles) the parts that will be discussed in-depth
in this chapter. We present our solution for implicit data acquisition which
allows to track not only direct user actions but also semantically related
information, see Section 3.2. In Section 3.3 we introduce a model that builds
the basis for an application-independent management of the tracked user
behavior data. Furthermore, in Section 3.4 we present a case study based
on a news recommendation system we developed that combines both, the
tracking system and the model, to compute a personalized news stream.

33
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Figure 3.1: Parts of the adaptive system that are discussed in this chapter.

The main contributions for this chapter have been published in [165, 152,
159].

3.1 Introduction to Semantic Web Usage Min-

ing

In recent years, we experienced two major paradigm shifts coming with the
Web 2.0: Improved technical possibilities led to more and more complex
and interactive websites and that changed the way users understand and
use the Web dramatically. Today, users understand themselves as a part
of the Web and demand for ways to express their opinions and thoughts.
Therefore, web applications offer more and more ways to allow users to tailor
the site according to their needs. Successful examples are Flickr or Facebook
where users can personalize their profiles, news-feeds and share information
with social contacts in several ways. These paradigm shifts, firstly from
static to more complex and interactive web applications, and secondly the
change of the user role from consumer to producer are accompanied with
new requirements on user tracking systems and on back-end management
structures.

Our goal is to extend the process of Web Usage Mining (WUM) to a Seman-
tic Web Usage Mining process (SWUM) to collect more fine-grained data
from user interactions than collected with today’s tacking solutions to pro-
vide more personalized services such as recommendation and search. WUM
is a sub-type of the general web mining process that focuses on the analysis
of historical data such as Web server logs, browser caches, etc. to gain knowl-
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edge about the user and the way a website is used. With this information it
is possible to improve a website’s user interface (UI) to better match common
usage patterns and to build user profiles that allow for personalization and
help to meet user needs [19].

In this chapter, we present two contributions to proceed with the transition
from Web Usage Mining (WUM) to Semantic Web Usage Mining (SWUM):

The semantic tracking of user behavior information: Before the Web
2.0, a typical Web application was a collection of HTML documents where
user interaction consisted of following hyperlinks between them. Each click
on a hyperlink is send to the server which in return send the requested HTML
document. This form of client-server communication ensured that all user
actions are recognized and processed on the server-side. In today’s AJAX-
based Web applications, so called Rich Internet Application (RIA), the form
of client-server communication changed completely. After the initial loading
of a website, the user can perform actions only on the user interface (UI)
without sending data to the server. Further on, only parts of the website can
be changed by requesting new information meaning that only parts of the
website are changed. This can cause other data on the website to be invalid.

This new form of user interaction with a website requires new forms of user
tracking systems. In Section 3.2 we introduce a new tracking approach that
allows applications to track complex user interaction on the client-side.

The semantic modeling of user behavior information: The logging
of user behavior has a long history, even longer than the World Wide Web.
In the beginning of the 1980s, Tolle [203] started with the log analysis of
the Online Computer Library Center to see to what extent different features
were used by the users. One conclusion drawn from the work was that the
logged data should follow well-defined requirements and have a clear struc-
ture to ease the following analysis. Till today, data collection for the web
usage mining process is most often done in Web server logs [194]. A widely
used log format is the Common Logfile Format (CLF), used by several web
servers such as the apache web server1. The log file follows a predefined struc-
ture ”remotehost rfc931 authuser [date] ’request’ status bytes”, an example
is shown in Fig. 3.2.

This format, while standardized and thus easy to process, still relies on

1http://httpd.apache.org/, Last visited 2012-05-08
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Figure 3.2: Example of the Common Logfile Format.

the old request-response paradigm between server and client and thus did
not reflect typical user interaction with today’s highly dynamic webpages.
In Section 3.3, we introduce a new format, a new model, to manage user
behavior data in a way that fits the way how today’s web applications are
used. Moreover, with our new model, sharing and re-usage of collected data
across applications is made possible.

3.2 Semantic User Tracking

User Tracking is the main part of the Web Usage Mining process. It allows
getting detailed data about how users interact with an application. It also
builds the basis for an analysis of e.g. the usability of a webpage based on
detected navigation patterns or to build user profiles. These profiles are used
for personalization or recommendations.

3.2.1 Background on User Tracking

Tracking of user actions can take place on both sides of the system - on
the client-side or on the server-side [73]. In the following, we will present ap-
proaches for server as well as client-based solutions and discuss disadvantages
and advantages of those solutions. Based on the results, we will introduce our
tracking solution, overcoming disadvantages of current systems and serving
as a tracking system for the future web.

Server-side tracking

In addition to the mentioned Common Logfile Format, another prominent
log file example is the W3C Extended Logfile Format (ELF) which is the
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standard log format for Internet Information Services(IIS)2. The ELF pro-
vides more flexibility than the CLF as it allows customized extensions. This,
on the other hand means, that such an extended version is not understand-
able by all applications. Such applications are so called log analyzers which
process the log data to generate statistics which visualize e.g. what content
is viewed by most customers, how long did they stay on a website or from
which country they come from. Numerous tools exists such as AWStats3,
FastStats Log Analyzer4 and Webalizer5 to name a few systems available on
the market today.

Research approaches such as SpeedTracer [210] und Lumberjack [60] analyze
log data to identify users and to build user profiles. Lumberjack focuses on
the task of grouping user sessions into common activities such as ”product
catalog browsing” or ”financial information gathering”. The user profile that
Lumberjack creates is a combination of all activities of a user in a browser
session that are available in the server log files. Every website is modeled
as a multi-feature vector model including words, URL, in- and outlinks, de-
scribing the website and the user profile is a weighted combination of all the
different vectors of the visited websites. Afterwards, the created user profile
is compared with other profiles to create clusters of similar users. Speed-
Tracer tries to identify user sessions in log files to build distinct user profiles.
The difficulty lies on the incomplete information in log files, e.g. often com-
pany servers are only visible to the outside through a single Internet Protocol
address (IP address). A session is identified by IP, timestamps, URL of the
requested page, referral and the browser agent. If the time between two ac-
tions is longer then a specified period, the actions will belong to two different
sessions. Sessions are then analyzed to identify common paths of the user
and common combinations of visited paths and pages. In Eickhoff et al. [72],
the authors show that by analyzing search log-files, it is possible to learn the
developing domain expertise and changing behavior of a user over time. Do-

2http://www.iis.net/, Last visited 2014-05-25
3AWstats is an open source log analyzer that supports all log file formats (NCSA

combined/XLF/ELF log format or common/CLF log format), WebStar, IIS (W3C log
format). It gives detailed information about of visits, and number of unique visitors, most
visited pages etc. http://awstats.sourceforge.net/, Last visited 2014-05-25

4FastStats Log Analyzer is a commercial application that analyzes traffic patterns
of a webpage to detect e.g. flaws in the design and to keep users on the site. http:
//www.mach5.com/products/analyzer/index.php, Last visited 2014-05-25

5Webalizer is a free log analyzer supporting the Common logfile format (CLF), several
variations of the NCSA Combined logfile format), and the W3C Extended log format. The
possible analyses are comparable to the other described systems. http://webalizer.org/,
Last visited 2014-05-25
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gan et al. [68] present an in-depth log analysis for the searches in the health
domain, concluding that search behavior in a domain is more focused, e.g.
searching explicitly for authors or genes, and users rephrasing their searches
more often. Most of the presented works focus on enhancing search results.
Dumais et al. [70] present a comprehensive study covering also a HCI per-
spective showing methods to use logs to also gain insights how an application
is perceived by users.

In addition to the raw analysis of log files, some approaches uses proxy
servers, which build a middle-layer between the application and the server
to pickup more user data. In [16], a proxy server, the UsaProxy, is used to
address the problem that log files only contain actual requests from users
and not the interaction with the website, like mouse movement. The proxy
server handles all HTTP requests and thus allows monitoring all visited web-
sites. To track user interaction, the UsaProxy adds JavaScript code to every
website that passes the proxy. This allows to track JavaScript events such as
mouse movement, clicks etc. The focus in this work was to ease the process
of usability testing by allowing a detailed tracking of user interaction, but it
can also build the basis for creating a user profile.

To summarize, server-side tracking is an unobtrusive way to get data about
usage patterns of websites and, to some extent, of users. A major shortcoming
of server-side tracking is the fact that it only gives an incomplete picture of
the user [148], which is especially bad for personalized services. Srivastava et
al. [194] also mention that most browser cache pages for reoccurring requests
and that these requests are not send and to that effect not logged on the
server.

Client-side Tracking

Client-side tracking allows for more detailed data about the user interac-
tion [76]. To realize client-side tracking, one can use external applications,
browser extensions or approaches integrated in an application. In the fol-
lowing sections, we introduce some examples for these techniques and show
advantages and drawbacks of client-side tracking solutions. The focus lies
on current tracking solutions mainly utilizing JavaScript. Before JavaScript
became a favored technique, systems often used Java applets to track user
actions. Hölldobler and Michel [97] presented TELLIM, a system using Java
Applets to track the user action and to generate customized multimedia pre-
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sentations. Fenstermacher et al. [76] used a Python based client tracker that
connects to Microsofts Internet Explorer DOM (document object model) and
tracks these events.

Woopra6 is a real-time analytics service offering a JAVA based client that
allows to track and analyze several different websites. The JAVA client allows
to see user behavior in real-time. To enable the tracking one has to add a
JavaScript snippet into the website that should be tracked. Data is then send
via AJAX to a server and from there accessible for the JAVA Client. Adding
JavaScript snippets to the website is the current de-facto standard when
it comes to client-side tracking. With the advent of the AJAX technology
and the support by all major browsers, this technology became the preferred
method. To track all elements and behavior, extra code has to be embedded
on the website. One of the most prominent candidates using JavaScript
snippets is Google Analytics7.

One shortcoming of client-side systems using JavaScript is that they do not
have access to referrer information of the last server requests, like what sites
the user visited before. Google, the search engine part, stores this information
in a cookie, which is read out by Google Analytics. Cookies are also used
to recognize individual users and allow tracking across different pages. One
workaround for this problem is the JavaScript History-object which contains
all URLs of pages that the user has viewed in the current window of the
browser. Of course this is only a subset of visited websites as users use
different tabs or browser windows.

Another solution for client-side tracking without using scripts is an approach
used by the etracker’s Web Analytics solution8. Etracker loads an invisible
’counter pixel’ with every page request (See Fig. 3.3) and thus the etracker
server knows which pages a user has loaded.

The list of commercial client-side tracking systems can be continued endlessly.
We present a few more systems that rely on JavaScript snippets to provide
an insight into common characteristics: Clicky9 tracks behavior and origin
of users and offers diagrams of click activities of users. To enable Clicky to
track more detailed data, specific CSS classes (comparable with the Google
Analytics approach to add extra code snippets) are defined to e.g. mark

6http://www.woopra.com/, Last visited 2014-04-22
7http://www.google.com/analytics/, Last visited 2014-04-22
8http://www.etracker.com, Last visited 2014-04-22
9http://getclicky.com, Last visited 2014-05-25
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Figure 3.3: The invisible Pixel Solution which loads an invisible
pixel with each page request to track the user. Picture taken from
http://www.etracker.com.

elements as ignorable for the tracking component. Dojox Analytics10 is a
tracking component that focuses on developers of web applications. It allows
sending error and log messages back to a server. With additional plugins, it
also offers the possibility to track more user related data, e.g. where a user is
active on a website. Baynote11 is a commercial recommendation service that
offers a tracking component that can be included into existing sites. Baynote
tracks user behavior to learn user interests. Baynote collects data about,
among other things, what a site’s visitors searched for, how they move the
mouse, what results are clicked on, and how long they spend looking at pages.
This information is send to the server where it is analyzed. The analysis and
recommendations are based on tags which are either added manually to the
site itself or extracted from the search query.

Not only commercial systems take advantage of the tracking possibilities of
JavaScript. Also research systems use the possibility to do a fine-grained
user tracking. Mueller et al. [141] developed the system Cheese to explore if
not only the mouse click but the complete mouse movement could be used
to create useful user profiles. They found, that common mouse behavior
across user exists and that it could be used by content providers to increase
the effectiveness of their interface design. Chen et al. [59] tested if there
is a correlation between mouse movement and eye movement. Experiments
showed that there is a strong correlation and this could be used to improve
the user interface. The research shows that the tracking of more information

10http://http://dojotoolkit.org/reference-guide/dojox/analytics.html
11http://www.baynote.com
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about the user behavior helps to improve applications and thus the users’
satisfaction. It can help to ease interface development, as shown in the
research projects and can be used to build better user models, e.g. in the
Baynote system.

To summarize, client-side tracking systems must be integrated and loaded
with the webpage. Thus, it needs an active involvement of the website owner
who has to integrate it. Most of these systems are powered by JavaScript.
Client-side tracking allows to track more details not only about what page
a user visited but also what he did on it. Server-side tracking, on the other
hand, is a good and unobtrusive way to collect user behavior data but is
not enough to capture all user information [83]. It collects its data through
analysis of server logs and does not rely on code embedded in a webpage.
A shortcoming here is that only fragmented data is available. As said, only
direct page requests are logged and due to different caching strategies not
even all of them. Also to mention is a privacy problem that occurs by using
and sharing log data. As the examples of AOL and Netflix have shown, log
files are a good way to gain knowledge about a user. But sometimes more
knowledge is exploited than expected (Netflix) and anonymize data is not
one-hundred percent secure (AOL) [201].

3.2.2 Approach for a Semantic User Tracking System

The presented server-side and client-side systems have shown that getting
information about the user is a challenging task. Server-side tracking misses
a lot of user information but is easy to use. Client-side tracking collects more
data but needs to be integrated in the website itself. Nevertheless, Client-
side tracking is the best way to collect user data in more detail and thus
the basis for the approach presented in this section. We introduce our new
tracking approach that preserves semantic knowledge found on a site while
tracking user actions. Our approach extends existing solutions by broadening
the tracking scope not only to user interaction on the website, but also to
semantically related data belonging to an user action.
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Semantic User Tracking

Capturing detailed user activity is a primary step to analyze and understand
user needs. To gain meaningful information on how users interact with web
applications, the collected information needs to be more detailed than that
provided by tracking the navigation between pages or by analyzing web server
log files. The system has to track partial reloads, clicks, mouse movement or
input of text. Therefore, an advanced tracking system has to overcome the
old request and response paradigm and track information to a greater degree
on a JavaScript-event basis. Fig. 3.4 shows that the tracking of JavaScript-
events already provides detailed information about the user interaction, e.g.
it is possible to detect in which part of the page a user is active, e.g. scrolling
or typing, or if he is idle and thus, allows to build a more detailed user model.
On top of this, the tracked information can also easily be utilized to perform
more in-depth usability tests, e.g. [59] showed that the mouse movement and
the viewing direction directly corresponds to each other.

Figure 3.4: Level of detail of tracked information based on JavaScript-events.

Although JavaScript-event based tracking allows us to obtain interaction
information from complex, interactive webpages, the underlying semantic
knowledge and meta information about the user intention behind an action
is still not captured. To overcome this drawback, our approach extends the
tracking to collect meta information related to a user action. Therefore, our
solution supports wide spread semantic standards like RDFa and Microfor-
mats to describe concepts on webpages. This allows us to connect interrelated
information on a webpage on the one hand and to describe information on a
page in detail on the other hand. Hence, it allows us to obtain more mean-
ingful statements than by just tracking JavaScript-events. Fig. 3.5 depicts
this approach. It shows interrelated information on a webpage, which could
be obtained by a single user action.
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Figure 3.5: Level of detail of tracked information based on JavaScript-events
enhanced with semantic information.

Requirements for Semantic Tracking

Remembering our goal, to extend the Web Usage Mining to a Semantic Web
Usage Mining process, previous work and existing systems showed, that this
can only be done on the client-side. While the presented systems allow to
track user interaction to a great extent, it is still only the pure interaction
that is tracked. To be able to deduce the user’s intention or motivation
behind an action, more data is needed.

This section defines the requirements for a tracking solution that is capable
of the described tracking of user interactions and related data of that inter-
action. The requirements are a combination of requirements from different
perspectives: We took into account the research view [76, 189], capabili-
ties of current tracking systems and requirements from industry collect from
the project partners during the work in SERUM [158] and PIUI [163]. The
following requirements are defined:

• Detailed and accurate tracking of user actions on a page, e.g. mouse
movements, scrolling, clicks or text input.

• Beside the detailed tracking of user actions, also related information
on a page should be tracked. If for instance a user clicks on the second
element of a result list, then the first and third results should be also
send back to the server. This is important to understand why a user
clicked on the second element and e.g. not on the first element.

• Unobtrusive tracking, meaning the user is not negatively affected by
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the tracking.

• Customizable, the amount and type of actions that are tracked should
be individually adjustable.

• Platform independence from the client operating system/browser.

• As few client-side changes as possible to use the tracking system.

The main requirement for the evolution from standard to semantic tracking
is the second requirement. This says that not only the actual interaction
must be tracked but also surrounding, related information which could have
influenced the user action.

Semantic User Behavior Tracker

Based on the analysis of current approaches to user tracking, see Section 3.2.1,
and the requirements that we defined in Section 3.2.2, the following design
choices were made:

• The tracking system will be a JavaScript based client-side tracking
system.

• All JavaScript events (see Fig. 3.7) can be tracked.

• Tracked information is send to a server-side counterpart that manages
and saves the information.

• To gather semantic information the system supports Microformats and
RDFa.

An overview of the intended system is given in Fig. 3.6.

The decision for a client-side architecture was made because of the fact, that
only a client-side tracking of user interaction allows us to get the needed
level of detail about user interactions. For the intended goal not only to get
information about what the user does but also why, every piece of data is
important. JavaScript is here the technique of choice. It is supported by all
web-browsers and allows the tracking of a wide variety of different actions.
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Tracking Library

Tracking Server
Backend
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Client Server 
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CancelOk
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Figure 3.6: Overview of the tracking system and it’s integration into existing
client server architectures.
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Therefore, our tracking system supports all JavaScript events as these allow
direct implications on the user intention behind an action. Fig. 3.7 shows the
supported JavaScript events.

Figure 3.7: The different JavaScript-events that can be used for detailed
behavior tracking.

While JavaScript based approaches are widely used in academia as well as
in industry, they still lack the ability to track the semantic meaning behind
user actions, as we defined in our second requirement. To track the semantics
of an user action, the tracker must be able to gather additional information.
This implicit information can be called context [69]. What we want to track
is information that has an influence on the decisions of users and thus influ-
ences their behavior. To do so, we decided to utilize rising semantic markup
languages like Microformats and RDFa. These semantic markups describe
information in a semantic, machine readable way. This allows our tracker to
understand what a webpage is about and what elements are on that website.
Based on this understanding, the tracker is capable of tracking a users’ action
and related information, the context of the action.

We decided to support two markup languages initially, Microformats and
RDFa, as both approaches currently have a similar distribution over the
web.

Semantic markup languages help us to fulfill the second requirement, the
tracking of meaning. While RDFa fully supports it, Microformats due to the
missing interlinkage capabilities is only partially fulfilling it but due to its
adaption in the World Wide Web an non-neglectable markup language. The
tracking itself happens non-intrusive, meaning the user does not realize it.
As said, RDFa is the more powerful markup language and thus the following
explanations focus on RDFa. For Microformats see [196].

To track actual user behavior and meaning behind it, the tracking system first
needs to know the semantic (ontologies), it needs to look for. This follows
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the Semantic Web schema, where communicating parties first need to agree
on a common language and understanding. While Microformats define their
own ontology, RDFa gives us the opportunity to use any available ontology
needed. In the following paragraphs, we present examples for Microformats
as well as RDFa, and highlight the advantages of the semantic approach.

Microformats Tracking: Microformats is an open data standard that is
designed for humans first and machines second. It defines a set of simple,
open data formats that extend existing and widely adopted standards such as
HTML or XHTML. The goal is to use existing standards instead of building
a complete new approach. Microformats intend to solve simpler problems
first by adapting to current behaviors and usage patterns.

The following code shows an example of microformats. It is used in DAIKnow [135],
a social bookmarking system developed at DAI-Labor. The microformats de-
scription is added to existing HTML code using the CSS-class attribute.

<div class="item_list_entry hproduct bookmark">

<h2 class="conversion property download">

<a href="/DAIKnow/items/details/700" class="product-title">

Pint Labs Brews Up New Version of BreweryDB and API

</a>

<div class="product-type" style="display:none;">Website</div>

<div class="p-v" style="display:none;">

<i class="property url">http://blog.programmableweb.com/2012/04/02/

pint-labs-brews-up-new-version-of-brewerydb-and-api</i>

</div>

</h2>

</div>

This example shows a list entry, as part of a search list for instance, that
is marked as an hproduct, which identifies the entry as an ’product’. By
interacting with this element, our tracking system can extract information
about the type (in this example a website), the url and the title. This
allows to get an understanding of the object a user interacted with. Where
microformats fall short is when it comes to defining relations between objects
on the website.

RDFa Tracking: RDFa (Resource Description Framework - in - attributes)
is a W3C Recommendation that adds a set of attribute-level extensions to
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HTML for embedding rich metadata within Web documents. The RDF data-
model mapping enables its use for embedding RDF subject-predicate-object
expressions within XHTML documents, it also enables the extraction of RDF
model triples by compliant user agents.

RDFa usage example from DAIKnow. In contrast to Microformats, RDFa
uses extra attributes, such as typeof or about that are based on RDF.

<div typeof="ubo:Element" about="http://localhost:8080/KnowWebGui/item/700">

<span property="ubo:elementID" style="display:none">700</span>

<span property="ubo:elementType" style="display:none">Bookmark</span>

<span rel="ubo:subElementOf" resource="http://localhost:8080/KnowWebGui/item/list"/>

<div class="itemTitle float_left">

<h2 class="conversion property download">

<a href="/DAIKnow/items/details/700" class="product-title">

<img src="/DAIKnow/images/vw/icons/type_Website__v36991.png" />

Pint Labs Brews Up New Version of BreweryDB and API

</a>

<div>

http://blog.programmableweb.com/2012/04/02/

pint-labs-brews-up-new-version-of-brewerydb-and-api/

</div>

</h2>

</div>

This example shows the same entity described in the Microformats exam-
ple. It defines the entity as an ubo:Element (which is introduced later on
in Section 3.3) and adds several extra information, for example the type of an
element, here Bookmark or an ID. This is comparable to the Microformats
markup, but RDFa also allows to add links to other elements. In this exam-
ple, it creates a link to a list (http://localhost:8080/KnowWebGui/item/list)
and marks this element as a sub-element of this list using ubo:SubElementOf.
Our tracker can follow this link and for example track what elements where
displayed and what were the elements before and after the clicked entity.
This can then be used to determine interests (on the clicked entity) and non-
interest (e.g. on the item before the clicked one). One main advantage of this
presented semantic tracking system is that it is not bound to the application.
It can follow links to external semantic knowledge sources such as Freebase12

or DBpedia13, and extend the knowledge about the user even more. This
enrichment can improve adaptation services, shown in Chapter 5. The case

12http://freebase.com, Last visited 2014-05-25
13http://dbpedia.org, Last visited 2014-05-25
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study in Section 3.4 outlines a complete example from tracking, to user inter-
ests and then to recommendations. To prevent the tracker from influencing
performance of an Web application, it can be configured to follow links only
to certain level and to avoid cycles. The tracked information is then send
to the server using the JSON format. On the server-side the information is
processed and saved.

The server-side part of the system offers techniques to plug in self-defined
analysis methods that can interpret the user actions. By default all user
actions are stored in either a dedicated SQL-based storing solution or in an
RDF-based storage system. Therefore, a component called SemanticStore
was developed which defines Interfaces that allow to store information in
SPARQL compliant storage systems. Currently, JENA14 and Virtuoso15 are
supported. This RDF based storing is an important part as it allows us to
close the gap between the semantic tracking and the storage of the informa-
tion.

3.2.3 Conclusion

In the previous sections, we explained the transition from WUM to SWUM.
We presented a new tracking approach, that extends current systems by using
JavaScript combined with the capability to understand and track semantic
markup languages (RDFa and Microformats) on the client-side to collect
meaning-full information about user behavior and the underlying intention.
The extension is the first step to a Semantic Web Usage mining process. It
allows us to realize the tracking of the user interaction and related informa-
tion on the website depicted in Fig. 3.5. The presented tracking solution is
our approach for collecting implicit information task (yellow bubble) in the
first layer of Fig. 1.5 - the implicit data collection.

We also build a server-side storage solution relying on RDF to store the
collected data which allows us to collect semantic information on the client-
side and to store it in the back-end. So far, every application still has to
define their own data storage format, and thus, the analysis of the tracked
data has to be adapted for each self-defined format. These self-defined for-
mats have two drawbacks, methods and algorithms to process this data have

14http://jena.apache.org, Last visited 2014-05-25
15http://virtuoso.openlinksw.com, Last visited 2014-05-25
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to be adapted for each format and collected and processed data cannot be
shared to enhance personalization and recommendations of other applica-
tions. Recapitulating the advantages of the server-side logging solutions, the
standardized logging formats come to mind. A standardized format to store
user action captured by the client-side tracking component would close the
semantic user behavior tracking gap as it makes the collected data share-able
and re-usable. In the next section we introduce a new model for collecting
user behavior based Semantic Web standards.

3.3 The User Behavior Model

After introducing our semantic tracking approach in the previous section
and concluding that for a fully semantic tracking approach also a semantic
back-end is needed, in this section we introduce a new ontology-based model
for the collection and management of user behavior data, the User Behavior
Ontology (UBO) [153]. The UBO serves two main goals:

1. Defining a common data model, an ontology, to manage user behav-
ior information as described in the previous section: With UBO, data
about user behavior can be collected using a common data model and
thus can be shared and reused across systems. UBO defines a common
schema for the semantic collection of user behavior, where the raw in-
teraction, as well as semantic information about the user intention,
context etc. can be stored. Previous work mostly focuses on domain
specific modeling [171]. The data management is application indepen-
dent, which means that when sharing UBO data, other applications
can use the data to run their own data analysis approaches and use
this for personalizing recommendations or adapting the User Interface
(UI) [209].

2. Linking user behavior data with external knowledge following the Linked
Open Data process: Due to the creation of an ontology as a common
data model, UBO should also allow to connect behavior with exter-
nal resources. This means that collected behavior can be connected to
other ontologies, adding extra knowledge, for example about a user’s
intention behind a click, or information processed by an connected ma-
chine learning approach. This, for instance, allows to model informa-
tion about what an application assumes the user is interested in, which
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is valuable input for another application when data is shared.

UBO has the clear goal to serve as a general model for the interaction with
an application, a semantic form of the server log files. It is not intended to be
part of a general model for all possible types of behavior. The field theory of
Lewin [124] proposes that human behavior is the function of both the person
and the environment. With UBO, the focus is set on the environment, what
type of application is the user interacting with, what elements are visible to
the user etc. The user itself, their current emotions and needs are not part
of UBO. This must be incorporated by other models, see Section 4.3.2.

As outlined in the previous section, the main goal of user behavior collection,
the web usage mining process, is to get detailed information about how users
interact with an application to find possible UI flaws and to understand what
people want in order to offer better personalization or recommendation. This
has to be part of UBO, too. The challenge is to build a model that allows
to manage explicit information such as an click event, and to manage the
implicit information that is also tracked with our tracking system.

3.3.1 Conception of UBO

UBO orients itself on the log file formats described in Section 3.2.1. As stated
above, its purpose is to provide a semantic model for user behavior that can
be extended with additional meta-information. Existing work on general user
behavior ontologies is scarce. The work of Schmidt et al. [185] proposes a set
of different models to capture all relevant data for website personalization.
The used models cover the website structure (Web Portal Ontology), website
content (Content Ontology), user (User Ontology), and website usage data
as well as knowledge about the adaptation process itself (Adaptation Ontol-
ogy). The most important ontology is the adaption ontology which is used to
decide if an adaptation should take place and how to do that. The adaption
decisions are based on predefined rules. The ontology most related to UBO is
the Behavior Ontology [185]. The Behavior Ontology captures atomic events,
such as mouse related or keyboard events, and when an event started and
ended. UBO centers around the Element a user is interacting with. With
UBO, the interaction with that a website element is tracked, how the user
interacted with the element and also what other elements were visible and
semantically connected. UBO allows collecting more information than the



52 CHAPTER 3. SEMANTIC USER BEHAVIOR AND TRACKING

Behavior Ontology presented in [185]. The combination of the Web Portal
and the Behavior Ontology allows at least to connect an event to the page
structure, but still the possibility to track underlying semantic connections on
a webpage is not given. It is also not explained how the Web Portal Ontology
copes with partial reloads of the website. This change in the website struc-
ture is trackable with our proposed solution, as explained in Section 3.2.2
and can be captured using UBO. Ngoc et al. [142] present an approach for
generalized ontologies for user preferences, the Spatio-Temporal Ontology of
User Preference (STOUP), and behavior routine, the Spatio-Temporal On-
tology of User Routine (STOUR). STOUR covers part of the intended UBO
functionality as it allows to model re-occuring activities in a routine element
connected with time and system information. This is an higher-aggregation
of the UBO Event Element but already processed to meta-knowledge. The
goal of UBO is to be able to model and track atomic events and allow to
process such meta-knowledge using atomic knowledge.

Before we introduce the UBO in detail, we first outline its creation and mod-
eling process which follows a commonly agreed process for ontology creation.

Research Method

The objective when developing an ontology is to share a common understand-
ing of the structure of information among people or software agents [84]. To-
day, several methods and methodologies for developing ontologies exist [62].
Uschold and Gruninger [205] present a skeletal methodology for ontology
engineering. We adopted it with different methods and technologies for on-
tology building [85, 150]. The research approach considers the following
stages:

• Ontology goal and scope - The scope depends on the intended usage, and
the users, of the collected information - The goal of this thesis is to en-
hance adaptive systems e.g. for customizing intranet navigation [180].
This goal in mind, the scope of UBO is to define a model that allows us
to capture all user actions within the web application, user intentions
and meta-information that could be used for adaptation. UBO is sup-
posed to support existing web usage mining approaches [26, 25] but also
to support the usage of semantic information for personalization [63].

• Ontology capture and formalization - To define the structure of the
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UBO we analyzed existing log file formats and log analyzers to see
what data is logged and utilized (see Section 3.1). We incorporated
knowledge from the research site [81, 182, 100, 185] and we take into
account what is technical possible to track( Section 3.2.1). Based on
these inputs, we define a graphical representation, see Fig. 3.16 that is
used to build a conceptual model. We analyze the integration of ex-
isting ontologies to use previously established conceptualizations. The
conceptual model was then transformed into a formal model and coded.

• Ontology evaluation - We evaluated the ontology in respect to the pur-
pose and its intended use. In doing so, we used the test application
described in Section 3.4.

• Ontology documentation - We documented the concepts and relation-
ships in a data dictionary, where each concept is described by its name,
description, cardinality, etc.

We used this approach to develop the UBO to capture knowledge about user
behavior and intention. In the next section we present our research results
in more detail.

3.3.2 Model description of UBO

UBO is a collection of different linked entities that give a complete picture of
user behavior during a session and longer periods of time. It covers the users’
actual behavior as well as implicit knowledge. A complete overview of UBO
is given in Fig. 3.16. UBO is divided into different parts covering all aspects
of the behavior life-cycle, application dependent aspects, user aspects and
interaction aspects. In the remainder of this section, we describe the most
important entities, their function, their properties and their intended usage.

Application Aspect

The application aspects cover all information about the application required
that the user is interacting with. What type of application is it, what different
views (e.g. different webpages) belong to it and what is modeled/displayed
on the page.
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Application

The OWL class Application defines the name and an ID for the application
that is used to identify the application. It allows links to the ubo:Domain
to determine the scope of the application and to the different ubo:Views the
application has. An Application can consist of multiple views but must define
at least one. An application can cover several domains, e.g., a news website.
In this case, the different ubo:Views define a specific domain, e.g. sport.

Application Object Properties

Predicate Inverse Direction Description

ubo:hasView ubo:isPartOfApplication The relation describes,
that every application
consists of different views
(see ubo:View OWL-
Class). An application
must have at least one
view.

ubo:designedForDomain ubo:validForApplication An application can be de-
signed for a special do-
main. This relation con-
nects the application with
the ubo:domain.

Application Data Properties

Predicate Object Type Description

ubo:applicationName rdfs:Literal This property defines the
name of the application.

ubo:applicationID xsd:Long This property defines a
single, unique ID for the
application. In contrast to
ubo:applicationName,
this property must be
unique

Table 3.1: Properties of the OWL class Application

View

The OWL class View defines a single view (e.g. webpage) of a ubo:Application.
It can define a ubo:Domain (which can be different from the general appli-
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cation domains) and link to different ubo:Elements. A View can contain
several ubo:Elements. Those ubo:Element objects can describe an entity, e.g.
an artist, that is covered in an article or define a link to a different View.

View Object Properties

Predicate Inverse Direction Description

ubo:isPartOfApplication ubo:hasView This relation defines
which application the
view belongs to.

ubo:hasElement ubo:isPartOfView This relation specifies
which elements are con-
nected to that view.

ubo:viewHasDomain ubo:domainUsedBy This allows for connecting
a domain to a view. E.g.
this view is about the do-
main of ”Sport”

View Data Properties

Predicate Object Type Description

ubo:viewName rdfs:Literal The name of the view.
E.g. ”Football news view”

Table 3.2: Properties of the OWL class ubo:View

Element

The OWL class Element marks parts of the website as contentual relevant.
An Element can be an artist on a news page or a link to another ubo:View
or external page. Elements can also refer to each other in one ubo:View
to define that Elements are related. With the ubo:elementRank property,
rankings can be defined, e.g. the rank of the element in a search result list.
This is be helpful when computing an interest model as Elements above the
element the user interacted with my not be interesting.

Element Object Properties

Predicate Inverse Direction Description

ubo:isPartOfView ubo:hasElement This relation declares
which ubo:View an
element belongs to.
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ubo:relatedTo – An element can be related
to another element. E.g.
a “Submit”-button that is
related to a form.

ubo:subElementOf – This relation pools
ubo:Elements that
are sequences or some-
how sorted lists of
ubo:Elements . E.g.
a search result list.
The result list itself
is a ubo:Element
and the results are
ubo:Elements too. That
means all results are
ubo:subElementOf the
search result list element.

Element Data Properties

Predicate Object Type Description

ubo:elementID rdfs:Literal Unique ID of an el-
ement within the
ubo:Application.

ubo:elementType rdfs:Literal This property defines the
type of the element. E.g.
button, text field, link,
etc.

ubo:elementDescription rdfs:Literal This property can include
additional information or
comments describing the
element.

ubo:elementRank xsd:Integer This property is related to
ubo:subElementOf. To
stay with the search result
list example, this property
denotes the rank of the el-
ement in the result list.
The rank must be posi-
tive, natural number (N1)

Table 3.3: Properties of the OWL class Element
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Domain

The Domain defines the topic of a ubo:View or ubo:Application. It allows to
define a name for it, which can be a textual description. More important is
the property ubo:domainURL which defines the domain by giving it a unique
URI which is a commonly agreed description of the topic. Recommended
is to use URLs from large encyclopedic resources such as Wikipedia or its
semantic equivalent DBpedia. This approach, which follows the Linked Data
Principles (see [41, 40]), allows other applications to understand what the
application or view is about.

Domain Object Property

Predicate Inverse Direction Description

ubo:validForApplication ubo:designedForDomain This relation connects
a domain with an
ubo:Application.

ubo:domainUsedBy ubo:viewHasDomain This relation connects
a domain with an
ubo:View.

Domain Data Property

Predicate Object Type Description

ubo:domainTerm rdfs:Literal The name of the domain,
e.g. “Sport”.

ubo:domainURL rdfs:Literal Link to a detailed descrip-
tion of the domain. This
link follows the LOD prin-
ciples, so this URL could
link to the DBpedia page
about sport.

Table 3.4: Properties of the OWL class Domain

User Aspects

User aspects include all information about the user, the device that is used
to access an application and session information. This information allows to
identify a user and to distinguish between different devices that a user may
use. This helps to identify contexts, e.g. mobile or at home, and give better
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recommendations based on the context. The session information helps to
narrow down the context, as it allows to unambiguously differentiate when
the user did what. This allows to create context such as at work, during
lunch etc.

User

The User entity in UBO allows to identify a user. As mentioned in Sec-
tion 3.3, UBO is not focusing on the user itself, but has the goal to collect
data about the user interaction and the context, the environment, of the
interaction to have sophisticated data that allows for inferring interests and
intention of a user. Therefore, the User entity only allows to set a login
name, which can be a user name or ID, and to link it to a session.

User Object Properties

Predicate Inverse Direction Description

ubo:hasSession ubo:sessionOwnedBy The relation connects a
user with a ubo:Session.
All events in that session
are now linked to the user.

User Data Properties

Predicate Object Type Description

ubo:fullName rdfs:Literal Name of the user.

ubo:loginName rdfs:Literal Login name of the user.

Table 3.5: Properties of the OWL class User

Device

The Device entity describes all relevant properties of a device, mobile, PC,
etc., that helps to later distinguish between different devices of a user. That
could be a notebook and PC which both run the same OS but with differ-
ent screen resolutions, or a mobile device. This could be used to adapt UI
elements or to determine a context, office, home or on the road.



3.3 The User Behavior Model 59

Device Object Properties

Predicate Inverse Direction Description

ubo:deviceUsedIn ubo:hasDevice This defines which device
a user used during the ses-
sion.

Device Data Properties

Predicate Object Type Description

ubo:deviceOS rdfs:Literal Name of the OS or URI to
LOD.

ubo:loginName rdfs:Literal Defines which input types
are supported by the de-
vice.

Table 3.6: Properties of the OWL class Device

SessionContext

The OWL class SessionContext describes a time-frame when a user inter-
acted with an application or multiple applications without a longer pause in
between. It defines a start and end time and set the used devices. A Ses-
sionContext belongs always to one ubo:User.

Interaction Aspects

The interaction aspects cover all entities that help to manage the actual be-
havior. Information about what the user did on a webpage, read an article,
clicked a link or hovered over a picture, etc., is important for later person-
alization and recommendation purposes. While the application aspects give
us insights on how the application is structured and thus allows to draw im-
plicit conclusions from the way the user interacted with it, the interaction
gives us an explicit feedback. The click on a recommended item indicates
that it matches the users’ interests. To what extent depends on the further
interaction, if the user for instance buys the item than it is a strong indi-
cator for a positive perception, while a quick return to the recommendation
lists indicates that the recommended item probably did not match the users’
interests.
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SessionContext Object Properties

Predicate Inverse Direction Description

ubo:sessionOwnedBy ubo:hasSession This relation connects a
Session with a User.

ubo:hasDevice ubo:deviceUsedIn This defines which device
a user used during the ses-
sion.

SessionContext Data Properties

Predicate Object Type Description

ubo:sessionID rdfs:Literal Unique session id. E.g.
the browser session id.

ubo:sessionBegin xsd:DateTime Defines the start time and
date of the session.

ubo:sessionEnd xsd:DateTime Defines the end time and
date of the session.

Table 3.7: Properties of the OWL class SessionContext

Event

The OWL class Event describes the type of event (click, mouse over, etc.)
and the Element or View the user interacted with. An event always occurs
on an Element or View. With the type of the Event, also the time when the
event happened is tracked. This allows to later identify chains of actions and
create higher order events. For example a click event on an element, followed
by a mouse move, followed by a click release event on a different element
could be a Drag-and-Drop event where an item is dropped into a basket.

Event Object Properties

Predicate Inverse Direction Description

ubo:triggeredFrom ubo:generateEvent This relation connects an
event with the user who
triggered the event. This
only happens if the user is
known, e.g., logged in.

ubo:registeredIn ubo:recordedEvent This relation connects an
event with a session
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ubo:occuredInElement ubo:elementUsedIn This relation links
an ubo:Event to an
ubo:Element the event
occured in.

ubo:occuredInView ubo:viewUsedIn This relation connects
a domain with an
ubo:View.

Event Data Properties

Predicate Object Type Description

ubo:eventType rdfs:Literal The type of the event.
Scroll, Click, etc.

ubo:eventTime xsd:Time This assigns a time
value to the triggered
ubo:Event .

ubo:eventDate xsd:Time This assigns a date
value to the triggered
ubo:Event.

Table 3.8: Properties of the OWL class Event

3.3.3 Conclusion

In this section, we presented a new ontology, the User Behavior Ontology
(UBO), that provides the basic concepts and properties for describing and
modeling user behavior in an application as a semantic graph. With UBO,
we are able to manage and store the data collected with the tracking system,
presented in Section 3.2.2, without losing information. The semantic infor-
mation tracked on the client-side are stored in a one-to-one manner. In this
way, we track data about the structure of an application and how the user in-
teracted with it. This allows us to analyze User Interface(UI) lacks and what
differences changes to the UI make. It also allows us to create user models
about interests, needs and preferences which is needed for personalization
and recommendation.

As discussed in Section 3.3.1, existing ontologies only cover parts of the
UBO functionality, mainly leaving out the possibility to model and manage
site structures [142] or do not allow to track underlying semantic relation
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between an element a user interacts with [185]. UBO also allows to manage
changing site structures, e.g. through partial relaods, with is important to
fully track user intentions.

UBO builds a generic semantic back-end to store and manage collected user
behavior information. In combination with our tracking system a full seman-
tic tracking process is made possible. The next section presents a prototype,
that uses the tracking system and UBO to give users recommendations based
on their tracked interaction with a news application service.

3.4 SERUM - Semantic Recommendations based

on large unstructured datasets

How can semantic tracking and data management technologies be leveraged
for personalization and recommendation services? In order to address this
question, we present the SERUM system (Semantic Recommendations based
on large unstructured datasets), a news recommendation system that utilizes
semantic technologies to collect implicit user behavior and to build semantic
user models. These models, combined with large-scale semantic data sets, are
then used to compute personalized news recommendations using graph-based
algorithms. We introduce the building blocks of SERUM for the semantic
data management, personalization and recommendation, with the main fo-
cus on the implicit user behavior collection. Therefore, SERUM uses RDFa
annotations and the RDFa tracker (see Section 3.2.2) to collect meaningful
user behavior and our User Behavior Ontology (UBO, see Section 3.3) to
build semantic user behavior models. In the following sections we first in-
troduce the idea and goal of the SERUM project, afterwards we explain the
architecture of the SERUM system and then present the use cases that the
semantic web usage mining approach should cover and demonstrate it with
an example based on the SERUM system.

3.4.1 Goal of SERUM

Finding relevant news on the Internet is becoming increasingly difficult as
the number of news published every day is exploding. A search on Google
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News16 for the term ‘Ebola’ returned 161,000 results retrieved in one day. To
master this information overload, several personalized filtering approaches
have been proposed. One of the first projects was the 1992 started Grou-
pLens project [118] that recommended Usenet news based on collected rat-
ings from other readers. With our web-based application SERUM (Semantic
Recommendations based on large unstructured datasets), we support users
in finding interesting and up-to-date news about their favorite topics, cur-
rently focusing on entertainment news. Therefore, we utilize a broad range
of semantic technologies to further enhance the personalization and recom-
mendation quality. While other work focuses on only one aspect of semantic
personalization support (e.g. [204]), we build a holistic semantic approach,
including front- and back-end solutions, to better learn a user’s interest and
thus to better recommend news matching these interests. We incorporate se-
mantic information on the client-side, using RDFa17 in the user interface and
a user-tracking component that is able to track this RDFa information [165].
In the back-end, we have a semantic knowledge base that includes informa-
tion from semantic encyclopedic data sets and semantic technologies that
model the users’ interest using ontologies to link and enrich them with se-
mantic information. We briefly describe the SERUM architecture before we
go into detail and explain the semantic technologies used to collect the user
behavior and to compute the user interest model.

3.4.2 The SERUM Architecture

The SERUM architecture consists of four building blocks:

• the news crawler,

• the named entity recognition and disambiguation component (NER/NED),

• the user modeling component and

• the semantic recommender.

16http://news.google.com/, search conducted on October 19th, 2014
17RDFa (or Resource Description Framework - in - attributes) is a W3C Recommenda-

tion that allows to embed rich metadata within Web documents.
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The news crawler component, provided by Neofonie GmbH18, collects around
60,000 news articles from German and English news sites every day. The
NER/NED component [151] identifies and extracts named entities from these
news texts and links them to a data set collected from Freebase19. Freebase
is a semantic encyclopedic data collection, comparable to DBpedia20. The
data set consists of ≈ 400,000 artists, ≈ 1,700,000 tracks and albums, and
≈ 2,000 genres, connected by ≈ 1,9 million edges. This data is interlinked
with the news corpus through the entities detected in news articles using
the NER/NED component. The NER/NED associates a Freebase entry to
every entity found in an article by linking a Freebase URL to the entity. The
news corpus currently contains over 7,200,000 news articles, growing daily by
the newly crawled articles, and builds together with the Freebase data the
knowledge base for the recommender. The recommendation algorithm itself
is explained in detail in Chapter 5 and in [128].

The user modeling component implicitly collects the users’ reading behav-
ior to build a user model containing the users’ interest in topics or enti-
ties. Fig. 3.8 shows the user interface of SERUM with the personalized news
stream. Under each news article, all entities are displayed, which are de-
tected in the article. Each user interaction with an article or an entity is
tracked and incorporated in the user model. In the current system, we focus
on four behavior tracking use cases:

• User clicks on an article: The news and all related entities are marked
as interesting.

• User clicks on an article in a list: The clicked article and all related en-
tities are marked as interesting for the user, while all other surrounding
articles are marked as less interesting.

• User clicks on recognized entities in an article and

• triggered mouse-over events: Entities clicked by the user or marked by
the mouse pointer are given a higher interest rating.

This user feedback is collected using the semantic user behavior tracker de-
scribed in Section 3.2, which is part of the web application. The data is

18http://www.neofonie.de/
19http://freebase.com
20http://dbpedia.org/
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Figure 3.8: SERUM Interface showing recommended news articles and rec-
ognized entities.
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Figure 3.9: Visualization of the SERUM User Tracking use cases.

stored on the server-side in an RDF store using the User Behavior Ontology
(UBO), described in Fig. 3.16. We build on the idea presented in [185] to use
a distinct behavior model but use a more comprehensive model to not only
track events but also to track semantic relations between entities on a web-
page as presented in [165]. UBO describes all events relevant for modeling
the user behavior such as user clicks or mouse-over events. Events, triggered
by the user (e.g. clicks) are linked to news articles and named entities (e.g.
artists in the news article) the user interacted with.

Based on a statistical interaction analysis the user behavior events are ag-
gregated to identify named entities (e.g. topics, musicians and genres) the
user is interested in. The analysis includes the last n sessions of the user
(in our current system n is set to 5) where the interaction of a user is an-
alyzed and the entities are ranked according to the interaction frequency.
The analysis also includes a time aspect where an interaction has a higher
weight if the session is a current one. Furthermore, we deploy semantic data
(from Freebase) to extend the knowledge about identified named entities to
produce a richer user model. Thus, musicians recognized to be interesting
to the user are expanded with data about produced albums and collaborat-
ing artists. For example, if the user only stated interest in “Madonna”, we
can add genre information (e.g. pop) and information about collaborations
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with other artists. These enriched user profiles are used as the input for our
graph-based recommender. The more information in the user profile, the
more likely it is to find related news for a user. The news recommendation
strategy is based on the recentness of the news as well as the correlation of
computed interests and their occurrence in the news. Based on the defined
architecture, we introduce the use cases that we showcase with Serum in the
next section.

3.4.3 Serum Use Case - User Behavior Collection

In order to explain the interaction of the semantic tracking component with
the news recommendation system, we walk through the first and fourth use
case and detail the tracked user interaction, the resulting user model and
the recommendations. As mentioned in Section 3.4.2, Serum is a person-
alized news recommender where the user profile is created by tracking and
analyzing user behavior. Initially, after the first login, the user profile and
the personalized news stream is empty as depicted in Fig. 3.10. The picture
shows the empty user profile on the left and the empty personalized news
stream. To create the user profile, the user has to interact with Serum, to
read news or to search for artists.

Figure 3.10: Serum Personalization News: After the first login, no news are
recommended (right side) because no profile exists (left side) .

If the user starts reading, their first interaction is with a list of news arti-
cles where they can choose what to read. The Serum news list shows the
article, an abstract and a list of entities (artists) that are found within the
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text. Fig. 3.11 shows the news list overview on the left hand side and a
detailed view of the selected article on the right hand side.

Figure 3.11: Serum News List and article with the artists that are part of
the article.

When the user clicks on an article, that article, the position of the article and
the surrounding articles are tracked and send back to the server. Fig. 3.12
shows an example JSON snippet that is send back to the server for profile
creation. This tracked information allows to start building a user profile
as the read article, and the connected artists, are getting a positive weight.
The articles, and connected entities, surrounding the read article getting a
negative weight, as they were in the users viewport but were not as interesting
as the read article.

Apart from the tracked article information, information about the user and
the used device is also tracked and sent back to the server to assign the data
to one user (see Fig. 3.13). While users are reading the article, SERUM
also tracks the mouse movement and if they hover over an artist. This is
also sent back to the system as it may indicate that this artist is of special
interest [59]. A direct click on an artist, which leads to an extra info site
about the artist, is also tracked and treated which much higher weight for
the user profile creation.

This information, tracked by our tracking system builds the base for the
creation of a user interest profile. The used profile creation mechanism follows
the presented use cases, e.g., clicks on an article mark all artists as interesting
for a user while artists from article surrounding the clicked one are marked
as less interesting. The resulting user profile is shown in Fig. 3.14.

The created profile is used to create the personalized news stream, shown
in Fig. 3.15. The news is based on the user profile, which is a weighted
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Figure 3.12: JSON of the SERUM User Tracking uses cases.
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Figure 3.13: JSON of the SERUM User Tracking uses cases. User and Session
Information

Figure 3.14: Serum: The user profile after reading some articles.
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profile and the in chapter 5 presented graph-based algorithm to enrich user
profiles.

Figure 3.15: Serum: Personalized news.

3.4.4 Conclusion

The SERUM project shows that with the combination of our tracking sys-
tem and the UBO, the creation of user interests profiles become simply and
effective. With no visible intervention on the website, detailed tracking of
user actions is possible. This is the main requirement of our tracking sys-
tem. Of course, below the surface the website structure has to be extended
with semantic information using microformats or RDFa. But, relying on the
semantic tracking solution, with only a few read articles, the user profile al-
ready reflects general interests of the user and allows us to offer a personalized
news stream filtering the huge amount of articles. A first non-representative
test during the project showed that the created profile satisfies expectation
and the recommended news match the profiles. While the presented sce-
nario in Section 3.4.3 only showed the tracking of mouse events, the SERUM
system also tracks searches for artists and uses this information also for the
profile creation. As a search is an explicit action, the artists the user searches
for are get an higher weight in the user profile. This complex tracking is un-
obtrusive and transparent for the user, which was one requirement of our
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tracking solution. The management of the tracked information using the
UBO allows the usage of this data for future personalization in different ap-
plications. If a user registers for a new application, his previously collected
behavior data can be used to adapt the UI to personal preferences or to
compute recommendations.

3.5 Closing Discussion

In this chapter, we presented a course of action to extend the Web Usage
Mining (WUM) process to a Semantic Web Usage Mining (SWUM) pro-
cess. We presented a system to not only track user behavior but also track
meaning behind the actions. Our RDFa based approach tracks not only the
actual actions but also connected elements describing the user’s intention.
This tracked data is stored in a novel ontology. The User Behavior Ontology
(UBO) allows to store the tracking data and the meaning. Based on the
news recommendation prototype SERUM, we showed that the extension to
SWUM helps generating recommendations and creating user profiles with
less need for explicit user interaction. With the usage of semantic informa-
tion on both ends of the SERUM system, RDFa on the client-side and the
UBO and semantic encyclopedic data in the back-end, we are able to build
richer profiles, which help to improve the recommendation quality and user
satisfaction. The use of semantic encyclopedic data allows us to extend our
knowledge about a user. The collection of user behavior using RDFa allows
tracking not only information the user directly interacted with but also in-
formation that is related to an interaction. Thus, we have more information
about the user and can compute precise interests.

While in this chapter we discussed how to get more information about user
interests based on user behavior, in the next chapter we focus on the user
model itself. We will discuss two questions: ’How can we aggregate informa-
tion from different applications?’ and ’How can we build a user model for
the social web?’.
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Figure 3.16: UBO: User Behavior Ontology – An ontology for user behavior
collection
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Chapter 4

User Models for the Social
Semantic Web

With the growing impact of the Social Web, or Web 2.0, on our every day
life, people start to use more and more different web based services like Face-
book1, Twitter2, Flickr3 or blogs. They use these services to express their
opinion, communicate with others and share pictures with friends. Thereby,
they generate and distribute personal and social information like interests,
social contacts, preferences and personal goals [3]. This user information is
usually stored in a user profile deeply buried within every service, only acces-
sible through a service’s User Interface (UI) or API. This affects the user’s
ability to keep track of their personal information. They loose the overview of
what information is stored where and what is public and what private, which
leads to open privacy and security challenges. Users who have no overview
of the data stored cannot control what data is publicly available and thus,
information can be shared by accident. However, the personal information
distributed over different services represents an untapped store of knowledge
that could be used to enhance personalization and recommendation for ex-
isting services.

In this chapter, we focus on the second layer of the adaptive system archi-
tecture, illustrated in Fig. 4.1, the Data Representation layer. We want to
answer the question how can we make use of the personal information a

1http://www.facebook.com
2http://www.twitter.com
3http://www.flickr.com

75
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single user is spreading all over the Social Web every day. We investigate
what is needed from a user model point of view to support user data sharing
and aggregation to enhance personalization and recommendation services.
In this chapter we give an introduction to current approaches to the prob-
lem. In Section 4.1, we introduce the problem of user model aggregation
and standardization as a motivation for the work presented in Section 4.2
and Section 4.3. In Section 4.2, we present a meta-model that allows to
aggregate information from different applications without the need for those
applications to use on model. Also a system using this model to aggregate
and utilize the user data is presented. In Section 4.3, we present a study of 17
social applications to define requirements and attributes for a common user
model that allows sharing of user data and analyze what is needed to enhance
user model aggregation approaches. As a result, we present a comprehensive
user model especially fitted to the needs of the Social Web. Furthermore, we
present a specialized WordNet4 for the user modeling domain as part of the
user model to support user model aggregation.

The main contributions for this chapter have been published in [64, 163, 166,
58, 158].

Data 
Representation

User 
Model

Context 
Model

Behavior 
Model

Figure 4.1: Parts of the adaptive system that are discussed in Chapter 4.

4.1 Approaches to User Model Aggregation

and Standardization

Until the turn of the millennium, most personalization and recommendation
research focused on user information available in one application and how to
use this information to enhance personalization and recommendation qual-
ity. With the advent of the Social Web, or Web 2.0, user information became
highly distributed over several applications and research started to explore

4WordNet is a lexical database containing information about words and how they are
related, http://wordnet.princeton.edu/
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cross-system personalization approaches using combined data from different
applications. As this user information is typically stored in proprietary for-
mats defined by each application it needs to be aggregated to get a holistic
view on the data, we need mechanisms to aggregate different user profiles.
These aggregated user profiles have to be presented in a unified way to have
an inter-application understanding of the stored information [152]. Such ag-
gregated user profiles are also the basis for personalization of applications
and recommendations [160]. In the research fields of user modeling and user
model aggregation, different approaches have been proposed to address the
problem of user model heterogeneity and aggregation. These approaches can
be categorized into two types [121]:

• Standardization of user models: A common and shared user model
standard for all applications.

• User model mediation: A set of techniques to transform or convert
data from one user model to another format. This is a practical ap-
proach to solve the problem of heterogeneity and allows the aggregation
of different models.

The work presented in this chapter is in alignment with the first strategy,
the standardization approach. The second strategy, the mediation approach
mainly driven by Berkovsky et al. [27, 28] is a more practical approach. It
aims to build a integrated user model suitable for a specific goal, e.g. recom-
mendation of music. This integrated user model is based on data collected
from different applications and aggregated by specialized software compo-
nents. These software components transform data from one representation
into a target representation. This approach solves the heterogeneity prob-
lem by having specialized software components for each transformation. The
shortcoming is that for each data field to be transformed a separate compo-
nent has to be developed which can lead to immense computational efforts.
The goal of this work is to research and develop more general approaches to
the user model aggregation problem. We therefore focus on common, stan-
dardized models that are suited for the Social and Semantic Web. In the
remainder of this section, we give an introduction into the field of standard-
ized approaches.

The standardized approach can again be subdivided into two aggregation
strategies. The first strategy proposes the use of standardized user models
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that all involved applications must agree on. The second strategy deals with
the mediation of different user model representations using meta-models that
connect user data from one application with data from another application,
in the same domain, or across domains. The standardization approach has
a long research history starting with early works of simple user modeling
shells [77] to more sophisticated user modeling servers [107, 78]. The stan-
dardization approach involves no computational effort to aggregate data as
all data already is in the same format. An effort in this direction is the Gen-
eral User Modeling Ontology (GUMO) created by Heckman et al. [89, 90, 91].
GUMO is a comprehensive user model that intends to cover all aspects of a
user’s life. The user dimensions covered range from contact information and
demographics over abilities, personality right up to special information like
mood, nutrition or facial expressions. GUMO is at the time of this writing
the most comprehensive generic user modeling ontology. Another approach
that came up with the Web 2.0 is the Friend-of-a-Friend (FOAF) ontology.
FOAF is a lightweight model that is integrated on the website, the applica-
tion’s user interface, using RDFa. FOAF covers basic user information like
contact information, basic demographics and allows to specify some social
relations like group membership or ‘knows’ relations to other FOAF profiles.
GUMO, which represents the most generic user model, covers only some
parts of information that are needed for the Social Web. Especially the In-
terest dimension (in music, books, etc.) and user information like accounts
for different Social Web applications, which are crucial, as we show in Sec-
tion 4.3.1, are completely missing. FOAF, which is designed for a Web use,
is too simplified. FOAF has a ‘knows’ relationship, which defines a social
relation, but the type of the relation remains unclear. Also no user needs and
goals can be defined, which is part of many social applications as we will see
in Section 4.3.1. The Unified User Context Model (UUCM) [137, 143], in-
troduced by Niderée et al., is a centralized and extensible multi-dimensional
user model for aggregating the partial user models collected by individual
personalization systems. The UUCM defines two levels: the abstract and
the concrete level. The abstract level defines the principal elements of the
UUCM that are: user context, user model features, main characteristics for
feature representation, and user model dimensions. In order to be used for
cross-system personalization, this level specifies a shared ontology and all
systems depend on this model. The concrete level defines a group of UUCM
dimensions and features that include not only users’ interests, but also tasks
and relations to other entities and relevant user communities. Different fea-
tures are modeled with the use of name/value pair. Each personalization
system has to build upon its user model the UUCM structure to be able to
share data via a Cross-System Communication Protocol (CSCP).
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The second strategy is to build meta-models that allow defining how appli-
cation-dependent user data corresponds to user data from another applica-
tion. This has the advantage that applications are not forced to adopt a pre-
defined generic user model and can rely on their own model. In Section 4.2,
we present an aggregation ontology which gives applications the possibility
to define a model, which describes how information in different profiles is re-
lated and how data can be aggregated. Furthermore, the ontology not only
allows to define relations between data in different application models but
also to define the overlap, the similarity, of the modeled information. So it
is possible to define that the field ‘interests’ in one application and the field
‘music interests’ in another, is related but only to a certain degree as ‘music
interests’ is only subset of ‘interests’. In [206], van der Sluijs et al. present
the Generic User model Component (GUC) which builds a central compo-
nent where all applications have to subscribe to and describe their user model
via a schema defining the data structure of the user models for different ap-
plications. The authors also suggest the possibility to use different matching
and merging techniques to map input schemas and create a merged schema
as the union of the input schemata and to construct combined ontologies of
the application schemata. While the meta-model approach seems to be a
more practical one to achieve a semantic and syntactic interoperability, the
big disadvantage is that is needs a lot of effort to connect all the different
user models. This work currently has to be done manually or semi-manually
and must be repeated for every new application user model.

To summarize: both strategies, common model and meta-model, have short-
comings. Because of big differences, regarding the covered user information
and representation forms in different applications, the development of a com-
monly accepted ontology, covering all aspects of user modeling for all domains
is not feasible as the adaption rate of GUMO shows. A meta-model approach,
without automatic aggregation mechanisms, is solely applicable in small set-
tings where only few applications are connected and not for the Social Web.
We propose a middle way: We need a new “common” user model that com-
bines aspects of the presented approaches and focuses on a special domain,
the Social Web. Also, by focusing on a special domain, we want support for
automatic, or at least a semi-automatic user model aggregation by defining a
structure that allows finding relations between different user model concepts.

In the next section we first present a new meta-model that allows to describe
in great detail how user models from different applications are connected
and how big the overlap of information is. For example one user model
has a field ’name’ and the other model a field ’last name’, then it is not



80 CHAPTER 4. USER MODELS FOR THE SOCIAL SEMANTIC WEB

a one hundred percent match as the first field could contain first and last
name. In Section 4.3 we present a new generic user model ontology for
the Social Web and a User Model WordNet that helps to map information
automatically.

4.2 User Model Aggregation

In this section, we present a user-centric, thus privacy preserving, system
that consists of a semantic layer to aggregate user models and a personal user
interface to visualize the profile information. The semantic layer aggregates
user models from different web applications to allow access to information
stored in different user profiles in a unified way. It therefore builds on a new
ontology that allows connecting user models from different applications and
enables a unified access. We also present a UI utilizing the ontology and the
connected profiles allowing users to keep track of personal information stored
in different applications. This helps users to control their personal data and
thus it helps to prevent unintended data sharing. The section is structured
as follows: We first describe in detail our semantic approach to aggregate
user models and how to access this information in a private and secure way.
Then, we show a system that uses the aggregated information to give users
an overview about the personal information stored in different applications.

4.2.1 Semantic User-Centric Data Management

To aggregate information, we developed an ontology, see Section 4.2.1 that
serves as the basis for our system. For the sharing of information, we build
a privacy-preserving system, presented in Section 4.2.2, which manages and
visualizes data and shares information between applications only with user
consent. Fig. 4.2 shows three user profiles with three attributes each, contain-
ing personal information and interest information which can be aggregated
utilizing our approach. In the following section, we present our ontology and
describe how the aggregation process works. At the end of this section, the
three models in Fig. 4.2 are connected.
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MusicApp

full_name

fav_music_genre

email Facebook

name

music

email OtherApp

username

music_genre

mailAdress

Figure 4.2: Three different user profiles containing personal information and
music interests.

User model aggregation: The Profile Data Model

We first present our self-developed generic ontology, the Profile Data Model
(PDM) that gives us the possibility to define a model which describes how
information in different profiles is related and how data can be aggregated.
Fig. 4.3 visualizes our ontology, the PDM. The PDM not only allows us to
define relations between models but also to define a degree of similarity be-
tween information and to determine the information source (the application
that provided the data). This aggregation model with descriptions about
coherences between the user profile data is the basis for a system presented
in Section 4.2.2 which allows to show users their personal information stored
in different applications and to manage data access and sharing.

Attribute
Relation

ProviderId

Match

ObjectProperty

xsd:FloatsourceProvider
targetProvider

matching

matchingAttribute

matchedAttribute

similarity

xsd:String

rules

Figure 4.3: Ontology for Profile Aggregation.
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An important extension to existing ontological approaches, e.g. [206], is the
entity Match, which allows to add extra knowledge to the model. Extra
knowledge can be a similarity measure of the related data in two different
user profiles or instructions. Instructions can be a set of predefined rules [123]
describing how to aggregate information. Such extra information is an im-
portant information for later access and handling of the information. If for
instance an application ask for the favorite music genres of a user, our ag-
gregation model could return the fields ’fav music genre’ and ’music genre’
and indicate that the field ’music’ may contain also interesting information
(example is based on Fig. 4.2). The requesting application can then decide
if it wants to access ’music’ or not. The field ’music’ could contain only
favorite artists of a user, in such a case the requesting application can’t use
the information or needs extra effort to get genre information, e.g. from an
external Semantic Web resource such as Freebase. Table 4.1 gives a detailed
description about all entities and relations of the ontology.

Location Data Properties

Predicate Object Type Description

ProviderId rdfs:Literal The description of an UM provider with
name and id. For example Facebook.

AttributeRelation rdfs:Literal Defines a relation between the re-
quested attribute (matchedAttribute)
of a provider (sourceProvider) with two
or more attributes. Connected at-
tributes can be from different providers
or only from one provider.

Match rdfs:Literal Encapsulates different attribute rela-
tions with extra information like sim-
ilarity, or rules how to aggregate data.

owl:ObjectProperty rdfs:Literal Defines the relations between instances
of two classes.

sourceProvider rdfs:Literal The application identifier of the appli-
cation hosting the UM.

targetProvider rdfs:Literal UM provider of the attribute similar to
an requested attribute.

matching rdfs:Literal Relation between an AttributeRelation
Entity and a Match Entity.

similarity/rules rdfs:Literal The similarity attribute defines the
degree of similarity between two at-
tributes. The rules attribute defines ag-
gregation rules for the profiles
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matchingAttribut rdfs:Literal Defines the special application at-
tribute that corresponds to the aggre-
gation model attribute.

matchedAttribut rdfs:Literal Defines the attribute that can be re-
quested by other applications to get
similar attributes from different appli-
cations.

Table 4.1: Entities and relations of the PDM ontology

User profile aggregation with the PDM ontology

Based on this ontology, we can define a concrete model that allows us to
aggregate user profiles from different applications and access the information
in a unified way. To outline the approach, we exemplarily connect the three
user profiles shown in Fig. 4.2 (MusicApp, Facebook, OtherApp) containing
personal (name, mail) and interest (music) information.

The actual definition of the model is a straight-forward process. First, one
has to analyze the given structure of the different user profiles that should
be connected. The goal is to find similar attributes in different profiles that
contain similar data. For attributes where the contained information is only
partly related, a similarity measure has to be defined. The similarity mea-
sure is a substantial information for the data management and visualization
process as it is an important indicator for the system on how to handle the
data. Such a similarity definition can be done manually, semi-automatically
or automatically [18]. The aggregation of the profiles can be automated to
some extent [145]. In this scenario, we perform the aggregation manually.
We have two information blocks, personal information and music interests,
that can be aggregated. To aggregate the music information, we define a
new AttributeRelation called ’music favorite genres’ in our aggregation
model (AM). We define matchedAttribute (AM#music favorite genres)
and sourceProvider (AM#AM ID) entries accordingly, which are needed
to access the model and retrieve information. Within the encompassing
AttributeRelation ’music favorite genres’ we define the matching attributes
from the different profiles. The attributes are added with Match entities
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<pdm:AttributeRelation rdf:ID="music_favorite_genres">

<pdm:matchedAttribute rdf:resource="AM#music_favorite_genres"/>

<pdm:sourceProvider rdf:resource="AM#AM_ID"/>

<pdm:matching>

<pdm:Match>

<pdm:similarity>0.9</pdm:similarity>

<pdm:targetProvider rdf:resource="musicApp#providerId"/>

<pdm:matchingAttribute rdf:resource="musicApp#fav_music_genres"/>

</pdm:Match>

<pdm:Match>

<pdm:similarity>0.3</pdm:similarity>

<pdm:targetProvider rdf:resource="facebook#providerId"/>

<pdm:matchingAttribute rdf:resource="facebook#music"/>

</pdm:Match>

<pdm:Match>

<pdm:similarity>0.6</pdm:similarity>

<pdm:targetProvider rdf:resource="otherApp#providerId"/>

<pdm:matchingAttribute rdf:resource="otherApp#music_genres"/>

</pdm:Match>

</pdm:matching>

</pdm:AttributeRelation>

Figure 4.4: Aggregation of music interests from 3 different profiles using the
PDM ontology.

and have a similarity value defined. The similarity values differ from the
ones shown in Fig. 4.2 as they are describing the similarity to the newly
created AttributeRelation.

Fig. 4.4 shows the resulting model that describes the relations (Fig. 4.5)
of the music interest attributes between the profiles. The aggregation of
the personal information attributes follows this process. Once the model is
defined, it is integrated into a system that offers a web-service API to access
the information.

MusicApp

full_name

fav_music_genre

email Facebook

name

music

email OtherApp

username

music_genre

mailAdress

AM#music_favorite_genres

Figure 4.5: The different music interests in the user profiles aggregated using
the ontology.
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4.2.2 My Personal User Interface - Show Case for Model
Aggregation

”My Personal User Interface” is a system that uses the presented PDM on-
tology, to visualize personal user information distributed over different ap-
plications. ”My Personal User Interface” has the goal to assist users to

• keep track of applications they have,

• stay in control over their personal data,

• control the information flow of personal data.

The system architecture is depicted in Fig. 4.6. It consists of two main blocks,
the Profile Exchange (PE) and the Profile Management (PM) component.
The PE is responsible for the secure and controlled data sharing and the
PM for the aggregation and visualization of profile information. Therefore,
to support people to have an overview over their applications and data ”My
Personal User Interface” connects data from different applications using the
PDM ontology. But not only the aggregation but also the visualization of
the data is important as only with an easy to understand UI, a user is able
to stay in control of his data. Therefore, ”My Personal User Interface” offers
different views on the data. The main UI is split into a top and bottom view,
see Fig. 4.7.

Figure 4.6: Architecture of the My Personal User Interface System.
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The top view is a coverflow element showing the different applications of a
user. The coverflow allows selecting an application and getting an overview
of the personal information stored in it. This personal information is pre-
sented in the bottom view of the UI. For example, Fig. 4.7 shows personal
contact information stored in Facebook. We adopted the information card
metaphor [108] to visualize the different applications of the user and to vi-
sualize the stored personal information.

Figure 4.7: Main UI showing different applications and personal information.

Fig. 4.8 gives an example of the type of information and how it is visualized in
our system. The user has different information cards visualizing information
stored about her. The user can see her last actions in an application, as an
example of implicit information visualized by our system.

Privacy aware data sharing

The requirements for a privacy-aware approach for sharing information safely
across applications is to make sure that no personal user information is shared
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Figure 4.8: Visualization of past behavior.

unintended. To fulfill these requirements, we build upon OpenID5. OpenID
offers an interface to give permissions to third-party applications to use data
and to actually share it. We have chosen OpenID as it is a well established
technology supported by companies like Google6 and Microsoft7 and it had
proven its applicability in other use cases [54]. The UI designed to support
users in a privacy-aware use-cases is shown in Fig. 4.9. It allows users to
control what kind of data is distributed to whom.

The actual data access is handled by an API which offers methods to request
information on behalf of the user. Such a request can come from the user,
who wants to access personal data or other systems that want to use the
data for personalization or adaptation purposes. All data access must be
confirmed explicitly by the user using the OpenId interface. If a system asks
for information about ’AM#music favorite genres’, and the user approves the
request, the system gets the information stored in the musicApp attribute
’musicApp#fav music genres’, the Facebook attribute ’facebook#music’ and

5http://openid.net/
6http://www.google.com
7http://www.microsoft.com
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the OtherApp data from ’otherApp#music genres’ as these are related to the
’AM#music favorite genres’ field in the aggregation model.

Figure 4.9: Our OpenID interface.

Profile Enrichment

With ”My Personal User Interface” we not only want to show that infor-
mation can be easily aggregated with our ontology but also generate an
additional value - for the user and other applications. Szomszor [199] showed
that aggregation of different applications, from the tagging domain, lead to
richer interest profiles. The ‘Profile Analysis’ card presents such new inter-
ests generated from all known interests information derived from the con-
nected applications and also utilizing information from the Semantic Web.
The algorithmic background is described in detail in Chapter 5. The idea is
to create an enriched interest profile, with more preferences available, than
only the information extracted from the connected applications. In Fig. 4.10
information that is implicitly inferred from existing user data, is shown. It
shows new music artists (Künstler) and genres that are computed based on
information extracted from the connected Facebook, Musicload and other
applications. This information is intended to bootstrap the knowledge about
a user if only few data is available. Within ”My Personal User Interface” we
build a Profile Analyzer component using information from the aggregated
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profiles and the Semantic Web. The complete enrichment process and an
evaluation how this improves recommendation quality is given in Chapter 5.

Figure 4.10: Visualization of recommendations.

If a third-party application requests data of the user, the user is asked to give
permission for that application to use the data. Therefore, the UI presents
data that will be sent to the user. The process of sharing information is
two-folded. After a third-party application requests data, e.g. about the
user’s musical taste, the system selects all information previously aggregated
using the ontology. So, for a music taste request, data from Facebook or the
previously described ‘Profile Analysis’-profile would be selected. The second
step is the validation through the user. Therefore, the selected information
is presented to the user using the same card metaphor but only showing the
information to be sent to the third-party application. The user can navigate
through the different cards, see which information will be sent and decide to
accept or deny the request. This makes it possible to easily see and control
what data is shared.
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4.2.3 Summary of user model aggregation

In this section, we introduced a use case to aggregate, access and manage
personal information in a secure way. We presented a new ontology that de-
fines a meta-model and supports the aggregation of distributed user models
and a system that utilizes the ontology and allows users to fully profit from
the semantic technology and to keep an overlook over their personal data
secure data sharing by using OpenID. With My Personal User Interface and
the ‘Profile Analysis’-profile we also showed that the aggregated information
could be used to create additional information. This information can be
used to improve personalization and adaption and help users to profit more
from such an personalized system. Of course, the user stays in control and
can decide to discard this automatically added information. The system has
been implemented in collaboration with the Telekom Innovation Laborato-
ries8. The large scale use of the system depends on strategic decisions of
their management. While this section focused on the first strategy of stan-
dardization approaches, the next section focuses on the second strategy, a
common standardized user model.

4.3 The Semantic Web User Model

In the previous section, we presented a new meta ontology for aggregating
user profiles from different applications following the aggregation approach
described in Section 4.1. In the next sections, we present a standardized
model for user model for the Social Web following the the standardization
approach described in Section 4.1.

Every day, people in the Social Web create 1.5 billion pieces of information
on Facebook, over 140 million tweets on Twitter, upload more than 2 million
videos on YouTube and around 5 million of images to Flickr9. This huge
amount of social data attracts researchers who want to use it to learn more
about user preferences and interests, and enhance recommendation and per-
sonalization systems. Abel et al. showed in [3] that collecting information

8http://www.laboratories.telekom.com, Telekom Innovation Laboratories are the
central research and development unit of the Telekom, located at Technische Universität
Berlin.

9http://www.scribbal.com/2011/04/infographic-how-much-daily-content-is-published-
to-twitter-facebook-flickr/
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from different applications can improve completeness of data about a user.
What most current systems have in common is that they use data from a
single application and depend on sufficient user information (user behavior
or ratings) to produce good results [8, 36]. By using the distributed per-
sonal information a single user produces on a daily base, and by building a
holistic model of the user, personalization and recommendation quality can
be further enhanced. But, for this holistic model the distributed user data
has to be aggregated across applications. This idea is not new, it has ex-
isted since the 90’s where different research initiatives proposed generic user
modeling servers that build a central structure to manage and share user
information [114, 120]. These approaches could not succeed because of their
static, predefined user models while application-based user models strongly
differ in the information they need to know about a user (as we will show in
Section 4.3.1). Another reason for the failure was that applications do not
want to lose control over their data, thus, a central storage was not wanted.
New trends from the Semantic Web can provide a remedy. Instead of having
a central server, ontology based user models are proposed to support data
aggregation and sharing. Thus, applications can keep their data but use
a common ‘language’ to model the information. While semantic technolo-
gies help to overcome technical problems, the main questions remain: What
user information must a semantic model contain with focus on the Social
Web? What requirements must a model fulfill to support data sharing and
aggregation?

In this chapter, we want to give answers to these questions by analyzing user
models from different Social Web applications and draw conclusions about
the diversity and type of user information that such a generic user model
should have. We discuss existing work and motivate a semantic Semantic
Web User Model (SWUM). Requirements and structure of SWUM will be
introduced in Section 4.3.1, it is based on the extensive analysis of 17 Social
Web applications. The SWUM ontology itself is introduced and explained
in detail in Section 4.3.2. In Section 4.3.3 we also carefully investigate what
is needed to enable an easy, automated, aggregation process. To give a
better understanding of the intended use of the SWUM we present a use
case in Section 4.3.4.

The main contributions of this chapter are an extensive analysis of require-
ments of today’s Social Web applications regarding stored user data and the
introduction of a new Social Web user model that is:
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• generally adapted to the needs of Social Web applications and

• that allows an easy data sharing between applications.

This work is intended to simplify the user model aggregation process by
pointing out user information managed by Social Web applications and in-
troducing a unified model as the basis for such aggregation processes.

4.3.1 Requirements for a Semantic User Model for the
Social Web

To define a user model for the domain of the Social Web, we first have to
understand the demands of social web applications on user models. There-
fore, we did an extensive survey of the modeled user information of 17 well-
known Social Web applications. The list of analyzed applications is shown
in Table 4.2. The applications were chosen because of their size and level of
awareness (number of users, global distribution). To be able to consider local
differences, we also included applications that are strong in only one or two
regions (Orkut in South America, Lokalisten and StudiVZ in Germany). We
also selected Social Web applications from different kinds of domains, photo-
and video-sharing platforms, short-message services, social networks, etc. To
decide if the user information stored by an application is of importance, we
picked at least two Social Web applications from the same domain.

Facebook http://www.facebook.com Myspace http://www.myspace.com

Windows Live http://home.live.com YouTube http://www.youtube.com

Flickr http://www.flickr.com Yahoo http://de.yahoo.com

Picasa Web http://picasa.google.com StudiVZ http://www.studivz.net

Digg http://www.digg.com Yelp http://www.yelp.com

Lokalisten http://www.lokalisten.de Orkut http://orkut.com

Identi.ca http://identi.ca LinkedIn http://www.linkedin.com

Vimeo http://www.vimeo.com Xing http://www.xing.com

LastFM http://www.last.fm

Table 4.2: List of 17 social applications that we analyzed for the requirements
analysis

For each evaluated application, we collected the type of information and the
internal attribute name. Table 4.3 shows the type of user information and



4.3 The Semantic Web User Model 93

where the information was found on the webpage. The internal attribute
names, used by each application are particularly important as they are later
used to define and name the attributes of the Semantic Web User Model
(SWUM).

IU Name Source code ID Found on
Name name Registration Page
Firstname firstname Registration Page
Surname secondname Registration Page
Gender gender Registration Page
Birthday birthdaygroup Registration Page
Country country Registration Page
Postal Code postalcode Registration Page
Yahoo! ID and Email yahooid Registration Page

Table 4.3: Evaluation example for Yahoo: User information, attribute name
and where the information was found on the webpage.

To be able to create our SWUM, we first have to decide which type of in-
formation, which user model dimensions, should be part of the model and
which attributes in the different dimensions should be supported.

Model Dimensions

After collecting all the information, the first step is to determine the user
model dimensions that our user model has to cover. As shown in GUMO, a
lot of dimensions exist, but not all of them are required in the context of the
Social Web. Several dimension are mentioned and discussed in the literature.
We presented a consolidated taxonomy in Chapter 2.4 that bases on [192, 88,
103, 114, 50] and builds the basis for the selection of needed dimensions for
our model. The following enumeration gives a short recapitulating overview
of the dimensions.

• Personal Characteristics (or Demographics) range from basic informa-
tion like gender or age to more social ones like relationship status.

• Interests and Preferences in an adaptive system usually describe the
users’ interest in certain items. Items can be e.g. products, news or
documents.
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• Needs and Goals : When using computer systems, users usually have a
goal they want to achieve. Such goals can be to satisfy an information
need or to buy a product. The plan to reach such goals is for example
to support users by changing navigation paths or reducing the amount
of information to a more relevant subset.

• Mental and Physical State describe individual characteristics of a user
like physical limitations (ability to see, ability to walk, heartbeat, blood
pressure, etc.) or mental states (under pressure, cognitive load).

• Knowledge and Background describe the user’s knowledge about a topic
or system. It is used in educational systems to adapt the learning ma-
terial to the knowledge of a student, display personalized help texts or
tailor descriptions to the technical background of a user. The knowl-
edge and background is a long-term attribute on the one hand but
can differ and change from session to session depending on the topic.
Knowledge and background about certain topics can increase or de-
crease over time [50].

• User Behavior : The observation and analysis of user behavior is usu-
ally a preliminary stage to infer information for one of the previous
mentioned dimensions. It can also serve for direct adaptation like us-
ing interaction history to adapt the user interface to common usage
patterns of the user.

• Context : In computer science context generally refers to ‘any informa-
tion that can be used to characterize the situation of an entity’ [67],
but the discussion about what context actually is, is still ongoing [69].
In the area of user modeling, the term context focuses on the user’s
environment (e.g. location or time, or devices the user interacts with)
and human characteristics. Human characteristics describe social con-
text, personal context and overlap with the Mental and Physical State
dimension).

• Individual Traits refer to a broad range of user features that define the
user as an individual. Such features can be user characteristics like
introvert or extrovert or cognitive style and learning style.

Based on this user taxonomy, we checked for all 17 applications if they cover
these dimensions. Fig. 4.11 shows that social applications only cover some
dimensions. All of the applications maintain Personal Characteristics and
most of them also use Interests and Preferences information. Not used at all
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are the dimensions Individual Traits and Mental and Physical State which
are more used in educational systems than in Social Web applications [50].

Figure 4.11: Number of applications storing user information in the different
user dimension categories.

The usage of Knowledge and Background and Context depends on the focus
of the social application. Social business applications, like LinkedIn or Xing,
support the Knowledge and Background dimension as users can enter their
college degree, areas of profession, etc. The support for the dimension User
Behavior is not easy to work out, as user behavior usually is an implicit
feature and not displayed on the user profile page of an application. It
can be assumed, though, that almost all applications track user behavior
on their site. A positive exception is ‘Google Dashboard’10 where a user
gets an easy overview of the stored personal information e.g. previous search
behavior. The User Behavior dimension, although it is an important piece of
adaptation and personalization, is to complex to be part of a generic Social
Web user model. For this purpose we recommend a specialized approach
with an extra user behavior ontology as discussed in [165, 159] and presented
in Chapter 3. Context is an important area as the latest research shows
and of importance for a Social Web user model [7]. However, not all forms of
context can be considered as a part of a Social Web user model. The analysis
showed that the social context and location is of importance and therefore
these sub-dimensions of context are part of SWUM. The importance of the
context Time also seems of interest, but did not show up in our analysis.

10https://www.google.com/dashboard
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From this analysis it follows that a main requirement for Social Web user
model is, that it has to cover the user dimensions Personal Characteristics,
Interests, Knowledge and Behavior, Needs and Goals and Context (Social
Context, Location). Accordingly, these dimensions are part of our SWUM.

User Model Attributes

After selecting the dimensions to be covered, we define the attributes that
the user model should support.

Figure 4.12: Attributes of the Personal Characteristic dimension and how
often they occur in the different applications.

The procedure for the attribute selection is similar to the procedure used to
select the dimensions. We checked the different attributes of the different
applications. Fig. 4.12 gives an example for the Personal Characteristic di-
mension. It shows an excerpt of the attributes and how often they occur in
the analyzed social applications. In this way, we selected a set of attributes
for each dimension. An example for the Personal Characteristic dimension
is shown in Fig. 4.13. The Personal Characteristic is divided into two main
concepts namely Demographics and Contact Information. The concept Lo-
cation is a helper concept to model locations and link certain information,
e.g. places lived, to it.
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Figure 4.13: SWUM attributes for Personal Characteristic dimension.

In the following section, we will give a detailed overview and description of
the resulting user model.

4.3.2 Model description of the Semantic Web User Model
Ontology

The SWUM is a collection of different linked entities that give a complete
picture of the features needed to cover all aspects of the Semantic Web. A
complete overview of the SWUM is given in Fig. 4.14.

In the following, we introduce the different entities that form the SWUM,
describe the data properties and the intended usage. The entities and data
properties are results of the previously described analysis of current Social
Networks and thus build standardized user model suitable for the seman-
tic web. The SWUM ontology is accessible through [154]. The ontology
description is OWL DL compliant.
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Figure 4.14: The Semantic Web User Model Ontology with all entities and
links between them.

Personal Aspects

The Personal Aspects entity connects all different entities representing the
user model dimensions identified (in Section 4.3.1) to be important for a Se-
mantic Web User Model. The Personal Characteristics dimension is covered
by the entities contact, demographic and location information. The Interests
and Needs dimension is reflected in the entity User Needs and its sub-entities
Social Needs, Esteem Needs, Self-Actualization and Entertainment. The en-
tities employment and education history describe the Knowledge dimension.
Context, as said, is currently not fully covered, only Social Context is in-
cluded in the Social and Esteem Needs entities. In Table 4.4 we explain all
relations properties of the SWUM. Following that, we describe all entities
and its data properties.

SWUM Object Properties

Predicate Inverse Direction Description
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swum:eduHistory – This connects a person
with all Education entities
of that person.

swum:highestEduLevel – This connects a person
with the Education en-
tity that marks the cur-
rent highest degree of that
person.

swum:hasEduPlace swum:isEduPlace This property connects an
Education entity with a
Location entity. The in-
verse links an Place to an
Education entity.

swum:hasDemographics swum:isDemographics This property connects
the Demographic informa-
tion with a person.

swum:hasBirthday – This property creates a
link between a Birthday
and a Demographic entity.

swum:hasBirthplace swum:isBirthplace This property defines a
Location as the Birthplace
of a person.

swum:hasEducation swum:isEducation This creates direct links
between a Personal As-
pect entity and a cor-
responding Education en-
tity.

swum:hasRole – This property connects
the Role information with
a person.

swum:hasCharacteristics – This property connects
the Characteristics infor-
mation with a person. s

swum:hasNeed swum:isNeed This property connects
the Needs information
with a person.

swum:hasContact swum:isContact This property connects
the Contact information
with a person.

swum:hasEmployment swum:isEmployment This property connects
the Employment informa-
tion with a person.
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swum:placesLived swum:livingIn This connects a person
with all Locations a per-
son previously lived at.

swum:hasWorkPlace swum:isWorkPlace This property connects a
Employment and a Loca-
tion entity.

swum:workingAt – This property defines the
current working place of a
person and connect a Per-
son with an Employment
entity.

swum:employmentHistory – This connects a person
with all previous working
places (Employment enti-
ties) of that person.

swum:hasPrivateHompage swum:isPrivateHomepage This property connects a
Homepage entity with the
Contact entity.

swum:hasWorkHomepage swum:isWorkHomepage This property connects a
Homepage entity with the
Employment entity.

Table 4.4: The Object Properties of the SWUM Ontology.

Contact

The Contact entity describes personal user information such as the name or
age. It also links to locations such as the home or working address. Fig. 4.15
shows the different data properties of the Contact entity.

The properties are described in detail in Table 4.5.

Contact Data Properties

Predicate Object Type Description

swum:givenName rdfs:Literal This property defines the
first name of a user.
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swum:middleName xsd:Literal This property allows to
define a middle name of a
user

swum:familyName xsd:Literal Last name (surname) of a
person

swum:fullName xsd:Literal First and surname of a
person.

swum:nickname xsd:Literal This property defines

swum:fax xsd:Literal Fax number of a person or
of a work place.

swum:telephoneNumber xsd:Literal Telephone number of a
person. Private or work
related.

swum:maidenName xsd:Literal Birth name of a person.

swum:mail xsd:Literal This property defines the
email address.

ubo:mobileNumber xsd:Literal The mobile phone number
of a person.

Table 4.5: Properties of the OWL class Contact.

The Homepage entity is connected to the Contact entity and the Employment
entity.

Homepage Data Properties

Predicate Object Type Description

swum:url xsd:Literal Defines the URL of the
page.

swum:title xsd:Literal Short name for a home-
page.

Table 4.6: Properties of the OWL class Homepage
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Personal Aspects

Contact

givenName

middleName

familyName

fullName

nickname

maidenName

telephoneNumber

mobileNumber

fax

mail

Figure 4.15: The Contact entity with data properties.

SWUM Demographics

This entity covers statistical information about the user such as gender and
languages the user speaks. The SWUM Demographic entity covers only few
aspects as often also characteristics such as race or disabilities are included.
In social networks however, such information is not of relevance.

Demographicsgender Birthday

date

family_statusnativeLanguage otherLanguages year

month

day

Personal Aspects

Figure 4.16: The Demographics entity with attributes.

Demographics Data Properties

Predicate Object Type Description

swum:gender rdfs:Literal This property defines the
gender of a person, usually
”male” or ”female” plus
”other”.
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swum:family status xsd:Literal Marital status of a per-
son. Possible answers are
”single” or ”married”, ”di-
vorced”, ”widowed” etc.

swum:nativeLanguage xsd:Literal Mother tongue of a per-
son.

swum:otherLanguages xsd:Literal This property defines lan-
guages the user can speak
but that are not his/her
mother tongue.

Table 4.7: Properties of the OWL class Demographic

Birthday Data Properties

Predicate Object Type Description

swum:date xsd:Literal This property defines a
birthday of a person.

swum:day xsd:Literal Defines the day of a birth-
day.

swum:month xsd:Literal Names the month of the
birthday.

swum:year xsd:Literal The year of the birthday.

Table 4.8: Properties of the OWL class Birthday

SWUM Education

A person’s educational history can be modeled with the Education entity,
see Fig. 4.17.

Education Data Properties
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Predicate Object Type Description

swum:educationLevel rdfs:Literal This property defines the
reached graduation. Mas-
ter, Bachelor etc.

swum:educationName xsd:Literal This property defines the
name of the educational
organization.

swum:educationDescription xsd:Literal This property allows
to describe the type
of school: high school,
university etc.

swum:educationPeriod start xsd:Literal This property defines the
start date of the educa-
tion.

swum:educationPeriod end xsd:Literal End date of the education.

Table 4.9: Properties of the OWL class Education

SWUM Employment

The Employment entity describes work related information and is especially
in business social networks important. Fig. 4.18 shows the entity, Table 4.10
explains the data properties. A person can have more than one Employment
entity that represents a current position.

Employment Data Properties

Predicate Object Type Description

swum:companyName rdfs:Literal This property defines the
first name of a user.

swum:telephoneNumber xsd:Literal This property allows to
define a middle name of a
user

swum:mobileNumber xsd:Literal This property defines a
number of a work related
mobile phone
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swum:fax xsd:Literal This property defines the
number of a fax machine.

swum:workPosition xsd:Literal This property allows to set
the title of the current job
position. E.g. project
manager, developer, etc.

swum:workPeriod start xsd:Literal This property defines the
beginning of a period
where a person was em-
ployed at a company.

swum:workPeriod end xsd:Literal This property defines the
end of employment pe-
riod. An employment
must have a beginning but
don’t need an end.

swum:mail xsd:Literal This property defines a
work related Email ad-
dress.

swum:salary xsd:Literal This property defines the
salary the person earned
for the job.

Table 4.10: Properties of the OWL class Employment

SWUM Location

The Location entity, Fig. 4.19, describes a physical location. A Location
in the SWUM Ontology can be the birthplace of a person, the address of
e.g. the school or university, or the location of the work place. The data
properties of the Location are described in Table 4.11.

Location Data Properties

Predicate Object Type Description

swum:postalCode rdfs:Literal This property defines the
postal code of a location.

swum:houseNumber xsd:Literal Street number of the
house/place.
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swum:street xsd:Literal Name of the street of a Lo-
cation.

swum:city xsd:Literal The city, usually the name
of the city, of a Location.

swum:state xsd:Literal Name of the state of a Lo-
cation.

swum:country xsd:Literal This property defines the
name of the country of a
Location.

Table 4.11: Properties of the OWL class Location

SWUM Needs

The User Needs entity, shown in Fig. 4.20, covers the dimensions Interests
and Needs and Goals. It consists of four different sub-entities - Social Needs,
Esteem Needs, Self-Actualization Needs and Entertainment. The first three
mentioned entities are named based on Maslow’s hierarchy of needs [133].

• Social Needs: Describes interpersonal needs, feelings. The data prop-
erties are described in Table 4.12.

Social Needs Data Properties

Predicate Object Type Description

swum:intimacy rdfs:Literal This property describes
whether a person has the
need for sexual intimacy
with other persons.

swum:family xsd:Literal Describes whether a per-
son is a family man or not.

swum:friendship xsd:Literal This property defines
whether a person is
interested in social re-
lationships with other
people.
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swum:communication xsd:Literal This property describes
the need of a person for
communication with other
persons. It contains infor-
mation about whether the
person needs communica-
tion or not.

Table 4.12: Properties of the OWL class Social Needs

• Esteem Needs: Esteem presents the normal human desire to be ac-
cepted and valued by others, see Table 4.13.

Esteem Needs Data Properties

Predicate Object Type Description

swum:respectByOthers rdfs:Literal Describes whether a per-
son needs to be respected
by others or not.

swum:respectOfOthers xsd:Literal This property defines
whether a person respects
others or not.

swum:self-esteem xsd:Literal This property describes
whether a person has self-
esteem or not.

swum:achievement xsd:Literal This property allows to
define whether a person
has the need for achieve-
ment or if this need is al-
ready satisfied

swum:self-respect xsd:Literal Describes whether a per-
son has self-respect or not.

swum:confidence xsd:Literal The property describes
whether a person has a
lack of confidence or not.

Table 4.13: Properties of the OWL class Esteem Needs

• Self-Actualization Needs: Maslow describes this need as the need to
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Figure 4.17: The Education entity with attributes.
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Figure 4.18: The Employment entity with attributes.
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Figure 4.19: The Location entity with attributes.

become more and more what one is, to become everything that one is
capable of becoming.
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Self-Actualization Data Properties

Predicate Object Type Description

swum:lackOfPrejudice rdfs:Literal This property allows to
describe whether a person
is narrow minded or not.

swum:morality xsd:Literal This property describes
whether a person’s charac-
ter has the attribute to be
ethical.

swum:creativity xsd:Literal This property defines
whether a person’s char-
acter has the attribute to
be creative.

swum:spontaneity xsd:Literal This property describes
whether a person’s charac-
ter has the attribute to be
spontaneous.

swum:problemSolving xsd:Literal This property allows to
describe how good a per-
son is able to find solu-
tions for a problem.

swum:AcceptanceOfFacts xsd:Literal This property describes
whether a person is will-
ing to accept facts or not.

Table 4.14: Properties of the OWL class Self-Actualization

• Entertainment: This describes the need for distraction, interests, etc.
and covers the Interest dimension.

Entertainment Data Properties

Predicate Object Type Description

swum:favoritePeople rdfs:Literal This property defines the
people a person is a fan of,
e.g. favorite actor, artist
etc.

swum:activitiesInterest xsd:Literal This property allows to
define favorite leisure ac-
tivities such as playing
football.
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swum:favoriteThing xsd:Literal This property defines all
things that a user likes,
and that are not persons.
For example the favorite
music album or football
club.

Table 4.15: Properties of the OWL class Entertainment

Personal Aspects
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Figure 4.20: The Needs entity with attributes.

4.3.3 A User Model Word Net

An important outcome of the attribute distribution analysis was that of-
ten similar information is stored by most applications, but in differently
named attributes, e.g. name (Yahoo) and real name (LastFM) or homepage
(LastFM) and website (Flickr). This problem of attribute name heterogene-
ity complicates a possible aggregation using a Meta-Model strategy. To cover
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that problem, we decided to extend our model with a WordNet like lexicon
called User Model Word Net (UMWN). WordNet defines word sense rela-
tions between words. If a word represents a user attribute, the relatedness
between different attributes can be acquired easily. However, many user at-
tributes are not defined in WordNet. Moreover, many terms in WordNet
are useless for user profile aggregation. Hence, the standard WordNet does
not help, thus, we designed a reduced WordNet, specialized to serve the user
profile aggregation and initially based on the attribute distribution of our
analysis. The decision to use a WordNet based structure comes from the
fact, that WordNet has a flexible and well-defined lexicon schema, which is
publicly known and accepted. The user model terms can be linked to each
other accurately by using the properties defined in WordNet. An example is
depicted in Fig. 4.21 where the word sense relations for name and date are
shown.

Figure 4.21: User Model WordNet relations.

The UMWN is an important step for an automatized aggregation of different
user models. It defines different types of word relations. The ‘Name’ concept
describes the relations between different types of name attributes that can
occur in a user model. The concept ‘full name’ consists of different subclasses
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like ‘first name’, which has several synonyms (‘given name’ or ‘forename’).
UMWN is stored in RDF(s)/OWL. Using ontology structures has the advan-
tage that such a model is not static and can be easily extended. Our UMWN
is extensible, towards not only the individuals, but also towards the schema
of UMWN. Due to the highly distributed and heterogeneous user information
in different user models, extensibility is an important feature. The UMWN
contains currently ca. 520 syn sets where around 200 are unique in the User
Model WordNet and not part of the common WordNet. It also contains over
100 antonyms and homonyms and 200 meronyms.

4.3.4 Use Case: Profile Aggregation with the SWUM

To outline the intended usage and functionality of the SWUM (which in-
cludes the UMWN) we want to exemplary explain the steps needed to ag-
gregate a Facebook user model and a LastFM user model. The aggregation
is a two-step process which we want to explain by the example of the web-
site/homepage attribute shown in Fig. 4.22. The first step is to connect the
LastFM attributes to the SWUM (see Fig. 4.22a). The LastFM user model
has the attribute ‘homepage’ which can be directly linked to the SWUM, with
a concept match of 100%. The Facebook profile ( Fig. 4.22b) contains the
attribute ‘website’ which is also part of our SWUM and thus, the attribute
can also be linked to the SWUM without any extra effort.

The second step is then to directly connect the LastFM and Facebook user
model as shown in Fig. 4.23. Based on the previously shown aggregation,
connecting both models is straightforward. Revisiting the homepage/website
example, these attributes can be directly linked because of the UMWN. The
UMWN defines a synonym relation between the concepts ‘homepage’ and
‘website’, thus the LastFM and Facebook attribute can be directly linked
with a match of 100%.

The aggregation of attributes that are not part of the SWUM can be done not
only using the attribute name but also using the attribute content. So could
an analysis show that the LastFM attribute ‘real name’ often contains the
users’ full name and thus a connection with the SWUM/UMWN attribute
‘full name’ can be done. Or the missing attributes can be added to the
SWUM which is easy to do as it is a flexible RDF/OWL structure.



4.3 The Semantic Web User Model 113

a) Aggregation of the LastFM profile with the UMWN b) Aggregation of the Facebook profile with the UMWN 

Figure 4.22: First step of the aggregation process. Figure a) shows how
the attributes of LastFM and the SWUM/UMWN are connected. Figure b)
depicts the connections of the Facebook profile.

Figure 4.23: Aggregated LastFm and Facbook profiles.

4.3.5 Conclusion

In this section we introduced a new standardized user model, which fits the
second strategy mentioned in Section 4.1. We explicitly wanted to answer
the question what are the requirements of the Social Web for a user model to
profit from the available distributed user information. We present the new
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user model, the Semantic Web User Model (SWUM) that is fitted to the needs
of the Social Web. We therefore conducted an extensive analysis of 17 social
applications and to specify requirements, which dimensions and attributes
are needed, for a Social Web user model. Based on this analysis we defined
the dimensions a Social Web user model must cover and explained how the
decision process was conducted. The analysis showed that a Social Web user
model only needs to cover certain dimensions of the user, namely Personal
Characteristics, Interests, Knowledge and Behavior, Needs and Goals and
Context (Social Context, Location). We also presented the procedure to de-
fine the attributes of such a Social Web user model. To cover the problem
of attribute heterogeneity throughout different social applications, we also
equipped our model with a reduced WordNet that is especially tailored to
the area of user modeling, the User Model Word Net (UMWN). The com-
plete SWUM and UMWN model is based on RDF/OWL and thus easy to
extend and reuse.

4.4 Closing Discussion

In this chapter we discussed the problem of distributed user information and
approaches to build a common view on the data. We introduced a meta
model, the Profile Data Model (PDM), to aggregate and weight information
from different applications. The PDM serves as a way to connect data from
existing applications, as shown in the UCPM project.

The Semantic Web User Model ontology (SWUM) is an approach to define a
common model for applications to easy sharing and re-using user information.
Based on the analysis of 17 different social web applications we defined the
SWUM to fit the needs especially of the Social Web.

We show in the next chapter how semantics, user model ontologies and se-
mantic knowledge in the world wide web, can improve adaptive systems. We
present an evaluation on how recommendations can be improved utilizing
semantic techniques.



Chapter 5

Evaluation of Semantic User
Models for Recommendations

The flood of available information and products offered by Web applications
like on-line retailers and news portals overwhelms today’s users. To handle
this information overload applications typically offer some kind of personal-
ization techniques in most cases personalized filtering or personalized recom-
mendations [193, 12]. However, personalized recommendations that adapt to
the users’ individual taste are a major challenge [8]. On the one hand, per-
sonalized recommendations improve user satisfaction and can motivate users
to return. Bad recommendations on the other hand, may cause users to turn
their back on those applications. A common recommendation approach is
Collaborative Filtering (CF). CF utilizes historical user information, like rat-
ings or interactions, to compute recommendations [198]. For users where the
system has no or little information, like new users, user preferences need to
be acquired first. This problem is known as the cold start problem [174]. The
cold-start problem can be defined as the problem when a recommendation
system does not have sufficient information about the past user preferences
and rating behavior. One frequently used method to overcome the problem is
to explicitly ask users to enter preferences or to show a selection of products
the users should rate. This initial training phase of a recommender incurs ad-
ditional effort for users and discourages them from using those applications,
as users are not willing to spend a lot of time before they can profit from an
application. Personalized recommendations help users to discover interest-
ing information and products based on their preferences and tastes. In cases
where no or only little information about the user is available, known as the

115
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grey sheep and cold start problem [51], recommendation quality is typically
very low. In this chapter, we present a semantic approach to overcome the
grey sheep and cold start problem by enriching the user profile with knowl-
edge extracted from the Semantic Web. We explain the approach in detail
and conduct a comprehensive evaluation to examine how the enrichment in-
fluences recommendation quality. Results show that our approach improves
recommendation results especially for users with uncommon interests.

The chapter is structured as follows: We first give a short overview of the
measures used to evaluate the performance of adaptive systems, precision,
recall and F-Measure. The evaluation is done on a data set collected during
the time of thesis writing. The data set bases on user information collected
from FriendFeed1, Facebook and LastFM2 and will be explained in detail
in Section 5.3.1.

The main contributions for this chapter have been published in [120, 128,
129].

5.1 Introduction to Evaluation and Enrich-

ment

The Social and Semantic Web has attracted a large number of researchers
from different research fields to find solutions to the cold start problem.
So far, different approaches have been proposed. Approaches range from
manipulating the CF process or manipulating the user model before the CF
calculation. In the following section we will present selected works about
State of the art CF systems that cope with the cold-start-problem and we
present recent work about user profile enrichment.

Collaborative Filtering In [11] the authors present an approach that uses
existing ontologies, e.g. a movie ontology, and integrate derived item infor-
mation with existing user ratings. While standard CF algorithms assume
that all items are distinct, the authors propose an extended CF algorithm
that consider item information as well based on the item similarity, e.g.

1http://friendfeed.com
2http://last.fm
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same director. Item similarity is computed by taking into account similar-
ity between item attributes. To compute the attribute similarities, for each
attribute a similarity function must be defined and an aggregation function
that combines the different attribute similarities. In this way, it is possible
to find similar users even if they did not rate the same, but similar movies.
The approach has the disadvantage that it needs effort to build a similar-
ity function for each attribute and it is also limited to one domain. With
our approach we overcome both limitations of this work. Different weights
for different relations/attributes can be learned automatically based on the
number of occurrences in the graph for example, and the domain limitation
is dropped because of our semantic approach where it is easily possible to
bridge different domains.

In a different approach, Middleton et al. [139] build ontological profiles for
users to recommend research articles. The user profile creation is done using
a topic hierarchy. To overcome the cold-start problem, the authors also
attempt to use externally available information based on personnel records
and user publications. The limitation is that the existence of such additional
knowledge cannot be generally assumed. In some cases, like the presented
research community example, public information is available, but especially
in the social web, this information is locked in the different social networks.
Thus, instead of requiring personal information from external sources, our
approach leverages public knowledge sources like Freebase (or DBpedia).

User Profile Enrichment Different strategies have been proposed to ex-
pand the knowledge about users ranging from the aggregation of user infor-
mation distributed over different applications to solutions adding semantic
and linguistic knowledge to user profiles [152, 121]. Aggregation of personal
information from several applications [206, 163] and using it for recommen-
dations has been demonstrated in experimental setups [27]. However, this
approach is not easily adoptable as most applications keep their data in
‘walled gardens’ where the application provider does not allow to get any
user information out of the system, e.g. no API is offered. Thus, it is not
easy to get data for one user from different applications [27, 28]. In addition,
privacy and security issues may occur and users may not be willing to share
passwords to allow the aggregation of data from different accounts. Other
works add meta-knowledge from sources like WordNet to user profiles to de-
scribe similar items, e.g. items from the same domain [123]. Of course, the
aggregation of user information from different applications a user could help
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to build a holistic view of the user, but as the data is hard to get, we have
chosen a more applicable way by using free encyclopedic data as the source
for profile enrichment.

5.2 The Enrichment Approach

The general idea of our enrichment approach is visualized in Fig. 5.1 with
an example of a music recommendation system: The figure shows three user
profiles consisting of only a few items without any overlap with the other
profiles. In this case, CF cannot be used as no similarities between items
or users can be computed, which is needed for CF. Our profile enrichment
process adds several new items (strongly related to the already present items),
so that afterwards, the user profiles have an overlap and CF can be applied. If
a user profile (middle row) initially contains user interests about ‘Björk’ and
‘Moby’, our enrichment algorithm takes both entities as an input and starts
to traverse the semantic data set which is a graph where all information is
connected. The first entity that is added to the user profile is the genre entity
‘electronic’, as both artists are directly connected to it. Then, the algorithm
adds additional artists like ‘Morcheeba’ as the band is also connected to
‘electronic’. This enriched user profile is then used for CF.

In this chapter we focus on music data to show and evaluate our approach.
The approach itself presented in this section is designed to work on any kind
of data as long as it is presented as a graph. Fig. 5.2 shows the general
data structure needed for our approach. The data set needs a user node
that is connected with a like/rated relation to a set of entities, which can be
connected by any kind of relation. The rate/like relation indicates a positive
relation to the linked entity. Negative relations are currently not considered.
The entity nodes can be music information, as in our scenario, or books,
movies etc.

Enriching user profiles based on semantic data

Our motivation is to cope with the cold-start problem. Therefore, we use
semantic encyclopedic knowledge to extend small user profiles. Studies about
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Figure 5.1: Simplified visualization of the initial cold start problem. a)
Before the enrichment, there is no overlap between the different user profiles
and collaborative filtering is not possible. b) After the enrichment, the user
profiles overlap and collaborative filtering is possible

Wikipedia3, as an example for online encyclopedias, proved that the quality
and the accuracy of Wikipedia articles is on a high standard and hence a
reliable information source [101]. Therefore, we follow the idea that semantic
encyclopedic data is a good and ‘neutral’ source for enriching user profiles
with knowledge not influenced by subjective opinions or tastes. Enriching
user profiles with items strongly related to the items already present in the
user profile, adds ‘synonyms’ for the existing entities. A synonym in this
context means that we add interests to the user profile that are similar to
already expressed user tastes, e.g., adding an additional artist that is related
to an artist in the user profile. This is done to increase the overlap of the
enriched user profile with other profiles. Thus, it improves the similarity
calculation, but does not change the taste of the user.

3http://www.wikipedia.com
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Figure 5.2: The semantic data set with generic information and user profiles
linked to it.

Finding related items based on encyclopedic data

Our approach for solving the complex problem of computing entities to enrich
the user profile uses link prediction methods on a semantic data set to find
important related items to a given input set of items (e.g., a user profile).
The link prediction task describes the problem of inferring missing links in an
observed graph that are likely to exist [168, 200]. In our approach, we apply
link prediction for the task of finding edges between items in the semantic
data set and a set of given entities of a user profile.

To compute related entities for a given set of input items, we determine the
entities best connected to the input entities already present in a user profile.
In our scenario, best connected from a set of input entities describes the
items that can be reached by several parallel paths each consisting of a small
number of edges. The computation of the related entities can be performed
directly on the semantic data set (“memory-based”) or based on a simplified
network model (“model-based”). The semantic data set is modeled as a
network consisting of nodes representing the entities and edges describing
the relationship between the entities (see Table 5.1). For computing entities
closely related to a given user profile, we take all existing entries in the
user profile as a starting point and traverse the semantic network (“path
based breadth-first search”). Since an extensive search may require to much
resources (CPU, RAM), we introduce a parameter to control the search depth
of our approach. In this work, we used a maximum search depth of four,
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meaning that starting from the user profile all nodes are considered that
can be reached with four steps or less. All entities that can be reached
from entities in the user profile are weighted by the number of parallel paths
and by the number of edges for each path. The formulas for calculating
the path weights are shown in Fig. 5.3. An entity is the more relevant the
more parallel paths from the user profile exist and the shorter (based on the
number of edges) the paths are. Also the type of edge is taken into account.
We evaluate for different path lengths how the profile enhancement influences
the CF performance.
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Figure 5.3: The figure shows the formulas for calculating the path weights
for (a) parallel edges and (b) for a sequence of edges. The discount factor γ
ensures that short paths get a higher weighting than long paths.

To give an impression how the system computes related entities, Fig. 5.4
and Fig. 5.5 show example computations using only artist and genre nodes
and edges connecting those nodes. Fig. 5.4 shows a possible enrichment based
on a user profile containing “Lady Gaga” as an interest. The path length is
set to two, this means that only entities that are not more than two steps
away are taken into account. In this example, “Madonna” would be used
to enrich the user profile. Fig. 5.5 shows the enrichment going to a depth of
four. This means that entities that are not more than four steps away are
taken into account. Input is the same user profile, with “Lady Gaga” as an
interest.

Memory-based link prediction We apply a path-based approach for
computing predictions. Starting from several input entities (e.g. the entities
in the user profile), we traverse the semantic network. The entities reachable
from the input entities are ordered according to a semantic similarity rating.
This rating is calculated based on the edge weights of the respective path.
Currently, the weight of the edge, which can be considered as the importance
of the edge, has to be set manually or by using normalization strategies. One
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Figure 5.4: Path Length 2: Explanation of path based enrichments over the
Artist-Genre edge set. The user can see the different nodes that were used
for the enrichment with Madonna.

strategy is to weight edges based on their significance to connect a node in
the data set. If the edge is the only one connecting a node, determined by the
degree of a node, it is considered as more important than edges that connect
a node with several other edges. For parallel edges/paths the ratings are
summed up. For a sequence of edges the weights are multiplied and weighted
by a discount factor (depending on the path length). In our system, we
implemented the path-based approach using a breadth-first search algorithm
with a limited search depth [179]. The search depth limit is set to make
sure that the computed results are relevant for the input items and not only
loosely connected. With the depth limit, no items are taken into account
where the path length to the most relevant item is longer than the defined
search limit.

Another advantage of path based approach is that no additional effort is
needed for building a model. Thus, updates in the data set immediately
affect the computed results.

Model-based predictions Real-world data sets are often sparse and noisy.
In order to cope with these problems we reduce the complexity of the data
set by aggregating similar entities into clusters. To assure that users still
understand computed recommendations, we use Hierarchical Agglomerative
Clustering [211] that combines entities with similar features in one cluster.
The computed clusters are treated as nodes. Thus, path based search strate-
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Figure 5.5: Path Length 4: Explanation of path based enrichments over the
Artist-Genre edge set. The user can see the different nodes that were used
for the enrichment with Björk.

gies can be used for searching relevant entities.

The advantages of model-based recommenders are that the complexity of the
data set can be effectively reduced to speed-up the computation of relevant
entities. Furthermore, the reduction of noise in large data sets often improves
the result quality. The algorithm applied for reducing the graph complex-
ity highly depends on the domain. We decided to focus on Hierarchical
Agglomerative Clustering since it enabled us to choose similarity measures
and clustering parameters optimized for each relationship set. Moreover, for
recommendations computed based on clustered entity sets path based expla-
nation can be provided. The disadvantages of model-based recommenders
are that additional effort is needed for calculating and updating the model.
A prediction based on clustering presented in Fig. 5.6. As the results of the
cluster algorithm are most of the time only loosely related to the input node,
the results from the clustering are not considered in the evaluation.
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Figure 5.6: Cluster based prediction: Explanation of cluster based enrich-
ments using automatically generated genre cluster.

5.3 Evaluation

The goal of the evaluation is to research the impact of an enriched user
profile on the cold start problem for CF. We therefore consider two evaluation
scenarios:

New user and new application: The first scenario covers the cold start
problem for a new music recommendation application with few users. In
this scenario, we analyze the effect of the enriched user profiles for a new
music recommendation application that has a small number of users and
how recommendation quality is affected for new users.

New user and big application: The second scenario is focused on a new
user who joins a well established recommendation service, such as LastFM
or Facebook. We study how the enrichment approach works for new users in
a big recommendation application which already has a lot of users.
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5.3.1 Data Sets

The evaluation is performed using two data sets from Facebook and LastFM
collected between January and September 2010. We extracted data from
around 60,000 users and kept the profiles that contain data about interests
in music. For the evaluation we used all user profiles containing at least two
music interests. Users from the Facebook data set expressed their interests
by ‘liking’ an artist. Users in the LastFM data set showed their interests
by listening to music, which is implicitly tracked information from LastFM,
and by actively ‘favoring’ artists. The resulting Facebook data set consists
of 3,011 users and 14,516 liked music items. The LastFM set consists of
7,743 users and 11,333 favored music items. We only crawled user profile
information, no other data from Facebook, e.g. Facebook Open Graph4

information, or data from LastFM about similar artists is part of the user
profile data. The user profiles only contain the user name, the artist name
or music album name, and in the LastFM set also the MusicBrainz ID5.

Figure 5.7: The semantic data set with music information and user profiles
linked to it.

The semantic information that is needed for our approach is retrieved from
Freebase. In our scenario, we make use of data from the music domain
consisting of four music entity types, namely Artists, Albums, Tracks, and
Genres relations between them. The relationship between artist and genres
describes the genre in which an artists works; the relationship between album

4http://developers.facebook.com/docs/opengraph/
5http://musicbrainz.org/



126 CHAPTER 5. EVALUATION OF SEMANTIC USER MODELS

and artists describes which artist can be found on an album release, and
finally the relationship between album and genre defines a genre assignment
for each album. The created data set is schematically visualized in Fig. 5.7.
Table 5.1 shows the number of edges and entities contained in the data set.

Table 5.1: Music information contained in the Freebase data set.
Entities number of entities number of edges

Musicians Genre Albums Tracks

Musicians 417217 – 79543 374445 –
Genre 3082 79543 – 90444 –

Albums 438180 37445 90444 – 1048565
Tracks 1048576 – – 1048565 –

To analyze how semantic encyclopedic data can improve CF, we interlinked
the semantic data set retrieved from Freebase with LastFM and Facebook as
explained in Section 5.3.2.

5.3.2 Interlinking User Profiles

The extracted Facebook and LastFM profiles are initially isolated, meaning
that there is no connection to the Freebase data set. However, our approach
requires a graph containing the user profiles and the Freebase data inter-
linked. The linkage is needed as our enrichment algorithm is a graph-based
method. Without connected data, the profile enrichment cannot be com-
puted. Thus, it is necessary to know that an entity ‘Facebook#The Beatles’
in a user profile is similar to the entity ‘Freebase#Beatles’ in the Freebase
data set and to create a link between them. Fig. 5.8 shows the situation before
and after the linkage. The linkage is done using a set of rules that connect
the profiles. First, we check if we have a MusicBrainz ID (which is the case
if we got the user data from LastFM). If we have the MusicBrainz ID the
linkage is easy as this information is also part of the meta-information that
Freebase provides about the artists. If no MusicBrainz ID is available we try
to link entities based on the artist name in different spellings and languages
offered by Freebase. If more than one Freebase node matches the rules and
we cannot disambiguate the correct node this entity is disregarded. While
we assume that this method minimize the number of false positive linked
entities, there still may be incorrectly linked entities, which might lead to a
reduced recommendation quality.
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Figure 5.8: To compute the enriched profiles we first need to find edges
between the user profiles and the semantic data set.

Having connected the user profiles with the Freebase data set, the derived
semantic network can be used for enriching user profiles.
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5.3.3 Selection of ‘New Users’ and evaluation algo-
rithms

The selection of users who represent the new users joining a recommendation
service was done by creating a subset with all users who have rated exactly 15
items. All test users must have the same number of items in the profile, to be
able to compare the results of the different evaluation runs in the different
scenarios. The number 15 was chosen because it gives a big enough user
profile for the evaluation (train and test split) and also enough users with
15 items to have statistically enough test data. From these 15 items we use
a set of ten items as our test set and for the training we arbitrarily choose
one to five of a user’s remaining items for the initial user profile (training
set) to simulate the cold start problem. The process is visualized in Fig. 5.9.
We conduct several test runs, starting with a user profile containing only
one item, and then iteratively increase the number of items up to five. The
training set was enriched with additional five to nine items, depending on the
initial size of the training set, so that it always contains ten items. Results
are averaged over 200 evaluation runs for each user profile size (one to five
items) using the following forms of CF algorithms:

Figure 5.9: Example of a user profile with 15 item. First a training test split
is done with ten test items and five items in the training set. Then we enrich
the user profile with five additional items. This enriched set is then used for
CF.

• CF with standard profiles: The Baseline. A standard CF algorithm
using the Tanimoto coefficient [126] to compute the user similarity.
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• CF with enriched profiles: The standard CF algorithm using the
enriched user profiles instead of the standard profiles.

• Most Popular Recommender: A simple algorithm recommending
the top n items of the data set.

• CF + enriched profiles: A combined method of the first two CF
methods. If the standard CF does not find a recommendation, the CF
with the enriched profiles is used. This approach avoids the recommen-
dation depending mostly on the items used to enrich the profile.

• CF + Most Popular recommendations: An approach using most
popular recommendations if the standard CF find no results.

• Random Recommender: Recommending randomly chosen items.

5.3.4 Evaluation of the ’New user and new application’
scenario

The application is created by randomly selecting 5,000 users from our crawled
data set. These users represent users who already using the application. The
test users, which are different from the 5,000 users, are also chosen from the
user data set containing only users with an interest in jazz or swing music.
This was done to augment the cold start problem as most users in our data
set have a “Pop” taste. The initial user profiles are enriched using the Free-
base data. Fig. 5.10 presents the results for the different algorithms described
in Section 5.3.3. The results show that the enrichment has a huge positive
impact on the recommendation quality. Both approaches using the enriched
profiles (CF using only enriched profiles and CF with standard profiles com-
bined with CF with enriched profiles) clearly outperform the standard CF
and CF + Most Popular for user profiles of size 1-4. For users with a user
profile size of five, the CF with enriched profiles is slightly inferior than
the standard CF. Most Popular and Random recommendation have no im-
pact at all. Using only the Most Popular recommendations does not work
as the selected test users were only interested in swing and jazz music as the
common taste in the randomly selected data set is on pop music. Thus, the
list of Most Popular recommendations consists of pop artist and does not
contain any swing or jazz artists.
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Figure 5.10: Cluster based prediction: Explanation of cluster based enrich-
ments using automatically generated genre cluster.

Fig. 5.11 shows the percental change of recommendation quality compared
to the CF with standard profiles. The usage of our enrichment approach
improves the recommendation quality by over 90% for very small profiles
(size one and two) and over 40% for the bigger profiles (size four and five).

Figure 5.11: Cluster based prediction: Explanation of cluster based enrich-
ments using automatically generated genre cluster.
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5.3.5 Evaluation of complete Facebook and LastFM

The evaluation for the second scenario, the ’New user and big application’
scenario, is done separately for Facebook and LastFM to compare if there are
differences in a Social Network and a distinguished music recommendation
service like LastFM. The evaluation covers three different user subsets:

1. Recommendations based on the complete data set.

2. Recommendations for users who have an uncommon taste. Which is
similar to the swing and jazz user set used in the evaluation in Sec-
tion 5.3.4.

3. Recommendations for users who mostly like popular artists.

The split between users with an unusual taste and users with a common pop-
ular taste is done based on the average deviation of popular artists in a user’s
profile. The popularity of an artist is computed based on the distribution
in the Facebook and LastFM data sets. The initial user profiles (with 1 - 5
items) are enriched with five additional items from Freebase, so that the user
profiles given to the collaborative filtering recommender have a size of six to
ten items.

Fig. 5.12 and Fig. 5.13 show the evaluation results on both data sets. Results
on the Facebook data set show that CF with enriched user profiles does not
improve the recommendation quality compared to the standard CF. The
enrichment even leads to a reduced precision.

This is expected, as our enrichment approach adds mostly ‘popular’ enti-
ties from Freebase to the user profile, meaning that the enrichment can blur
the user profile and make the user profile less personal. As explained, the
enrichment algorithm takes the degree of a node in the Freebase graph into
account. Thus, mostly popular artist and genres are used for the enrichment.
This is a shortcoming of the encyclopedic Freebase data set as there are no
other indicators than distance to the user profile and degree of a node that
could be used. Also the standard CF benefits from the fact that it is more
likely to find similar users in a common taste scenario, hence recommended
items bases on the original, not blurred, user profile and the CF can make
use of more neighbors (similar users). On the other hand, a more detailed
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Figure 5.12: Results for Evaluation on the LastFM data set. (a) shows the
results for users with an unusual music taste. (b) shows the results for users
with popular music taste. (c) shows results over complete data set.

look on the results reveals that a combination of the standard and enriched
CF can improve the quality. The reason is that in cases where standard
CF cannot find appropriate items because no similar users can be found,
the enrichment helps to find other users based on the enriched profile and
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hence items to recommend. This effect becomes even more visible in scenar-
ios where recommendations for users with an uncommon taste are computed.
In these scenarios the strategy CF + enriched profiles outperforms all other
approaches. As CF depends on an sufficient amount of neighbors to com-
pute recommendations and finding similar users for users with an uncommon
taste is more difficult the enrichment helps to overcome this problem. The
results for the LastFM user profiles confirm the findings on the Facebook
data set. On the LastFM data set, we used a more restrict threshold to dis-
tinguish between users with common and uncommon taste. The evaluation
results show that for users with a uncommon taste CF + Most Popular rec-
ommendations perform bad while the CF + enriched profiles recommender
really improves recommendation quality. For common taste users and all
users, the CF + Most Popular recommender performs best. Both combined
strategies outperform the standard CF recommender.

5.4 Closing Discussion

In this chapter we presented a new semantic approach to overcome the cold
start problem by enriching user profiles with data retrieved from semantic en-
cyclopedic data sets. Our evaluation shows that, depending on the scenario,
the profile enrichment improves the recommendation quality. Especially in
scenarios where the given user profile is very small and the interests of a user
differs from the mean taste of the other users (see Section 5.3.4). However,
the evaluation also showed some shortcomings of the presented approach.
The enrichment works very well for users with an unusual taste and in sce-
narios where the number of users of an application is low; in these scenarios
the enriched profiles heighten the recommendation quality. In contrast, the
enrichment is not helpful for users with large profiles or a popular music taste.
In these cases the enrichment blurs the user profile and the therein-specified
user taste, because the Freebase data contains general domain information,
and for users with a common taste more or less universal knowledge is added.
Adding the artist “Madonna” does not make sense for user profiles already
containing a lot of pop artists; it only leads to more general profiles less tai-
lored to the individual user preferences. Different strategies to overcome this
problem are conceivable. On the one hand, our approach needs to weight the
edge types in a more user centric way. A user may like an artist because of
a certain song but does not like the complete discography; or a user might
like the artist because of the social engagement of that artist and not be-
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Figure 5.13: Results for Evaluation on the Facebook data set. (a) shows the
results for users with an unusual music taste. (b) shows the results for users
with popular music taste. (c) shows results over complete data set.

cause of the music. Therefore, more contextual information about users is
needed, enabling a context sensitive weighting of the information used for
the profile enrichment. The increasing popularity of Social Semantic Web
approaches and standards like FOAF6 can be one important step in this di-
rection [42, 43]. On the other hand, semantic data sets itself have to be
enriched with more meta-information about the data. General quality and
significance information like prominence nodes and weighted relations can

6http://www.foaf-project.org/
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improve semantic algorithms to better compute the importance of paths be-
tween nodes. An artist that made hundreds of bad albums may have a high
number of links to e.g. a genre node, but is not an important artist for this
genre while another artist made only one or two albums but defined a genre.
In this case, a significant weight for the artists can improve the quality and
performance of semantic algorithms.

The next step is to perform a live user evaluation asking them if the rec-
ommendation based on enriched profiles is of any help as offline evaluations
hardly show the “real world” impact of such a user centric approach. Future
steps are the evaluation of a focused enrichment, e.g. only using artist or
genres information, based on the context of the user. Another direction is
to implement a sophisticated weighting model (e.g., based on prominence,
context and user groups) as an overlay for the Freebase data set, and to im-
plement alternative network models (e.g., based on a low-rank approximation
for the adjacency matrix of an relationship set [122]).
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Chapter 6

Conclusion

This thesis discusses challenges related to the ever increasing amount of infor-
mation in today’s internet, namely the Social Web. To overcome this Infor-
mation Overload problem, adaptation and personalization to user’s needs has
proven to be a successful approach [44]. The goal of this thesis is to present
new ways to take advantage of the possibilities coming with the Semantic
Web to unify and aggregate user information distributed in the Social Web
with the goal to enhance adaptive systems. This thesis covers the different
layers of an adaptive system and presents new approaches for the layers on
how to take advantage of semantic technologies. In this process, semantic
models and techniques are developed to capture user behavior and user in-
formation and aggregate this information to a user profile. This unified and
aggregated user profile serves as an input for adaptive systems and allows for
better personalization. In order to demonstrate the potentials for adaptive
systems, the domain of recommender systems was chosen to show the bene-
fits of a semantic models holds. The focus is placed on two problems in this
domain - the Cold Start Problem and the Grey Sheep Problem.

In the following section, the contributions of this thesis are presented by
revisiting the main research questions, which are identified in Section 1.2, and
highlighting the results, effects and the scientific contributions of this thesis.
Finally, further research opportunities are presented in the last section.

137
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6.1 Research Questions Revisited

In Chapter 1, we introduced adaptive systems (see Chapter 1) and identified
four tasks an adaptive system has to perform depicted in Fig. 6.1.
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Figure 6.1: Parts of the Adaptive System that are processed in this work.

• The data acquisition task - collecting information about users,

• The representation and data mining task - processing information
and build a user model,

• The adaptation task - applying the user model to adapt the appli-
cation.

Along those tasks, we identified two thematic blocks where we placed our
research questions.
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Data Acquisition and Representation The first two research questions
we defined and which align with the first and second layer of the adaptive
architecture, are:

• How can user behavior, and the meaning of a click be collected on to-
day’s highly dynamic websites?

• How can semantic user behavior be modeled?

The first question is discussed in Section 3.2, which presents an in-depth ex-
amination of necessary functionality and solution approaches to collect more
meaningful user behavior from websites. We discuss shortcomings of exist-
ing tracking approaches, that miss a lot of underlying semantics behind user
actions, from which we derive requirements for a semantic tracking solution.
Based on that, we present a Semantic User Tracker which shows how to
take advantage of existing Semantic Web Technologies such as RDFa andMi-
croformats to collect extra knowledge from user interactions on a website.
The proposed semantic tracking solution is the first building block of a seman-
tically enhanced adaptive system. The User Behavior Ontology (UBO)
described in Section 3.3 provides a user model representation suitable for
collecting and managing user behavior from complex websites. It follows the
OWL standard, defined by the W3C, and serves as a general behavior model
for tracking all user interactions, a semantic form of log files. While log files
only capture explicit interaction, the presented tracking solution and the
UBO now makes it possible to track, collect and manage also implicit inter-
action data. With the UBO, actual interaction is captured, in the ubo:Event
class, as well as the site structure, using ubo:View and ubo:Element. The
UBO allows, for instance, to collect a click on a link in a search result list,
and additionally also to collect all other elements in that list including their
order. With the semantic user behavior model, sharing and reusing of the
collected information is possible. If a user shows interest in an artist like
Madonna for instance, this information can be shared and reused by a music
recommendation system. Using semantic technologies also allows using ex-
tra knowledge from external sources, such as DBpedia, to give more meaning
to the collected data. The combination of the above described approaches,
the tracking approach and the UBO is presented ’in action’ in the SERUM
system in Section 3.4. SERUM shows that the utilization of semantic tech-
nologies in a news recommendation system can enhance the usage experience
by lowering the needed initial user information, thus tackling the Cold Start
Problem.
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With the presented UBO and the discussed semantic tracking method, we
give answer to the research questions above. The tracking of user interaction
can be improved by incorporating semantic technologies and with the UBO,
the collected data can be utilized to improve recommendation quality, which
is demonstrated in the SERUM showcase.

The next pair of questions is solely related to the second layer of the adaptive
architecture and focuses on the semantic modeling and managing of user
information from a Social Web perspective:

• How must a semantic user model for the Social Web be constructed?

• How can we leverage Semantic Web technologies to aggregate user in-
formation from different web applications?

We answer these questions in Chapter 4. In this chapter, we discuss and
present two main approaches. We present a user model for the Social and
Semantic Web, the Semantic Web User Model - SWUM, which covers
all aspects a user model in that domain must cover. This is grounded by
an extensive study of different social web applications where we identify
information that needs to be taken into account for a Social Web user model.
This is presented in Section 4.3. The SWUM is a generic model, based on
OWL, that allows to manage, share and reuse user information. In order
to be able to reuse such knowledge, strategies are needed to a) aggregate
information from different applications and b) give information a semantic
meaning. Therefore, we present in Section 4.2 a model to aggregate user
information from different applications, the Profile Data Model - PDM and
a system that uses this information to build and manage an aggregated user
profile. This aggregated profile is enriched with additional information from
the Semantic Web. We present a case study which shows the aggregation
process and the usage of enriched profiles for personalized recommendations.
The enrichment algorithm is explained in detail in Chapter 5. Also related
to the second question, we present a User Model Word Net to store,
manage and aggregate user information. This model is especially adapted to
the needs of the Social Web and presented in Section 4.3.

The presented SWUM and the approach to aggregate user information from
different applications answer above questions. The SWUM addresses the
first question by providing a model for the Social Web, based on the pre-
sented study. The second question is addressed by the presented User Model
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Word Net and the aggregation model PDM. The benefit of the presented
approaches in helping to overcome the Cold Start Problem, is shown in the
demo application ‘My Personal User Interface’, see Section 4.2.2.

Data Processing and Adaptation The last set of research questions we
defined focus on the third and fourth layer of the adaptive system architecture
presented in Fig. 6.1:

• How can we leverage the growing knowledge in the Semantic Web to
lower the initially needed amount of user preference data for Collabo-
rative Filtering?

• How does a semantically enriched user profile influences recommenda-
tion quality?

To answer those questions, we present a scenario of a user using a recom-
mendation system. The user has only a few ratings so far, and we show how
the presented semantic technologies can support the system to overcome
the Cold Start Problem and the Grey Sheep Problem. We present an generic
approach (see Section 5.2) that takes existing user profile information and
tries to find related knowledge in the Semantic Web to enrich the user profile
with additional information that helps to improve recommendation quality.
We conducted a comprehensive evaluation of our approach, using two data
sets, one is extracted from LastFM1; the other one is from Facebook2, to see
how the enriched user profiles affect CF recommendations. This is outlined
in Chapter 5. We focus on the Cold Start Problem and the Grey Sheep Prob-
lem. The evaluation shows that taken into account data from the Semantic
Web, initial recommendations can be improved.

6.2 Outlook on Further Research

The scope of this work was the extension of different parts of the adaptive
system with semantic technologies. We therefore introduced different se-

1http://www.last.fm/
2http://www.facebook.com/
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mantic buildings blocks for adaptive systems and presented the benefits that
comes with them.

Out of scope for this thesis is the topic privacy and security of personal user
information [208, 115]. Nevertheless, it is an important topic particularly
with respect to the fact that the creation of possibilities to share and reuse
data in different applications creates an extra need for users to be able to
manage what is shared and how it is shared. The question to solve is what
is the best personalization approach that considers privacy concerns and
corresponding limitations. A brief discussion on how users can be enabled to
manage what is shared is given in Section 4.2.2.

The continuation of the presented work should be carried out in the first and
last layer of the adaptive system, the acquisition and adaption layer. Gath-
ering information about the user is a crucial point for good personalization.
While this work presented approaches to gather more implicit information
in standard web usage and how to store and share it, a lot of future work
can be done by using linked data to collect more related information [2]. In
the adaptation layer multiple aspects have to be considered. The enrichment
process has to be enhanced by incorporating more context and user informa-
tion to select best matching semantic information for the given user model.
Also the impact of the enriched user profiles for different algorithms, beside
the here evaluated CF algorithms, has to be evaluated. And there, as always,
room for improvements of the evaluated algorithms by parameter tweaking.

Follow up work on semantic user modeling includes a multilingual search
assistant for the health-care domain [162, 161]. Goal of the work was pro-
viding migrants with a tool to find related information about the country’s
health-care system. Migrants can search for different health topics using
their mother tongue, or mixed language queries, and retrieve results in their
preferred language. Based on a health ontology and graph-based search algo-
rithm, we deployed a semantic user model covering health data, demographic
and location information. When a search query is submitted by a user, the
system automatically extends the query by using user profile information.
Searching for information about pregnancy, the system uses location infor-
mation to present doctors, specialized for pregnancy, close by the user. A
diabetes patient, searching for nutrition and sports information, gets results
enclosing the diabetes information. While using semantically enhanced adap-
tive systems still requires some manual work, the multilingual search assistant
shows that by using semantic user models, personalization can be enhanced.
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Methodologies, tools and languages for building ontologies. where is
their meeting point? Data & Knowledge Engineering, 46(1):41 – 64,
2003.

[63] Honghua Dai and Bomshad Mobasher. Integrating semantic knowledge
with web usage mining for personalization. In Anthony Scime, editor,
Web Mining: Applications and Techniques. IRM Press, Idea Group
Publishing, 2005.

[64] Ernesto William De Luca, Till Plumbaum, Jerome Kunegis, and Sahin
Albayrak. Multilingual ontology-based user profile enrichment. In 1st
Workshop on the Multilingual Semantic Web, 2010.

[65] M. Dean and G. Schreiber. Owl, web ontology language. W3c recom-
mendation, World Wide Web Consortium (W3C), February 2004.

[66] Christian Desrosiers and George Karypis. A comprehensive survey
of neighborhood-based recommendation methods. In Francesco Ricci,
Lior Rokach, Bracha Shapira, and Paul B. Kantor, editors, Recom-
mender Systems Handbook, pages 107–144. Springer US, 2011.

[67] Anind K. Dey. Understanding and using context. Personal and Ubiq-
uitous Computing, 5:4–7, 2001.

[68] Rezarta Islamaj Dogan, G. Craig Murray, Aurélie Névéol, and Zhiyong
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