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## Abstract

The goal of this dissertation is to study contact representations of plane graphs with convex shapes in the plane, with a special focus on convex polygons.

The classical Circle Packing Theorem by Koebe from 1936 states that each plane graph has a contact representation with disks, i.e., the vertices of the graph are represented by interiorly disjoint disks in the plane such that the edges of the graph correspond to touching disks. A remarkable generalization of this theorem is the Convex Packing Theorem by Schramm. It states that, if we prescribe an individual compact convex prototype for each vertex of a plane graph, there exists a contact representation of this graph in which each vertex is represented by a scaled copy of its prototype. In the case that the prototypes do not have smooth boundaries, the only known proof of this theorem is based on the Brouwer fixed point theorem and does not seem to give any insights into questions like those for the uniqueness or the complexity of the computation of the contact representations.

In this dissertation we study contact representations of plane graphs with so called similarly-aligned odd $K$-gons and parallel-sided even $K$-gons for a fixed $K$. These classes of polygons generalize equiangular and therefore also regular $K$-gons for odd and even $K$, respectively. We describe the combinatorial structure of these contact representations by integral flows of planar graphs with prescribed excesses at the vertices, known as $\omega$-flows. In particular, we obtain a lattice structure on the set of all possible contact structures of a graph. This lattice structure plays a role in an algorithm that is supposed to compute a contact representation of a given graph with individually prescribed similarly-aligned odd $K$-gons or parallel-sided even $K$-gons as prototypes for the vertices. Based on a contact structure, the algorithm builds a system of linear equations and solves it. If the solution is non-negative, it encodes the wanted contact representation. In this case the representation is constructed and the algorithm terminates. Otherwise negative variables guide a change of the contact structure and the procedure is restarted with the new contact structure. Similar algorithms have been proposed for contact representations with homothetic triangles and squares. We cannot prove that this procedure terminates. But using the ideas of this approach, we can still prove the existence of the wanted contact representation. With a convergence argument we can then reprove the existence of contact representations of plane graphs with arbitrary individually prescribed compact convex prototypes for the vertices.

## Zusammenfassung

In dieser Arbeit beschäftigen wir uns mit Kontaktdarstellungen planarer Graphen mit konvexen Formen in der Ebene, mit besonderem Fokus auf konvexe Polygone.

Ein klassisches Resultat auf diesem Gebiet ist das Kreispackungstheorem von Koebe von 1936, das besagt, dass jeder planare Graph eine Kontaktdarstellung mit Kreisscheiben besitzt, d. h., die Knoten des Graphen werden als Kreisscheiben in der Ebene mit paarweise disjunktem Inneren dargestellt, so dass die Kanten des Graphen den Paaren sich berührender Kreisscheiben entsprechen. Eine bemerkenswerte Verallgemeinerung dieses Theorems ist das Konvexpackungstheorem von Schramm. Dieses besagt, dass, wenn wir für jeden Knoten eines planaren Graphen einen individuellen kompakten konvexen Prototyp vorschreiben, dieser Graph eine Kontaktdarstellung besitzt, in der jeder Knoten durch eine skalierte Kopie seines Prototyps dargestellt wird. Wenn die Ränder der Prototypen nicht glatt sind, beruht der einzige bekannte Beweis dieses Theorems auf dem Fixpunktsatz von Brouwer und scheint keine Erkenntnisse zu liefern, die bei der Beantwortung von Fragen nach der Eindeutigkeit oder der Komplexität der Berechnung der Kontaktdarstellungen helfen.

In dieser Dissertation untersuchen wir Kontaktdarstellungen planarer Graphen mit so genannten ähnlich ausgerichteten ungeraden $K$-Ecken und parallelseitigen geraden $K$-Ecken für ein festes $K$. Diese Klassen von Polygonen sind Verallgemeinerungen von gleichwinkligen und damit insbesondere regulären $K$-Ecken für ungerade beziehungsweise gerade $K$. Wir beschreiben die kombinatorische Struktur dieser Kontaktdarstellungen als ganzzahlige Flüsse von planaren Graphen mit vorgeschriebenen Überschüssen an den Knoten, so genannte $\omega$-Flüsse. Insbesondere erhalten wir eine Verbandsstruktur auf der Menge aller möglichen Kontaktstrukturen eines Graphen. Diese Verbandsstruktur spielt eine Rolle in einem Algorithmus, der eine Kontaktdarstellung eines gegebenen Graphen mit individuell vorgegebenen ähnlich ausgerichteten ungeraden $K$-Ecken oder parallelseitigen geraden $K$-Ecken als Prototypen für die Knoten berechnen soll. Basierend auf einer Kontaktstruktur stellt der Algorithmus ein lineares Gleichungssystem auf und löst es. Wenn die Lösung nichtnegativ ist, kodiert sie die gesuchte Kontaktdarstellung. In diesem Fall kann die Kontaktdarstellung konstruiert werden und der Algorithmus terminiert. Andernfalls geben die negativen Variablen einen Hinweis, wie die Kontaktstruktur geändert werden kann, und die Prozedur wird mit der neuen Kontaktstruktur neu gestartet. Ähnliche Algorithmen sind bereits für die Berechnung von Kontaktdarstellungen mit homothetischen Dreiecken und Quadraten vorgeschlagen worden. Wir können nicht beweisen, dass der Algorithmus terminiert. Allerdings können wir die Ideen dieses Algorithmus verwenden, um die Existenz der gesuchten Kontaktdarstellungen zu beweisen. Mit Hilfe eines Konvergenzarguments erhalten wir schließlich einen neuen Beweis für die Existenz von Kontaktdarstellungen planarer Graphen mit beliebigen individuell vorgeschriebenen kompakten konvexen Prototypen für die Knoten.
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## Chapter 1

## Introduction

There are many ways to visualize a graph. The most simple kind of such geometric representations are node-link diagrams where the vertices of the graph are represented by points and the edges are represented by curves connecting the two endpoints. Another class of geometric representations of graphs are intersection representations. Here the vertices are represented by geometric objects and the edges by intersections of the two objects corresponding to the incident vertices. In this work, we want to focus on contact representations which are intersection representations where the geometric objects are allowed to touch but not to overlap according to some specified notion. For a general survey on the connections of geometry and graph theory see the survey by Lovász [Lov19] which contains many beautiful and unexpected examples.

### 1.1 Overview of the literature

There is a large body of work about contact representations of graphs. In this section we will give a brief overview of this literature. Some of the results mentioned in this section will be explained in more detail in the later chapters.

Circles. One of the earliest results concerning contact representations is Koebe's Circle Packing Theorem [Koe36] from 1936. It states that all planar graphs can be represented by touching disks. See Fig. 1.1 for an example of such a representation.


Figure 1.1: A touching disks representation of a five-vertex planar graph.

Since this theorem had been forgotten for quite a while and has been rediscovered by Thurston [Thu79b, ch. 13] in the late 1970s as a consequence of the work of Andreev [And70a; And70b], it is also known as the Koebe-Andreev-Thurston theorem.

If the graph is 3 -connected, there exist disk contact representations of the graph itself and of its planar dual that are intersecting in a special manner, known as primal-dual disk representation. This stronger version of the theorem has been proven by Pulleyblank and Rote (unpublished, see [FR19]) and by Brightwell and Scheinerman [BS93], see also [FR19] for a simple and elegant elementary proof.

Segments. Contact representations with line segments are quite well understood: We know that each planar bipartite graph has a contact representation with interiorly disjoint horizontal and vertical line segments [BNZ91; FOP94]. Further, each trianglefree planar graph has a contact representation with line segments with only three different slopes [CCD+02]. Using a technique similar to one that we will use in this thesis, Gonçalves [Gon19] proved a slightly stronger version of this theorem for Eulerian triangulations. If we allow arbitrarily many different slopes, the subgraphs of planar Laman graphs are exactly the planar graphs admitting a contact representation with line segments (Thomassen (unpublished manuscript), see [Fel13]).

The special case of contact representations of maximal planar bipartite graphs, i.e., planar quadrangulations, with interiorly disjoint horizontal and vertical line segments is already studied in a seminal paper by Brooks, Smith, Stone, and Tutte from 1940 [BSST40]. In this case, the contact representation induces a rectangulation of a rectangle, i.e., a dissection of a rectangle into smaller rectangles, also known as a floorplan, see Figs. 1.2a and 1.2b. By considering an electrical flow in the visibility graph of the horizontal segments with unit capacity on each edge, Brooks et al. are able to obtain a squaring of a rectangle, i.e., a dissection of a rectangle into squares, whose segment contact graph is the same as the segment contact graph of a given rectangulation of a rectangle. The same result is achieved by Felsner [Fel13] with a different approach. This is the first example of an approach that plays a central role in this thesis. It begins with an encoding of the combinatorial structure of the

(a) A rectangulation of a rectangle.

(b) The corresponding segment contact graph.

(c) The corresponding rectangle contact graph.

Figure 1.2: Different contact graphs associated with a rectangulation of a rectangle.
segment contact representation in the form of a separating decomposition. This is a 2 -orientation of the segment contact graph, i.e., an orientation in which each vertex, except the vertices corresponding to the top and bottom segment, has exactly two outgoing edges, together with a certain coloring of the edges. This combinatorial data encodes the basic geometric relationships of the floorplan. From this data, a system of linear equations is extracted that is supposed to compute the wanted squaring. The variables represent the side lengths of the squares. This system can be shown to be uniquely solvable. If the solution is non-negative, the squaring can be constructed from the side lengths given by the solution. Otherwise, the negative variables can be used as indicators how to change the separating decomposition so that the solution of the new system of equations is non-negative and thus provides all the necessary information to construct a squaring.

Rectangles and squares. A rectangulation of a rectangle can not only be interpreted as a contact system of horizontal and vertical segments but also as contact system of axis-aligned rectangles. For the resulting contact graph, it is helpful and common practice to interpret the four sides of the enclosing rectangle as the vertices of the outer face, see Fig. 1.2c. In this work, we refer to these contact representations as rectangle contact representations. In the literature, they are also known as rectangular duals. Exactly the inner triangulations of a 4-cycle without chords in the outer 4 -cycle and without separating 3-cycles admit such a rectangle contact representation [Ung53; KK85]. Rectangle contact representations can be computed in linear time by the following approach: First compute a combinatorial structure and then use this structure for the construction of the contact representation. This approach was first taken by He [He93] who calls this combinatorial structure regular edge labeling. Here we use the name transversal structure which goes back to [Fus07; Fus09]. Also in the case of rectangle contact representations, the question has been studied whether it is possible to prescribe the aspect ratios of the rectangles, e.g., representing all vertices by squares. Based on the concept of extremal length, Schramm [Sch93] proves the existence of rectangle contact representations with prescribed aspect ratios for each vertex for graphs without separating 4 -cycles. Schramm also shows that the contact representation is unique up to scaling. Lovász [Lov19] reproves this result using antiblocking convex corner polytopes. For computing rectangle contact representations, the most practical approach is similar to the approach of Felsner [Fel13] for computing squarings as segment contact representations. This time we use a transversal structure as the combinatorial data to set up a system of linear equations. The variables are the lengths of the contacts of two rectangles. It can be proven that the system has a unique solution. If the solution is non-negative, the wanted contact representation can be constructed from the lengths given by the solution. Otherwise, the negative variables can guide a change of the transversal structure. This step is iterated until the solution is non-negative. The drawback of this method is that it has not been proven that this iterative procedure actually stops. But in practical experiments it always terminated. The approach is described in [Fel13], for more details see [Ruc11], and for an implementation see [Pic11]. The author of this thesis
was able to use this strategy (setting up a system of linear equations and changing the transversal structure for improvements) to reprove the existence of rectangle contact representations with prescribed aspect ratios, i.e., Schramm's result, in his master thesis [Sch16].

Triangles. In by now classical work, de Fraysseix et al. [FOR94] show that every planar triangulation has a contact representation with triangles. They use Schnyder woods (Schnyder [Sch90a] himself calls them realizers) or, more precisely, the corresponding concept of canonical orderings as an encoding of the combinatorial structure of the contact representation, guiding a successive placement of the triangles. The construction can be adapted in such a way that all triangles are isosceles and have a horizontal basis and all contacts are between a corner of a triangle and the interior of a side of another triangle, see Fig. 1.3a. Gonçalves et al. [GLP12] show that each 4-connected planar triangulation has a contact representation with equilateral triangles with a horizontal basis. Their proof is an application of the Convex Packing Theorem by Schramm [Sch07]. The most practical approach for computing equilateral triangle contact representations is again based on solving systems of linear equations. This time, we use a Schnyder wood as combinatorial data to set up this system. The variables of the system represent the side lengths of the dual triangles corresponding to the faces of the triangulation. As in the previous cases, it can be shown that the system is uniquely solvable. If the solution is non-negative, the contact representation can be constructed from the side lengths given by the solution. If there are negative variables, they can be used to guide a change of the Schnyder wood. This step is iterated until the solution of the system of equations is non-negative. As for the analogous procedure for the computation of squarings, while it has been observed in all practical examples, it has not been proven that the iteration actually stops. This approach is sketched in [Fel09]. For more

(a) A triangle contact representation.

(b) A primal-dual triangle contact representation.

Figure 1.3: Examples of triangle contact representations with equilateral triangles.
details including an implementation and statistical data on the number of iterations see [Ruc11]. Also in the case of triangle contact representations, the author of this thesis was able to use this strategy of setting up a system of linear equations and changing the Schnyder wood for improvements to reprove the existence of equilateral triangle contact representations, i.e., the result by Gonçalves et al., in his master thesis [Sch16], see also [Sch17].

Another nice result from [GLP12] is that every 3-connected planar graph has a primal-dual triangle contact representation, i.e., there exists a dissection of a triangle into smaller triangles such that the side-side contact graph is bipartite and the corner-side contact graphs of the two classes of the bipartition represent the primal and the dual graph, see Fig. 1.3b. In the proof, generalized Schnyder woods, which are introduced by Felsner [Fel01], are used as an encoding of the combinatorial structure of the primal-dual triangle contact representation, guiding the construction of this contact representation.

General convex shapes. We mentioned above that the proof of the existence of equilateral triangle contact representations in [GLP12] is an application of the Convex Packing Theorem by Schramm [Sch07], a strong theorem based on his Monster Packing Theorem. It allows to prescribe an individual convex prototype for each vertex of a plane triangulation and guarantees the existence of a contact representation of this triangulation in which each vertex is represented by a scaled copy of its own prototype. In general, it can happen that some of the prototypes are scaled down to a single point but not if the prototypes have smooth boundaries. The drawback of this approach is that the proof of the Monster Packing Theorem uses Brouwer's fixed-point theorem and therefore does not lead to an efficient way to compute the contact representations. Schramm [Sch91] gives an alternative proof of the Convex Packing Theorem for the case in which the boundaries of the prototypes are smooth. This time, the proof is more elementary and also proves the uniqueness of the contact representation if the outer vertices of the given triangulation are represented by the three sides of a given triangle.

Shapes in 3-space. Although we focus on contact representations in the plane in this thesis, we want to mention, for completeness, that there is also literature about contact representations in 3 -space. Thomassen [Tho86] showed that each planar graph has a contact representation with axis-aligned boxes in 3 -space, see also [BEF +12$]$ for an alternative proof using Schnyder woods. Felsner and Francis [FF11] improved this by showing that planar graphs have contact representations with axis-aligned cubes. But, in contrast to Thomassen, they cannot guarantee that the cube contacts are proper, i.e., that the intersection has non-zero area. The question whether each planar graph has a proper contact representation with cubes has then been studied in [BEF +12; AKK16]. They present partial results, but leave the general question open. Another generalization of Thomassen's result was proved in $[$ AEK +15$]$ by showing that each planar graph has a primal-dual contact representation with boxes.

Also contact representations of 2-dimensional shapes in 3-space have been studied. In $[E R S+19]$ it was shown that each planar graph has a contact representation with convex polygons in 3-space. In [FKU20] this result was strengthened for 3-colorable planar graphs by showing that those graphs have a contact representation with axis-aligned rectangles in 3 -space.

### 1.2 Our contribution

Our main goal is to develop a theory of convex contact representations that is independent of Schramm's Monster Packing Theorem. The reason for this aim is that the approach with the Monster Packing Theorem seems not to allow answering two central questions: Can contact representations of plane graphs with prescribed convex prototypes be computed in polynomial time? And are these contact representations unique if the graph is a plane triangulation? Thereby, we will mainly focus on the discrete case that the prototypes are convex polygons since this case is not covered by the proof of the Convex Packing Theorem in [Sch91].

The base for this theory will be an approach using systems of linear equations similar to the ones mentioned in the last section for computing contact representations with squares and equilateral triangles. Since these systems of equations are based on combinatorial objects describing the combinatorial structure of a contact representation, we will first study the combinatorial structure of contact representations with regular $K$-gons for a fixed $K$. In fact, we will not only consider regular $K$-gons as prototypes but a more general class of $K$-gons that also includes equiangular $K$-gons. With these combinatorial structures at hand, we will introduce systems of equations for the computation of contact representations with this class of $K$-gons. We will show that these systems of equations are suitable to be used for the procedure which is based on solving the system of equations belonging to a given combinatorial structure, then changing this structure based on the signs of the variables in the solution, and repeating these steps until the solution is non-negative and the contact representation can be constructed from this solution. We will discuss the performance of the resulting procedure by proving lower bounds on the worst case number of iterations and comparing these to statistical data from practical experiments.

Further, we will prove the existence of contact representations with prototypes from the considered class of $K$-gons along the lines of the approach taken by the author of this thesis in [Sch16; Sch17]. Thereby, we will simplify the proofs in [Sch16; Sch17] by superseding the technical geometric part of these original proofs. Finally, using a convergence argument, we will reprove a variant of Schramm's Convex Packing Theorem that is weaker than the original Convex Packing Theorem only in the point that it is less flexible concerning the representation of the outer face of the graph.

### 1.3 Outline

This thesis is structured as follows: In Chapter 2, we introduce some basic notions that are used throughout this thesis and recall some theory on orientations of graphs with prescribed out-degrees. In Chapter 3, we recall transversal structures, Schnyder woods, and generalized Schnyder woods as the combinatorial structures of rectangle contact representations, triangle contact representations, and primal-dual triangle contact representations. After that, we will study the combinatorial structures of similarly-aligned odd $K$-gon contact representations and parallel-sided even $K$-gon contact representations as generalizations of contact representations with regular $K$-gons for odd and even $K$, respectively. Then, in Chapter 4, we will describe systems of linear equations that are based on the combinatorial structures from Chapter 3 and are supposed to compute a contact representation inducing these contact structures. Further, we will prove its unique solvability and some structural results on the solution. In Chapter 5, we will use these systems of equations to prove the existence of similarly-aligned odd $K$-gon and parallel-sided even $K$-gon contact representations. Afterwards, we will reprove a slightly weaker version of Schramm's Convex Packing Theorem using these results. Then, in Chapter 6, we will develop two algorithmic approaches for the computation of similarly-aligned odd $K$-gon and parallel-sided even $K$-gon contact representations that are also based on the systems of linear equations from Chapter 4. The first one performs well in practice and the second one is inspired by the proof of the existence of the contact representations in Chapter 5. But both algorithms lack a proof of termination. For the first algorithm, we will prove lower bounds to the worst case running time and compare these to the performance observed in practical experiments. Finally, in Chapter 7, we complete this thesis by stating open questions and future directions of research.

In Appendix A, there is an overview of the structures associated with contact representations that are defined in Chapter 3. This is meant to be an easy to find place to look up these structures when reading the thesis. In Appendix B, there are some beautiful illustrations of the first algorithmic approach from Chapter 6.

## Chapter 2

## Preliminaries

In this chapter we will introduce some basic notations that we will use throughout the thesis. In Section 2.1 we will focus on notations concerning graphs and in Section 2.2 we will focus on notations concerning polygons. Further, in Section 2.3, we will recall some results concerning orientations of graphs with prescribed out-degrees and flows with prescribed excesses.

### 2.1 Graphs

All graphs considered in this thesis are connected and finite. They can be simple graphs or multigraphs and they can be directed or undirected. If nothing else is said (or is clear from the context), we assume that all graphs are simple and undirected. In general, we denote an edge between the vertices $v$ and $w$ as $v w$ or $w v$ and do not distinguish between these two notations. If we want to specify the orientation of the edge (in a directed graph), we denote the edge as $(v, w)$, if it is oriented from $v$ to $w$, and as $(w, v)$ if it is oriented from $w$ to $v$. For a directed graph, the number of incoming edges of a vertex $v$ is called the in-degree of $v$, denoted ${\operatorname{by~} \operatorname{deg}^{-}(v) \text {, and }}^{-}$ the number of outgoing edges of $v$ is called the out-degree of $v$, denoted by $\operatorname{deg}^{+}(v)$. For graph-theoretic terms not defined here we refer to [Die17].

Plane graphs. A plane graph is a graph together with a fixed combinatorial crossing-free embedding to the plane: this means that for each vertex of the graph the clockwise order of its incident edges is fixed. In particular, with the embedding of a plane graph we always mean a combinatorial embedding and not a fixed drawing in the plane. A plane triangulation is a plane graph all of whose faces have degree three. An inner triangulation of a $K$-cycle is a plane graph with an unbounded face of degree $K$ and all bounded faces of degree three. Further, in this thesis we always require the $K$-cycle of the unbounded face to be an induced cycle, i.e., not to have any chords. We denote the unbounded face of a graph as the outer face. Further, we call the vertices and edges that are incident to the outer face outer vertices and outer edges, respectively. The remaining vertices, edges, and faces are denoted by inner vertices, inner edges, and inner faces.

Counting edges and faces. By Euler's formula, an inner triangulation of a $K$-cycle with $n$ vertices (including the $K$ vertices of the outer face) has exactly $3 n-K-3$ edges and $2 n-K-1$ faces.

Medial graph. The medial graph of a plane graph $G$ has a vertex for each edge of $G$ and an edge between two vertices for each face of $G$ in which their corresponding edges occur consecutively. Since the crossing-free embedding of $G$ induces a crossingfree embedding of the medial graph of $G$ (see Fig. 2.1), the medial graph is also considered as a plane graph.


Figure 2.1: A plane graph in blue and its medial graph in red.

Angular graphs. The angular graph of a plane graph $G$ is the plane bipartite graph whose two vertex classes are the vertices of $G$ and the faces of $G$. The vertices corresponding to the faces of $G$ are placed into the face of $G$ they correspond to. The angular graph has, for each vertex $v$ of $G$ and for each pair of consecutive incident edges of $v$, an edge leaving $v$ between these two edges and going to the unique face-vertex that is reachable without intersecting any edge or vertex of $G$. If we remove the vertex corresponding to the outer face of $G$ from the angular graph, the embedding of the remaining graph is unique. Figure 2.2 shows an example.


Figure 2.2: A plane graph in blue and its angular graph in red (including the blue vertices).

Maximal plane graphs. In most cases, we only consider contact representations of inner triangulations of $K$-cycles in this thesis. Note that statements about the existence or the computational complexity of the calculation of certain contact representations for inner triangulations of a $K$-cycle usually carry over to all plane
graphs since each plane graph is an induced subgraph of an inner triangulation of a $K$-cycle of size $O(n+K)$ where $n$ is the number of vertices of the original graph, see, e.g., [GIP18].

### 2.2 Polygons

In this work, a polygon is a closed polygonal chain, i.e., it has no holes. We use the convention that a polygon has sides and corners, in contrast to a graph that has edges and vertices. A polygon is simple if it has distinct corners, the interiors of the sides are disjoint, and the sides do not pass through corners. A polygon is weakly simple if, for each $\varepsilon>0$, the corners can be perturbed within a distance of $\varepsilon$ such that the resulting polygon is simple. In this work, all polygons are weakly simple. The sum of the interior angles of a weakly simple $k$-gon is $(k-2) \pi$ and its area is $\frac{1}{2} \sum_{i=0}^{k-1}\left(x_{i+1} y_{i}-x_{i} y_{i+1}\right)$ where $\left(x_{0}, y_{0}\right), \ldots,\left(x_{k-1}, y_{k-1}\right)$ are the coordinates of its corners in clockwise order and indices are to be understood modulo $k$.

We call a corner of a polygon convex, if the inner angle at this corner is at most $\pi$, and we call it concave if it is at least $\pi$. A polygon with only convex corners is called a convex polygon and a polygon with exactly three convex corners is called a pseudotriangle. Two polygons are called (positive) homothetic if they can be transformed into each other by translation and scaling (with a positive factor).

Now let $x_{0}, \ldots, x_{k-1} \in \mathbb{R}^{2}$ be the coordinates of the corners of a polygon in clockwise order. Then the slope of the side between the corners $x_{i}$ and $x_{i+1}$ is defined as the equivalence class of the vector $x_{i+1}-x_{i}$ under the equivalence relation where $y \sim z$ if and only if there is an $\beta>0$ such that $y=\beta z$. We call two sides of slopes $s$ and $s^{\prime}$ parallel, if $s=s^{\prime}$, and antiparallel if $s=-s^{\prime}$.

## $2.3 \alpha$-orientations and $\omega$-flows

$\alpha$-orientations. An $\alpha$-orientation is an orientation of a graph with prescribed numbers of incoming and outgoing edges for each vertex, given by a function $\alpha$.

Definition 2.1 ( $\alpha$-orientation). Let $G$ be a graph and let $\alpha: V(G) \rightarrow \mathbb{N}$ be a mapping. Then an $\alpha$-orientation of $G$ is an orientation $X$ of the edges of $G$ such that $\operatorname{deg}_{X}^{+}(v)=\alpha(v)$ for all $v \in V(G)$.

Felsner [Fel04] shows that the following condition, which is obviously necessary for the existence of an $\alpha$-orientation, is also sufficient.

Theorem 2.2 (Felsner [Fel04]). Let $G=(V, E)$ be a graph and let $\alpha: V \rightarrow \mathbb{N}$. Then there exists an $\alpha$-orientation of $G$ if and only if $\sum_{v \in V} \alpha(v)=|E|$ and $\sum_{v \in A} \alpha(v) \leq$ $\left|E_{\mathrm{inc}}(A)\right|$ for every $A \subset V$, where $E_{\mathrm{inc}}(A)$ denotes the set of edges incident to a vertex in $A$.

The set of all $\alpha$-orientations of a plane graph carries the structure of a distributive lattice. Below we refer to [Fel04] for this result, but as noted in [FO01] it has already
been proved in the PhD thesis of Ossona de Mendez [Oss94]. To be able to describe the cover relation of this distributive lattice, we need some more definitions.

Definition 2.3 (Chordal path). A chordal path of a simple cycle $C$ in a directed plane graph is a directed path consisting of edges in the interior of $C$ whose first and last vertex are vertices of $C$. These two vertices are allowed to coincide.

Definition 2.4 (Essential cycle ( $\alpha$-orientation)). A simple cycle $C$ of $G$ is an essential cycle if there exists an $\alpha$-orientation of $G$ in which $C$ is a directed cycle and has no chordal path.

Definition 2.5 (Flip ( $\alpha$-orientation)). A flip is the reorientation of an essential cycle from counterclockwise to clockwise.

This flip operation exactly describes the cover relation in the distributive lattice.
Theorem 2.6 (Felsner [Fel04]). The following relation on the set of all $\alpha$-orientations of a plane graph $G$ is the cover relation of a distributive lattice: An $\alpha$-orientation $X^{\prime}$ of $G$ covers an $\alpha$-orientation $X$ of $G$ if $X^{\prime}$ can be obtained from $X$ by a flip.
$\omega$-flows. The concept of $\alpha$-orientations can be generalized to the setting of integral flows on graphs.

Definition 2.7 (Excess). Let $D$ be a directed graph and let $f: E(D) \rightarrow \mathbb{Z}$ be a flow on $G$. Then the excess of a vertex $v \in V(D)$ is defined as $\operatorname{excess}(v):=$ $\sum_{e \in E^{-}(v)} f(e)-\sum_{e \in E^{+}(v)} f(e)$.

Definition 2.8 ( $\omega$-flow). Let $D$ be a directed graph, and let $c_{l}, c_{u}: E(D) \rightarrow \mathbb{Z}$ and $\omega: V(D) \rightarrow \mathbb{Z}$ be mappings. Then a flow $f$ on $D$ is called an $\left(\omega, c_{l}, c_{u}\right)$-flow (or for short $\omega$-flow) if $c_{l}(e) \leq f(e) \leq c_{u}(e)$ for all $e \in E(D)$ and $\operatorname{excess}(v)=\omega(v)$ for all $v \in V(D)$.

This is indeed a generalization of $\alpha$-orientations: Given a graph $G$ and a mapping $\alpha: V(G) \rightarrow \mathbb{N}$, let $D$ be an arbitrary orientation of $G$, let $c_{l}=\mathbf{0}$, let $c_{u}=\mathbf{1}$, and let $\omega(v)=\alpha(v)-\operatorname{deg}_{D}^{+}(v)$ for all $v \in V(G)$. Then an $\alpha$-orientation $X$ of $G$ can be mapped bijectively to an $\omega$-flow $f$ of $D$ by setting $f(e)=0$, if $e$ has the same orientation in $X$ and $D$, and $f(e)=1$ if $e$ has different orientations in $X$ and $D$.

Also the set of all $\omega$-flows of a directed plane graph carries the structure of a distributive lattice. Again, we need some definitions to be able to describe the cover relation of this distributive lattice.

Definition 2.9 (Residual graph). For an $\left(\omega, c_{l}, c_{u}\right)$-flow $f$ of a directed plane graph $D$, the residual graph $D_{f}$ is the following reorientation of $D$ : an $\operatorname{arc} e=(v, w)$ of $D$ is oriented from $v$ to $w$ in $D_{f}$ if $f(e)<c_{u}(e)$, and it is oriented from $w$ to $v$ in $D_{f}$ if $f(e)>c_{l}(e)$. Note that in $D_{f}$ an edge can have no orientation, one orientation, or two orientations.

Definition 2.10 (Essential cycle ( $\omega$-flow)). A simple cycle $C$ in the underlying undirected graph of $D$ is an essential cycle if there exists an $\omega$-flow $f$ such that $C$ is a directed cycle in $D_{f}$ and $C$ has no chordal path in $D_{f}$.

Definition 2.11 (Flip ( $\omega$-flow)). Let $C$ be an essential cycle and let $C_{\mathrm{cw}}$ be the clockwise orientation of $C$. Flipping $C$ in a flow of $D$ means increasing the flow value of an $\operatorname{arc}(v, w)$ by 1 if $(v, w) \in C_{\mathrm{cw}}$, and decreasing the flow value of an $\operatorname{arc}(v, w)$ by 1 if $(w, v) \in C_{\text {cw }}$.

Again, this flip operation exactly describes the cover relation of the distributive lattice.

Theorem 2.12 (Felsner, Knauer [FK09]). The following relation on the set of all $\omega$-flows of a directed plane graph $D$ is the cover relation of a distributive lattice: an $\omega$-flow $f^{\prime}$ of $D$ covers an $\omega$-flow $f$ of $D$ if $f^{\prime}$ can be obtained from $f$ by a flip.

## Chapter 3

## The combinatorial structure of polygon contact representations

In this chapter we will study the combinatorial structure of contact representations of plane graphs with different classes of convex polygons. In Section 3.1 we will summarize the known results about the combinatorial structures of contact representations with triangles and rectangles. In the rest of this chapter we will finish the characterization of the combinatorial structure of contact representation with regular polygons by considering a generalization of the class of regular $K$-gons for odd $K$ in Section 3.2 and a generalization of the class of regular $K$-gons for even $K$ in Section 3.3.

### 3.1 Triangle, rectangle, and primal-dual triangle contact representations

In this section we give an overview over the results concerning the combinatorial structure of convex polygon contact representations that have been known before the start of the work on this thesis.

### 3.1.1 Homothetic triangle contact representations

In the introduction we mentioned that the combinatorial structure of triangle contact representations of a plane triangulation can be described by a Schnyder wood. Here we are only interested in the special case of homothetic triangle contact representations, i.e., triangle contact representations of a plane triangulation where the triangles are pairwise positive homothetic.

Definition 3.1 (Schnyder wood). A Schnyder wood of an inner triangulation $G$ of the 3 -cycle $b_{0}, b_{1}, b_{2}$ is an orientation and coloring of the inner edges of $G$ in the colors $0,1,2$ such that the following conditions are satisfied:
(SW1) All edges incident to $b_{i}$ are oriented towards $b_{i}$ and colored in the color $i$.
(SW2) Each inner vertex has in clockwise order exactly one outgoing edge of color 0 , one outgoing edge of color 1 , and one outgoing edge of color 2 , and in the interval between two outgoing edges there are only incoming edges in the third color.

Figure 3.1 gives an illustration of Definition 3.1.

(a) The outer vertex condition (SW1).

(b) The inner vertex condition (SW2).

Figure 3.1: The two local conditions of a Schnyder wood.
Now we will sketch how a homothetic triangle contact representation of a graph $G$ induces a Schnyder wood of $G$. Since homothetic triangle contact representations are a special case of the contact representations studied in Section 3.2, a detailed description will follow in that section. Let $T$ be one of the triangles of the contact representation. We color the corners of $T$ in clockwise order in the colors 0,1 , and 2. Since each of the triangles is homothetic to $T$, each triangle corner $c$ naturally corresponds to one of the corners $c^{\prime}$ of $T$. Then we assign the color of $c^{\prime}$ also to $c$. We assume that exactly one corner is involved in each contact of two triangles. We orient the corresponding edge of the contact graph from the triangle contributing the corner to the contact to triangle contributing a side to the contact and color it in the color of the corner involved in the contact, see Fig. 3.2.


Figure 3.2: The induced Schnyder wood of a homothetic triangle contact representation. The triangles corresponding to the three outer vertices are not completely drawn. Red edges correspond to a top corner, green edge to a lower right corner, and blue edges to a lower left corner of a triangle.

Schnyder [Sch90a] introduced Schnyder woods as realizers for the purpose of embedding planar graphs on small grids. In this work he shows that each plane triangulation admits a Schnyder wood.

Theorem 3.2 (Schnyder [Sch90a]). The inner edges of each plane triangulation can be oriented and colored in such a way that the result is a Schnyder wood.

Schnyder woods are in bijection to certain $\alpha$-orientations. Indeed, the colors of the edges of a Schnyder wood can be recovered from the edge orientations [FO01]. Therefore, Schnyder woods are in bijection to orientations of the inner edges of the underlying triangulation in which each inner vertex has exactly three outgoing edges. This implies the following theorem.

Theorem 3.3 (Ossona de Mendez [Oss94]). The set of the Schnyder woods of a fixed graph carries the structure of a distributive lattice.

The flip operation describing the cover relation in this lattice is the reorientation of a 3-cycle from counterclockwise to clockwise and an appropriate adjustment of the colors of the edges. Figure 3.3 shows the effect of such a flip on the triangle contact representation.


Figure 3.3: Geometric effect of a flip of the induced Schnyder wood on the triangle contact representation.

### 3.1.2 Rectangle contact representations

We also mentioned in the introduction that transversal structures describe the combinatorial structure of rectangle contact representations of inner triangulations without separating 3 -cycles.

Definition 3.4 (Transversal structure). Given an inner triangulation $G$ of the 4 -cycle $v_{N}, v_{E}, v_{S}, v_{W}$ without separating 3-cycles, a transversal structure of $G$ is an orientation and coloring of the inner edges of $G$ in the colors red and blue such that the following conditions are satisfied:
(TS1) All inner edges incident to $v_{N}, v_{E}, v_{S}$, and $v_{W}$ are incoming red, incoming blue, outgoing red, and outgoing blue edges, respectively.
(TS2) In clockwise order around each inner vertex of $G$, its incident edges form: a non-empty interval of outgoing red edges, a non-empty interval of outgoing blue edges, a non-empty interval of incoming red edges, and a non-empty interval of incoming blue edges.

Figure 3.4 gives an illustration of Definition 3.4.

(a) The outer vertex condition (TS1).

(b) The inner vertex condition (TS2).

Figure 3.4: The two local conditions of a transversal structure.
A rectangle contact representation of a graph $G$ induces a transversal structure of $G$ in the following way: If two neighboring rectangles share a horizontal segment, the corresponding edge is colored red and oriented from the vertex corresponding to the lower rectangle to the vertex corresponding to the upper rectangle. If two neighboring rectangles share a vertical segment, the corresponding edge is colored blue and oriented from the vertex corresponding to the left rectangle to the vertex corresponding to the right rectangle, see Fig. 3.5. In [He93] it is shown that each inner triangulation of a 4-cycle without separating triangles has a rectangle contact representation. More precisely, the following two theorems are shown.

Theorem 3.5 (He [He93]). Each inner triangulation of a 4-cycle without separating triangles admits a transversal structure.

Theorem 3.6 (He [He93]). For each transversal structure $T$ of $G$, there exists a rectangle contact representation of $G$ inducing $T$.


Figure 3.5: The induced transversal structure of a rectangle contact representation. Red edges correspond to a pair of rectangles sharing a horizontal segment, blue edges correspond to a pair of rectangles sharing a vertical segment.

A deeper combinatorial study of transversal structures can be found in the PhD thesis of Fusy [Fus07], see also [Fus09]. There it is shown that the transversal structures of a fixed graph $G$ are in bijection to $\alpha$-orientations of the medial graph of $G$ which leads to the following theorem.

Theorem 3.7 (Fusy [Fus07; Fus09]). The set of the transversal structures of a fixed graph carries the structure of a distributive lattice.

The flip operations describing the cover relation in this lattice can be be described as follows: Let $C$ be a 4 -cycle in the contact graph $G$ with two red edges and two blue edges such that the vertex of $C$ with an outgoing blue and an outgoing red edge on $C$ has an outgoing red edge pointing into the interior of $C$ or the vertex of $C$ with an outgoing blue and an incoming red edge on $C$ has an outgoing blue edge pointing into the interior of $C$. Then a flip is a change of the colors of all edges strictly inside $C$ and an appropriate adjustment of the orientations of these edges (the orientations of the edges of a transversal structure are in general forced by the coloring). Figure 3.6 shows the effect of such a flip on the rectangle contact representation.


Figure 3.6: The geometric effect of a flip of the induced transversal structure on the rectangle contact representation. Three examples are shown (top-bottom pairs belong together). All the remaining cases are of the third type with more vertices inside the 4-cycle.

Like for Schnyder woods, the distributive lattice of transversal structures is implied by a bijection between transversal structures and certain $\alpha$-orientations. We set $\alpha_{4,1}(v)=4$ for each inner vertex of $G, \alpha_{4,1}(f)=1$ for each inner face of $G, \alpha_{4,1}(v)=0$ for $v \in\left\{v_{W}, v_{E}\right\}$, and $\alpha_{4,1}(v)=2$ for $v \in\left\{v_{S}, v_{N}\right\}$. Then, according to [Fus07; Fus09], the transversal structures of $G$ are in bijection to the $\alpha_{4,1}$-orientations of the angular graph $\widetilde{G}$ of $G$ without the vertex corresponding to the outer face of $G$.

Also without constructing a transversal structure as an intermediate step, it can easily be seen that each rectangle contact representation $\mathcal{C}$ of $G$ induces an $\alpha_{4,1}$-orientation of $\widetilde{G}$. The face-vertices of $\widetilde{G}$ correspond to the touching points of segments in $\mathcal{C}$ and the inner vertex-vertices correspond to the rectangles of $\mathcal{C}$. We obtain an $\alpha_{4,1}$-orientation of $\widetilde{G}$ by orienting the four incident edges of each inner vertex-vertex $v$ that are going to the corners of the rectangle corresponding to $v$ as outgoing for $v$. See Fig. 3.7 for an example.


Figure 3.7: The induced $\alpha_{4,1}$-orientation of a rectangle contact representation. The black vertices are the vertex-vertices and the white vertices the face-vertices of $\widetilde{G}$.

### 3.1.3 Homothetic primal-dual triangle contact representations

The combinatorial structure of a primal-dual triangle contact representation of a 3 -connected plane graph can be described as a generalized Schnyder wood, as we mentioned in the introduction. Here, we are only interested in homothetic primaldual triangle contact representations, i.e., the vertices of the graph are represented by equilateral triangles with a horizontal side at the bottom and the faces of the graph are represented by equilateral triangles with a horizontal side at the top. Generalized Schnyder woods are introduced in [Fel01]. The following definition is from [Fel03].

Definition 3.8 (Generalized Schnyder wood). Let $G$ be a 3 -connected plane graph with three designated vertices $b_{0}, b_{1}, b_{2}$ in this clockwise order on the outer face. The suspension $G^{\sigma}$ is obtained from $G$ by attaching half-edges that reach into the outer face at the vertices $b_{0}, b_{1}, b_{2}$. Then a generalized Schnyder wood of $G$ is an orientation and coloring of the edges of $G^{\sigma}$ in the colors $0,1,2$ satisfying the following conditions:
(gSW1) Each edge is oriented in one or in two opposite directions. Each direction of an edge is colored and, if the edge has two directions, these two directions have different colors.
(gSW2) For $i=0,1,2$, the half-edge at $b_{i}$ is outgoing at $b_{i}$ and has color $i$.
(gSW3) Each inner vertex has in clockwise order exactly one outgoing edge of color 0 , one outgoing edge of color 1 and one outgoing edge of color 2. Each incoming edge of color $i$ is in the clockwise sector from the outgoing edge of color $i+1$ to the outgoing edge of color $i-1$ (with indices understood modulo 3).
(gSW4) The boundary of an inner face is not a directed monochromatic cycle.
The way a homothetic primal-dual triangle contact representation of $G$ induces a generalized Schnyder wood of $G^{\sigma}$ is similar to the way a homothetic triangle contact representation of a triangulation induces a Schnyder wood of this triangulation. Indeed, if $G$ is a triangulation we obtain the procedure from Section 3.1.1 as a special case. As for homothetic triangle contact representations, we can associate the corners of the primal triangles with the colors 0,1 , and 2 . Let us assume that the intersection of each triple of primal triangles is empty. Then in a contact point of two primal triangles there is either exactly one corner of a primal triangle involved or exactly two corners are involved. We orient each edge as outgoing from each vertex whose corresponding primal triangle contributes a corner $c$ to the contact and color this direction in the color of $c$, see Fig. 3.8a. If there are three primal triangles sharing a common point, this can be treated as a degenerate version of the case that only two corners are involved in each contact.

Felsner [Fel01], who introduces generalized Schnyder woods, also proves their existence.

Theorem 3.9 (Felsner [Fel01]). Each 3-connected plane graph admits a generalized Schnyder wood.

Like Schnyder woods and transversal structures, also the generalized Schnyder woods of a graph $G$ are in bijection to $\alpha$-orientations of a graph $\widetilde{G}$ which is defined as follows [Fel04]: The graph $\widetilde{G}$ has a vertex for each vertex of $G$, a vertex for

(a) The induced generalized Schnyder wood. Red edges correspond to a top corner, green edges to a lower right corner, and blue edges to a lower left corner of a triangle.

(b) The corresponding $\alpha$ orientation of $\widetilde{G}$.

Figure 3.8: The induced generalized Schnyder wood of a homothetic primal-dual triangle contact representation and the corresponding $\alpha$-orientation of $\widetilde{G}$.
each face of $G$, and a vertex for each edge of $G$. For each vertex-edge and faceedge incidence in $G$, there is an edge in $\widetilde{G}$ between the corresponding vertices. Additionally, for $i=0,1,2$, there is an edge between $b_{i}$ and the vertex corresponding to the outer face of $G$. Then the generalized Schnyder woods of $G$ are in bijection to $\alpha_{3,1}$-orientations of $\widetilde{G}$ with $\alpha_{3,1}(v)=3$ for each vertex $v$ corresponding to a vertex or an inner face of $G, \alpha_{3,1}(v)=1$ for each vertex $v$ corresponding to an edge of $G$, and $\alpha_{3,1}(v)=0$ for the vertex $v$ corresponding to the outer face of $G$.

We can also directly see that a homothetic primal-dual triangle contact representation of $G$ induces an $\alpha_{3,1}$-orientation of $\widetilde{G}$. The edge-vertices of $\widetilde{G}$ correspond to the corners of the triangles in the contact representation. We give each vertex-vertex and face-vertex outgoing edges to the three edge-vertices corresponding to the three corners of the corresponding triangle. The remaining edges are oriented as outgoing for the incident edge-vertex, see Fig. 3.8b.

The bijection between generalized Schnyder woods and $\alpha_{3,1}$-orientations of $\widetilde{G}$ also implies to following theorem.

Theorem 3.10 (Felsner [Fel04]). The set of the generalized Schnyder woods of a fixed graph carries the structure of a distributive lattice.

The flip operation cannot be described as easily as in the previous cases. Felsner [Fel04] shows that the essential cycles in the $\alpha_{3,1}$-orientations of $\widetilde{G}$ can have lengths $4,6,8,10$, and 12 . Figure 3.9 shows the effects of some examples of flips corresponding to essential cycles of lengths 4,6 , and 8 on the contact representation.


Figure 3.9: The geometric effect of a flip of the induced $\alpha_{3,1}$-orientation of $\widetilde{G}$ on the primal-dual triangle contact representation. Three examples are shown (top-bottom pairs belong together) that are corresponding to essential cycles of lengths 4,6 , and 8 .

### 3.2 Similarly-aligned odd $K$-gon contact representations

In this section we will study the combinatorial structure of so-called similarlyaligned odd $K$-gon contact representations. This class of contact representations is a generalization of the class of contact representations with equiangular $K$-gons for a fixed odd $K$ which again is a generalization of contact representations with regular $K$-gons for a fixed odd $K$. A $K$-gon is equiangular, if all its inner corner angles are equal, and it is regular if it is equiangular and all its side lengths are equal. If we talk about regular or equiangular $K$-gon contact representations, we always assume that all $K$-gons have the same alignment, i.e., all $K$-gons have a horizontal side at the bottom. The study of regular pentagon contact representations has been initiated in the bachelor thesis of Steiner [Ste16] and has been continued in [FSS18b] and its conference version [FSS17]. The followup paper [FSS18a] studies equiangular $K$-gon contact representations for arbitrary fixed odd $K$. The important progress is the generalization of the parameter $K$. The step from regular to equiangular is marginal since the combinatorial properties of contact representations with regular pentagons that are exploited in [FSS17; FSS18b] are exactly those derived from the fact that regular pentagons are equiangular pentagons. The purpose of the generalization from equiangular to similarly-aligned $K$-gons in this work is to make the results applicable to a broader class of contact representations in a later chapter. Again, the combinatorial properties of these contact representations that we will exploit in this work are exactly those properties that are exploited in [FSS18a] for equiangular $K$-gon contact representations. Therefore, in this section it suffices if the reader has only the special case of equiangular (see Fig. 3.10a for an example) or even only regular $K$-gons (see Fig. 3.10b for an example) in mind.

Let us now give a definition of similarly-aligned odd $K$-gon contact representations. For two convex polygons $A$ and $B$, we say that the corner $c$ of $A$ can touch the side $s$ of $B$ if there are translates $A^{\prime}$ of $A$ and $B^{\prime}$ of $B$ such that the interiors of $A^{\prime}$ and $B^{\prime}$ are disjoint and the corner $c^{\prime}$ of $A^{\prime}$ corresponding to the corner $c$ of $A$ is contained in the relative interior of the side $s^{\prime}$ of $B^{\prime}$ corresponding to the side $s$ of $B$.

(a) An equiangular pentagon contact representation.

(b) A regular pentagon contact representation.

Figure 3.10: Two pentagon contact representations of the same graph.

In particular, $c^{\prime}$ is not allowed to be at an endpoint of $s^{\prime}$. If additionally $A^{\prime} \cap B^{\prime}=c^{\prime}$, we say that $c$ can touch $s$ properly.

Note that, for a fixed side $s$ of $B$, there are exactly two possible cases. In the first case there is exactly one corner $c$ of $A$ that can touch $s$ and then $c$ can touch $s$ properly. In the second case there are exactly two corners $c$ and $c^{\prime}$ of $A$ that can touch $s$ and then $c$ and $c^{\prime}$ are consecutive corners of $A$, the side of $A$ between $c$ and $c^{\prime}$ is antiparallel to $s$, and neither $c$ nor $c^{\prime}$ can touch $s$ properly.

Let $G$ be a graph and let $K \geq 3$ be an odd number. For each vertex $v$ of $G$, let $P_{v}$ be a convex $K$-gon whose sides are labeled cyclically in clockwise order with $0, \ldots, K-1$ and whose corners are labeled with the label of the opposite side, i.e., the corner between the sides $i$ and $i+1$ has label $i+\frac{K+1}{2}$. Here (and in the rest of this work) these labels are to be understood modulo $K$, i.e., labels $i$ and $i+z K$ are the same for all $i, z \in \mathbb{Z}$. We denote the side and corner of $P_{v}$ which are labeled with $i$ by $\operatorname{side}_{i}\left(P_{v}\right)$ and $\operatorname{corner}_{i}\left(P_{v}\right)$, respectively. The polygons $P_{v}, v \in V(G)$, are called (properly) similarly-aligned odd $K$-gons if, for each ordered pair $(v, w)$ of adjacent vertices in $G$ and for each label $i \in\{0, \ldots, K-1\}, \operatorname{corner}_{i}\left(P_{v}\right)$ can touch $\operatorname{side}_{i}\left(P_{w}\right)$ (properly).

Theorem 3.11. If $G$ has a contact representation $\mathcal{C}$ with similarly-aligned odd $K$-gons, then $G$ is a planar graph.

Proof. First we show that for each edge $v w$ of $G$ there is a label $i$ such that $\operatorname{corner}_{i}\left(P_{v}\right)$ touches $\operatorname{side}_{i}\left(P_{w}\right)$ or $\operatorname{corner}_{i}\left(P_{w}\right)$ touches $\operatorname{side}_{i}\left(P_{v}\right)$ in $\mathcal{C}$. Assume that corner ${ }_{i}\left(P_{v}\right)$ touches $\operatorname{side}_{j}\left(P_{w}\right)$ for some $j \neq i$. Then also corner $_{j}\left(P_{v}\right)$ can touch $\operatorname{side}_{j}\left(P_{w}\right)$. Thus $\operatorname{corner}_{i}\left(P_{v}\right)$ and corner ${ }_{j}\left(P_{v}\right)$ have to be consecutive corners of $P_{v}$ and the side between these two corners has to be antiparallel to $\operatorname{side}_{j}\left(P_{w}\right)$. Therefore, we have $|i-j|=1$ and due to symmetry we can assume that $j=i+1$. Thus corner $_{i+1}\left(P_{v}\right)$ touches $\operatorname{side}_{i+1}\left(P_{w}\right)$ or corner ${ }_{i+\frac{K+1}{2}}\left(P_{w}\right)$ touches $\operatorname{side}_{i+\frac{K+1}{2}}\left(P_{v}\right)$ in $\mathcal{C}$, see Fig. 3.11.


Figure 3.11: If $\operatorname{side}_{i+1}\left(P_{w}\right)$ and side ${ }_{i+\frac{K+1}{2}}\left(P_{v}\right)$ are antiparallel and corner ${ }_{i}\left(P_{v}\right)$ touches $\operatorname{side}_{i+1}\left(P_{w}\right)$, then $\operatorname{corner}_{i+1}\left(P_{v}\right)$ touches $\operatorname{side}_{i+1}\left(P_{w}\right)$ or $\operatorname{corner}_{i+\frac{K+1}{2}}\left(P_{w}\right)$ touches $\operatorname{side}_{i+\frac{K+1}{2}}\left(P_{v}\right)$.

Now let $p$ be a point in $\mathcal{C}$ where two or more corners touch. Let $i$ and $j$ be the labels of two corners involved in this touching. Then $j \in\left\{i+\frac{K-1}{2}, i+\frac{K+1}{2}\right\}$ since these are the labels of the endpoints of a side with label $i$. In particular, we have $i \neq j$. Therefore, there are at most three corners involved in the touching at $p$. If there are three corners involved, we further have $i+\frac{K+1}{2} \in\left\{\left(i+\frac{K-1}{2}\right)+\frac{K-1}{2},\left(i+\frac{K-1}{2}\right)+\frac{K+1}{2}\right\}$. The former implies $K=3$, the latter would imply $K=1$, in contradiction to $K \geq 3$.

(a) Perturbed edge drawings in the induced embedding of a 3-cycle represented by three triangles with a common touching point.

(b) Two contact representations with regular 7-gons of the same graph $G$ but with different induced embeddings of $G$.

Figure 3.12: The crossing-free drawing of $G$ induced by its similarly-aligned odd $K$-gon contact representation.

We obtain a crossing-free drawing of $G$ in the following way: We place each vertex $v$ into the interior of $P_{v}$. Let $v w$ be an edge of $G$ represented in $\mathcal{C}$ by a touching of $\operatorname{corner}_{i}\left(P_{v}\right)$ and $\operatorname{side}_{i}\left(P_{w}\right)$. Then we draw $v w$ by connecting $v$ and $w$ straight-line to $\operatorname{corner}_{i}\left(P_{v}\right)$. If there are exactly two corners meeting in a point, we just drew the corresponding edge of $G$ twice in exactly the same way. If there are three corners meeting in a point $p$, we have to perturb the three bends of the drawings of the three corresponding edges of $G$ a bit to get rid of the crossing at $p$, see Fig. 3.12a.

We call the crossing-free embedding of $G$ obtained from a contact representation $\mathcal{C}$ as described in the proof of Theorem 3.11 the embedding induced by $\mathcal{C}$. See Fig. 3.12b for an example of two contact representations of the same graph inducing different embeddings of this graph. A point in $\mathcal{C}$ where two or three corners touch in one point is called an exceptional touching.

From now on, we will only consider plane graphs $G$ and with a contact representation of $G$ we will mean a contact representation inducing the given embedding of $G$. Moreover, we will restrict the class of considered graphs $G$ to the class of inner triangulations of a $K$-cycle where the outer vertices play a special role: Let $G$ be an inner triangulation of the $K$-cycle $a_{0}, \ldots, a_{K-1}$ (in clockwise order) for some odd $K \geq 3$. As before, the inner vertices $v$ of $G$ are represented by a convex $K$-gon $P_{v}$.


Figure 3.13: An equiangular pentagon contact representation.


Figure 3.14: For the graph $G$, the polygons shown on the left side are similarly-aligned. The corresponding labeling of the sides and corners is indicated by the colors red (0), green (1), and blue (2). For the graph $H$, these polygons are not similarly-aligned because the side $q_{1}$ can only be touched by the upper right corner of $P_{v_{4}}$ and the side $q_{2}$ can only be touched by the upper left corner of $P_{v_{4}}$, contradicting the clockwise order of the labels of the corners of $P_{v_{4}}$.


Figure 3.15: A rectangle contact representation (left) can be transformed into a non-properly similarly-aligned pentagon contact representation (middle) by clipping off the lower right corner of each rectangle. Additionally, the rectangle in the top left corner has to be perturbed since otherwise the upper left side of the outer pentagon would vanish. The left figure shows the induced embedding of the underlying graph.

But the outer vertices $a_{0}, \ldots, a_{K-1}$ of $G$ are represented by the sides $q_{0}, \ldots, q_{K-1}$ (in clockwise order), respectively, of an additional convex $K$-gon $Q$. The polygons $P_{v}$ are similarly-aligned odd $K$-gons. For the polygon $Q$, a similar property is fulfilled: If $v$ is an inner vertex adjacent to the outer vertex $a_{i}$, then $\operatorname{corner}_{i}\left(P_{v}\right)$ can touch the side $q_{i}$ of the complement of $Q$. See Fig. 3.13 for a simple example we will use throughout this section to illustrate all concepts, see Fig. 3.14 for a more sophisticated example, and see Fig. 3.15 for an example of a non-properly similarly-aligned odd $K$-gon contact representation.

### 3.2.1 $K$-color forests

We will now introduce a combinatorial object that generalizes Schnyder woods in such a way that allows us to describe the combinatorial structure of similarly-aligned odd $K$-gon contact representations also for $K>3$. Remember that Schnyder woods describe the combinatorial structure in the case $K=3$, see Section 3.1.1.

For the rest of this section let $K \geq 3$ be a fixed odd number and let $G$ be an inner triangulation of the $K$-cycle $a_{0}, \ldots, a_{K-1}$ (in clockwise order).

Definition 3.12 ( $K$-color forest (odd)). A $K$-color forest of $G$ is an orientation and coloring of the inner edges of $G$ in the colors $0, \ldots, K-1$ with the following properties:
(F1) For $i=0, \ldots, K-1$, all inner edges incident to $a_{i}$ are oriented towards $a_{i}$ and colored in the color $i$.
(F2) For each inner vertex $v$, the incoming edges of $v$ build $K$ (possibly empty) blocks $B_{i}, i=0, \ldots, K-1$, of edges of color $i$ and the clockwise order of these blocks is $B_{0}, \ldots, B_{K-1}$. Moreover, $v$ has at most one outgoing edge of color $i$ and such an edge has to be located between the blocks $B_{i+\frac{K-1}{2}}$ and $B_{i+\frac{K+1}{2}}$.
Figure 3.16 gives an illustration of Definition 3.12.

(a) The outer vertex condition (F1).

(b) The inner vertex condition (F2).

Figure 3.16: The two local conditions of a $K$-color forest shown for the example $K=5$. Note that each inner vertex has at most one outgoing edge but arbitrarily many incoming edges of each color.

The following theorem shows the key correspondence between $K$-color forests and similarly-aligned odd $K$-gon contact representations.

Theorem 3.13. Every similarly-aligned odd $K$-gon contact representation $\mathcal{S}$ induces a $K$-color forest on its contact graph $G$.

Proof. First assume that $\mathcal{S}$ has no exceptional touchings, i.e., all touchings involve a polygon corner and the interior of a polygon side. Let $e$ be an inner edge of $G$. If both incident vertices of $e$ are inner vertices, $e$ is realized in $\mathcal{S}$ by a touching of a corner of a $K$-gon $P_{v}$ and a side of a $K$-gon $P_{w}$ which have the same label $i$. Then we orient $e$ from $v$ to $w$ and color it in color $i$. If an outer vertex $a_{i}$ is incident to $e$ (since $G$ has no chords, $e$ is incident to at most one outer vertex), $e$ is realized in $\mathcal{S}$ by a touching of the corner with label $i$ of a $K$-gon $P_{v}$ and the side $q_{i}$ of the $K$-gon $Q$. Then we orient $e$ from $v$ to $a_{i}$ and color it in color $i$. It follows from the definition of the labeling of the corners and sides of the $K$-gons and from the fact that each corner of a $K$-gon can be involved in at most one contact that this yields a $K$-color forest. See Fig. 3.17 for an example.

Now let $p$ be an exceptional touching in $\mathcal{S}$. From Theorem 3.11 we know that in $p$ either two corners with labels $i$ and $j$ with $j \in\left\{i+\frac{K-1}{2}, i+\frac{K+1}{2}\right\}$ touch or exactly three corners with labels 0,1 , and 2 touch and $K=3$. If there are only two corners involved in the touching, let these be $\operatorname{corner}_{i}\left(P_{v}\right)$ and $\operatorname{corner}_{j}\left(P_{w}\right)$. Then


Figure 3.17: The 5-color forest induced by the contact representation of Fig. 3.13.
we either orient the edge $v w$ from $v$ to $w$ and color it in color $i$, or we orient it from $w$ to $v$ and color it in color $j$, see Fig. 3.18a. Since in the first case there will not be an outgoing edge of $w$ with color $j$ and in the second case there will not be an outgoing edge of $v$ of color $i$, the properties of a $K$-color forest are locally fulfilled. If there are three corners involved in the touching, let these be $\operatorname{corner}_{0}\left(P_{u}\right)$, $\operatorname{corner}_{1}\left(P_{v}\right)$, and $\operatorname{corner}_{2}\left(P_{w}\right)$. Then we either orient the edges of the triangle uvw as $(u, v),(v, w),(w, u)$ and color them in the colors $0,1,2$, respectively, or we orient the edges as $(u, w),(w, v),(v, u)$ and color them in the colors $0,2,1$, respectively. In either case, the properties of a 3 -color forest (or equivalently Schnyder wood) are fulfilled, see Fig. 3.18b.

(a) The two possibilities to orient and color an edge of $G$ corresponding to an exceptional touching of exactly two corners.

(b) The two possibilities to orient and color the three edges of $G$ corresponding to an exceptional touching of three corners.

Figure 3.18: Situations in which the induced $K$-color forest is not unique. In both cases it is shown how the coloring can be interpreted as a resolution of the exceptional touching.


Figure 3.19: Construction of a 7 -color forest of an inner triangulation $G$ of the 7 -cycle $a_{0}, \ldots, a_{6}$ by contracting edges (left), using the existence of a 5 -color forest for the graph obtained from that (middle), and finally, after undoing the contractions, using the existence of Schnyder woods for subtriangulations of $G$ (right).

As already mentioned, in the case $K=3$, a $K$-color forest of $G$ is the same as a Schnyder wood of $G$. Remember (Theorem 3.2) that for every plane triangulation $G$ there exists a Schnyder wood of $G$. We use this result to prove the existence of a $K$-color forest of $G$ also for all $K \geq 5$. We want to mention that this is not the proof strategy that is used in [FSS18a]. There the proof technique from [FO01] for the existence of Schnyder woods is mimicked. Here we just apply this result which leads to a shorter and more elegant proof. This proof strategy is also used in [FSS18b].
Theorem 3.14. Let $G$ be an inner triangulation of the $K$-cycle $a_{0}, \ldots, a_{K-1}$. Then there exists a $K$-color forest of $G$.

Proof. The proof is by induction on $K$. For $K=3$ the statement is fulfilled due to Theorem 3.2.

Let $K \geq 5$. The following construction is illustrated in Fig. 3.19 for the case $K=7$. We contract the edges $a_{0} a_{1}$ and $a_{\frac{K-1}{2}} a_{\frac{K+1}{2}}$ to vertices $b_{1}$ and $b_{\frac{K-1}{2}}$, respectively. Thereby, the maximal triangle $a_{0} a_{1} c$ incident to the edge $a_{0} a_{1}$ and the maximal triangle $a_{\frac{K-1}{2}} a_{\frac{K+1}{2}} c^{\prime}$ incident to the edge $a_{\frac{K-1}{2}} a_{\frac{K+1}{2}}$ are contracted to the edges $b_{1} c$ and $b_{\frac{K-1}{2}} c^{\prime}$, respectively. In particular, the vertices inside these triangles are removed. Further let $b_{i}:=a_{i}$ for $i=2, \ldots, \frac{K-3}{2}, \frac{K+3}{2}, \ldots, K-1$. This results in an inner triangulation $H$ of the $(K-2)$-cycle $b_{1}, \ldots, b_{\frac{K-1}{2}}, b_{\frac{K+3}{2}}, \ldots, b_{K-1}$. By induction there exists a $(K-2)$-color forest $F$ of $H$ (we use the colors $1, \ldots, \frac{K-1}{2}, \frac{K+3}{2}, \ldots, b_{K}-1$ instead of $0, \ldots, K-3$ ).

We take the colors and orientations of all inner edges not inside one of the triangles $a_{0} a_{1} c$ and $a_{\frac{K-1}{2}} a_{\frac{K+1}{2}} c^{\prime}$ from $H$ to $G$. Then we change the colors of all edges incident to $a_{0}$ from 1 to 0 and the colors of all edges incident to $a_{\frac{K+1}{2}}$ from $\frac{K-1}{2}$ to $\frac{K+1}{2}$. Now, to determine the colors of the edges inside the triangles $a_{0} a_{1} c$ and $a_{\frac{K-1}{2}} a_{\frac{K+1}{2}} c^{\prime}$, we construct two Schnyder woods inside these triangles (these Schnyder woods exist due to Theorem 3.2) where $a_{i}$ has incoming edges in color $i$ for $i=0,1, \frac{K-1}{2}, \frac{K+1}{2}$,
in the first Schnyder wood $c$ has incoming edges in color $\frac{K+1}{2}$, and in the second Schnyder wood $c^{\prime}$ has incoming edges in color 0.

Since $a_{0}, \ldots, a_{K-1}$ is an induced cycle, we have $c, c^{\prime} \notin\left\{a_{0}, \ldots, a_{K-1}\right\}$. Therefore, it is clear that the constructed coloring of $G$ fulfills property (F1) of a $K$-color forest. It remains to show that also property (F2) is fulfilled. For the vertices inside one of the triangles $a_{0} a_{1} c$ and $a_{\frac{K-1}{2}} a_{\frac{K+1}{2}} c^{\prime}$ this is clear since the Schnyder wood property (SW2) for the respective subset of colors implies (F2). Since property (F2) of $F$ also implies this property for the graph $G$, also each inner vertex $v$ with $v \neq c, c^{\prime}$ fulfills (F2). Let us now see what changes if $v \in\left\{c, c^{\prime}\right\}$.

If $v=c$, then the outgoing edge of color 1 is in clockwise order replaced by an outgoing edge of color 0 , arbitrarily many incoming edges of color $\frac{K+1}{2}$, and an outgoing edge of color 1 . Since the preceding block of incident edges is the block of incoming edges of color $\frac{K-1}{2}$ and the succeeding block of incident edges is the block of incoming edges of color $\frac{K+3}{2}$, this does not violate (F2). Analogously, the replacement of the outgoing edge of color $\frac{K-1}{2}$ in the cases that $v=c^{\prime}$ does not violate (F2). Hence, the constructed coloring and orientation of $G$ is indeed a $K$-color forest.

### 3.2.2 Bijection to $K$-contact structures

Remember (Theorem 3.3) that the set of Schnyder woods of a graph carries the structure of a distributive lattice since Schnyder woods are in bijection to 3-orientations. Our goal for the remaining part of the section is to achieve a similar result for $K$-color forests by establishing a bijection to certain $\omega$-flows.

In a $K$-color forest every inner vertex has at most $K$ outgoing edges. The following lemma allows us to add edges to artificial vertices of constant in-degree so that the out-degree of every inner vertex becomes exactly $K$. The statement of the lemma corresponds to the geometric fact that in a contact representation of an inner triangulation $G$ of a $K$-cycle with similarly-aligned odd $K$-gons the area between three $K$-gons corresponding to an inner face of $G$ that is not incident to an outer edge of $G$ is a pseudotriangle with $\frac{K+3}{2}$ corners, i.e., a polygon with exactly $\frac{K-3}{2}$ concave corners and 3 convex corners.

We say that in an angle between two consecutive incident edges of a vertex $v$ of a $K$-color forest an outgoing edge of color $i$ is missing if we could add an outgoing edge of color $i$ in this angle without violating property (F1) or (F2) at $v$. The number of outgoing edges missing in this angle is then the number of colors $i$ such that an outgoing edge of color $i$ is missing in this angle.

Lemma 3.15. Let $G$ be endowed with a $K$-color forest and let $f$ be a face of $G$ that is not incident to an outer edge of $G$. Then in the three inner angles of $f$ there are exactly $\frac{K-3}{2}$ outgoing edges missing in total.
Proof. Let $v$ be an inner vertex of $G$ and let $e_{1}$ and $e_{2}$ be two consecutive edges in the counterclockwise cyclic order of incident edges of $v$. Let $i$ and $j$ be the colors of $e_{1}$ and $e_{2}$, respectively. Then in the angle at $v$ from $e_{1}$ to $e_{2}$ in counterclockwise direction the number of missing outgoing edges modulo $K$ is
i) $i-j$ if both edges are incoming at $v$,
ii) $i-j-1$ if both edges are outgoing at $v$,
iii) $i-j+\frac{K-1}{2}$ if one of the edges is incoming at $v$ and the other one outgoing at $v$. Now let $f$ be a face of $G$ that is not incident to an outer edge of $G$. Let $i, j$, and $k$ be the colors of the three edges of $f$ in clockwise order. Then the number of outgoing edges missing in the three inner angles of $f$ modulo $K$ is
i) $\left(i-j+\frac{K-1}{2}\right)+\left(j-k+\frac{K-1}{2}\right)+\left(k-i+\frac{K-1}{2}\right)=\frac{3 K-3}{2} \equiv \frac{K-3}{2}(\bmod K)$, if the orientation of the three edges of $f$ is cyclic, and
ii) $(i-j+\alpha)+(j-k+\beta)+(k-i+\gamma)=\alpha+\beta+\gamma$ with $\{\alpha, \beta, \gamma\}=\left\{0,-1, \frac{K-1}{2}\right\}$ and therefore $\alpha+\beta+\gamma=\frac{K-3}{2}$, if the orientation of the three edges of $f$ is acyclic.
Thus the number of outgoing edges missing in these three angles is at least $\frac{K-3}{2}$.
Let $n_{v}$ be the number of inner vertices of $G$, let $n_{e}$ be the number of inner edges of $G$, and let $n_{f}$ be the number of faces of $G$ that are not incident to an outer edge of $G$. Then, due to Euler's formula, $n_{e}+K=3\left(n_{v}+K\right)-K-3$, which implies $n_{e}=3\left(n_{v}-1\right)+K$, and $n_{f}+K+1=2\left(n_{v}+K\right)-K-1$, which implies $n_{f}=2\left(n_{v}-1\right)$. Therefore, the total number of missing outgoing edges in all angles of all inner vertices is $K n_{v}-n_{e}=(K-3)\left(n_{v}-1\right)=\frac{K-3}{2} n_{f}$. Hence, the number of missing outgoing edges in the three inner angles of each face that is not incident to an outer edge of $G$ is exactly $\frac{K-3}{2}$.

Definition 3.16 (Stack extension (odd)). The stack extension $G^{\star}$ of $G$ is the extension of $G$ that contains an extra vertex in every face that is not incident to an outer edge. These new vertices are connected to all three vertices of the respective face. We call the new vertices stack vertices and the vertices of $G$ normal vertices. Analogously, we call the new edges stack edges and the edges of $G$ normal edges.

Note that the stack extension of $G$ is the sum of $G$ and the angular graph of $G$ without the vertex corresponding to the outer face of $G$.
Definition 3.17 ( $K$-contact structure (odd)). A $K$-contact structure of $G$ is an orientation of the inner edges of $G^{\star}$ together with a weight function $w: E_{\text {inner }}\left(G^{\star}\right) \rightarrow \mathbb{N}$ on the inner edges of $G^{\star}$ such that
(S1) $w(e)=1$ for each normal edge $e$,
(S2) each stack edge is oriented towards its incident stack vertex,
(S3) the out-flow of each normal vertex $u$ is $K$, i.e., $\sum_{e \in E^{+}(u)} w(e)=K$,
(S4) the in-flow of each stack vertex $v$ is $\frac{K-3}{2}$, i.e., $\sum_{e \in E^{-}(v)} w(e)=\frac{K-3}{2}$.
For each $K$-color forest $F$ of $G$ we obtain a corresponding $K$-contact structure $S$ in the following way: the orientation of the normal edges is inherited from $F$ and the weight of the stack edge $e=u v$ in $S$ is defined as the number of missing outgoing edges (see Lemma 3.15) of $u$ in the angle corresponding to $e$. Later we will see that this mapping from the $K$-color forests of $G$ to the $K$-contact structures of $G$ is bijective.


Figure 3.20: The 5 -proper coloring of $G_{+}^{\star}(S)$ for the $K$-contact structure $S$ induced by the contact representation of Fig. 3.13. This is an extension of the 5 -color forest induced by this contact representation, see Fig. 3.17.

Definition 3.18. Let $S$ be a $K$-contact structure on $G$. Then we can associate with $S$ a modified version of $G^{\star}$ where each inner edge $e$ is replaced by $w(e)$ parallel edges (if $w(e)=0$, the edge $e$ is deleted) and all edges are oriented as in $S$. We denote this graph by $G_{+}^{\star}(S)$. In statements about the graph $G_{+}^{\star}(S)$ for all $K$-contact structures $S$ we simply write $G_{+}^{\star}$.

Definition 3.19 ( $K$-proper coloring (odd)). A $K$-proper coloring of $G_{+}^{\star}$ is a coloring of the inner edges of $G_{+}^{\star}$ in the colors $0, \ldots, K-1$ such that the following properties are fulfilled:
(C1) For $i=0, \ldots, K-1$, all edges incident to the outer vertex $a_{i}$ have color $i$.
(C2) Each inner normal vertex has exactly one outgoing edge in each color and the clockwise order of the colors is $0, \ldots, K-1$.
(C3) Incoming edges of a normal vertex, which are located between the outgoing edges of colors $i$ and $i+1$ in clockwise order, have color $i+\frac{K+1}{2}$.

Figure 3.20 shows an example of a $K$-proper coloring. Note that the properties of a $K$-proper coloring are exactly the properties of a $K$-color forest applied to the normal vertices of $G_{+}^{\star}$.

Observation 3.20. Let $F$ be a $K$-color forest of $G$ and let $S$ be the corresponding $K$-contact structure of $F$. Then the coloring of the inner edges of $F$ can be extended to a $K$-proper coloring of $G_{+}^{\star}(S)$.

The following fact will later be useful.
Lemma 3.21. Let $G_{+}^{\star}$ be endowed with a $K$-proper coloring. Then each stack vertex has at most one incoming edge of each color.

Proof. Let $u$ be a stack vertex and let $v$ and $w$ be two consecutive neighbors of $u$ in the clockwise order of the neighbors of $u$. Suppose that there are edges from $v$ and
from $w$ to $u$ with the same color $c$. Let $q$ and $r$ be maximal such that there are edges of colors $c-q, \ldots, c$ from $v$ to $u$ and there are edges of colors $c, \ldots, c+r$ from $w$ to $u$. Since $u$ has exactly $\frac{K-3}{2}$ incoming edges, we have $q+r+2 \leq \frac{K-3}{2}$. Assume that the edge $v w$ is oriented from $v$ to $w$ (the other case is symmetric). Then the color of $(v, w)$ is $c-q-1=c+r+\frac{K+1}{2}$. Therefore, $q+r+2=\frac{K-1}{2}$, a contradiction.

Remember that Lemma 3.15 corresponds to the geometric fact that in a contact representation of $G$ the similarly-aligned odd $K$-gons corresponding to a 3 -cycle of $G$ enclose a pseudotriangle, i.e., a polygon with exactly 3 convex corners, with $\frac{K-3}{2}$ concave corners. Now we generalize this lemma to cycles of arbitrary length in $G$. This generalization corresponds to the geometric fact that the similarly-aligned odd $K$-gons corresponding to an $\ell$-cycle of $G$ enclose a polygon with exactly $\ell$ convex corners and $\frac{K-1}{2} \ell-K$ concave corners.

Lemma 3.22. Let $C$ be a simple cycle of length $\ell$ in $G$. Then, if we view $C$ as a cycle on the normal vertices of $G_{+}^{\star}$, there are exactly $\frac{K-1}{2} \ell-K$ edges pointing from $C$ into the interior of $C$, i.e., edges with their start vertex on $C$ and with both incident faces in the interior of $C$.

Proof. First we view $C$ as a cycle in $G$. Let $k$ be the number of vertices strictly inside $C$. Since $G$ is an inner triangulation of a $K$-cycle, by Euler's formula, there are exactly $2 k+\ell-2$ faces and $3 k+\ell-3$ edges strictly inside $C$.

Now we view $C$ as a cycle in $G_{+}^{\star}$. In addition to the $3 k+\ell-3$ normal edges, there are $\frac{K-3}{2}$ stack edges in each face. Hence, the number of edges strictly inside $C$ is $(3 k+\ell-3)+\frac{K-3}{2}(2 k+\ell-2)$. At each normal vertex we see $K$ starting edges. Therefore, there are $K k$ edges starting at a vertex strictly inside $C$. Taking the difference, we find that there are $\frac{K-1}{2} \ell-K$ edges pointing from a vertex on $C$ into the interior of $C$.

Given a $K$-color forest of $G$, we denote by $T_{i}$ the set of oriented edges of color $i$, and by $T_{i}^{-1}$ we denote the set $T_{i}$ with all edges reversed.

Lemma 3.23. For each $i$, the orientation

$$
T:=\sum_{j=i-\frac{K-1}{2}}^{i} T_{j}+\sum_{j=i+1}^{i+\frac{K-1}{2}} T_{j}^{-1}
$$

of the inner edges of $G$ is acyclic.

Proof. Assume there is a simple oriented cycle $C$ of length $\ell$ in $T$. Because of the symmetry of the definition of a $K$-color forest, it suffices to consider the case that $C$ is oriented clockwise.

We define the auxiliary function $\pi:\{0, \ldots, K-1\} \rightarrow \mathbb{N}$ as follows: for $j=0, \ldots, \frac{K-1}{2}$, we set $\pi(i-j)=j$ and, for $j=1, \ldots, \frac{K-1}{2}$, we set $\pi(i+j)=j-1$. Let $e$ be an edge of color $c$ ending at a vertex $v$ and $e^{\prime}$ an edge of color $c^{\prime}$ starting at $v$ in the orientation $T$. From Fig. 3.21 we can read off the following: In the


Figure 3.21: The possible incident edges of an inner vertex $v$ in $T$ as defined in Lemma 3.23. The black numbers are the colors of the edges. For an incoming edge of color $c$ below the dotted line, the red value is $\frac{K-1}{2}-\pi(c)$ and counts the number of thick edges in the counterclockwise angle from this edge to the dotted line. For an outgoing edge of color $c^{\prime}$ above the dotted line, the red value is $\pi\left(c^{\prime}\right)$ and counts the number of thick edges in the clockwise angle from this edge to the dotted line. The thick edges are exactly those that are outgoing at $v$ in $G_{+}^{\star}$.
counterclockwise angle of $v$ between $e$ and the dotted line, there are $\frac{K-1}{2}-\pi(c)$ edges which are outgoing in $G_{+}^{\star}$. In the clockwise angle of $v$ between $e^{\prime}$ and the dotted line, there are $\pi\left(c^{\prime}\right)$ outgoing edges. Hence, there are exactly $\pi\left(c^{\prime}\right)+\left(\frac{K-1}{2}-\pi(c)\right)$ edges pointing away from $v$ in the counterclockwise angle of $v$ between $e$ and $e^{\prime}$ in $G_{+}^{\star}$.

Now let $e_{0}, \ldots, e_{\ell-1}$ be the edges of the cycle $C$ and let $c_{j}$ be the color of the edge $e_{j}$ for $j=0, \ldots, \ell-1$. Then the number of edges pointing from $C$ into the interior of $C$ in $G_{+}^{\star}$ is

$$
\sum_{j=0}^{\ell-1}\left(\pi\left(c_{j+1}\right)-\pi\left(c_{j}\right)+\frac{K-1}{2}\right)=\frac{K-1}{2} \ell
$$

with indices taken modulo $\ell$. This is in contradiction to Lemma 3.22 and, therefore, completes the proof.

In the following lemma, edge colors refer to the $K$-proper coloring of $G_{+}^{\star}(S)$ for a fixed $K$-contact structure $S$. For a stack edge $e$, we say that $e$ has color $c$ if there is an edge parallel to $e$ in $G_{+}^{\star}(S)$ that has color $c$.

Lemma 3.24. Let $P$ be a walk in $G^{\star}$ starting with a normal vertex such that all edges on $P$ leaving a normal vertex have the same color $c$ and the edges on $P$ leaving a stack vertex are always the first incident edge of this stack vertex in clockwise order after the edge reaching it. Then $P$ is a path.

Proof. Let $F$ be the $K$-color forest corresponding to $S$ and, for $i=0, \ldots, K-1$, let $T_{i}$ be the set of oriented edges of color $i$ in $F$. We will now construct a walk $P^{\prime}$
in $T:=\sum_{i=c-\frac{K-1}{2}}^{c} T_{i}+\sum_{i=c+1}^{c+\frac{K-1}{2}} T_{i}^{-1}$ with the property that, if $P$ has a subcycle, then also $P^{\prime}$ has a subcycle.

Let $u, v, w$ be three consecutive vertices in $P$ where $u, w$ are normal vertices and $v$ is a stack vertex. Due to Lemma 3.15, there are at most $\frac{K-5}{2}$ edges in $G_{+}^{\star}(S)$ parallel to the edge $(u, v)$ of color $c$. Therefore, the edge $u w$ is in $G_{+}^{\star}(S)$ either oriented from $u$ to $w$ and has one of the colors $c-\frac{K-3}{2}, \ldots, c-1$ or it is oriented from $w$ to $u$ and has one of the colors $c+1, \ldots, c+\frac{K-3}{2}$. Thus in both cases the edge $(u, w)$ is in $T$ and we can define $P^{\prime}$ as the walk obtained from $P$ by skipping all stack vertices.

Now suppose that $P$ has a subcycle. Then the first repeated vertex in $P$ has to be a normal vertex since each stack vertex has only one incoming edge of color $c$ due to Lemma 3.21. Therefore, also $P^{\prime}$ has a subcycle, in contradiction to Lemma 3.23.

Now we want to describe $K$-contact structures as $\left(\omega, c_{l}, c_{u}\right)$-flows for particular functions $\omega, c_{l}$, and $c_{u}$ (remember the introduction to $\omega$-flows in Section 2.3). Let $D$ be a fixed orientation of $G^{\star}$ without the edges of the outer face, in which each stack edge is oriented towards its incident stack vertex and each normal edge has an arbitrary fixed orientation. We define mappings $\omega_{K}: V(D) \rightarrow \mathbb{Z}$ and $c_{l}, c_{u}: E(D) \rightarrow \mathbb{Z}$ as follows: If $v$ is a normal vertex, we set $\omega_{K}(v)=\operatorname{deg}_{D}^{-}(v)-K$ and, if $v$ is a stack vertex, we set $\omega_{K}(v)=\frac{K-3}{2}$. If $e$ is a normal edge, we set $c_{l}(e)=0$ and $c_{u}(e)=1$ and, if $e$ is a stack edge, we set $c_{l}(e)=0$ and $c_{u}(e)=\frac{K-3}{2}$. Then the following describes a bijective mapping from a $K$-contact structure $S$ to an $\left(\omega_{K}, c_{l}, c_{u}\right)$-flow $f$. We set

$$
f(e)= \begin{cases}0 & \text { if } e \text { is a normal edge and has different orientations in } S \text { and } D \\ 1 & \text { if } e \text { is a normal edge and has the same orientation in } S \text { and } D \\ w(e) & \text { if } e \text { is a stack edge }\end{cases}
$$

and call $f$ the induced $\omega_{K}$-flow of $S$.
Lemma 3.25. Let $S$ be a $K$-contact structure of $G$ such that $G_{+}^{\star}(S)$ has a $K$-proper coloring. Further, let $S^{\prime}$ be a $K$-contact structure of $G$ such that the $\omega_{K}$-flow induced by $S^{\prime}$ can be obtained from the $\omega_{K}$-flow induced by $S$ by augmenting the flow on a simple cycle $C$ by one unit. Then also $G_{+}^{\star}\left(S^{\prime}\right)$ has a K-proper coloring.

Proof. The graph $G_{+}^{\star}\left(S^{\prime}\right)$ is obtained from $G_{+}^{\star}(S)$ in the following way: Let $u v$ be a stack edge on $C$ with normal vertex $u$ and stack vertex $v$. If it is oriented from $u$ to $v$ on $C$, then there is one more edge from $u$ to $v$ in $G_{+}^{\star}\left(S^{\prime}\right)$ than in $G_{+}^{\star}(S)$. If it is oriented from $v$ to $u$ on $C$, then there is one less edge from $u$ to $v$ in $G_{+}^{\star}\left(S^{\prime}\right)$ than in $G_{+}^{\star}(S)$. Further, for each normal edge $e$ on $C, e$ has different orientations in $G_{+}^{\star}\left(S^{\prime}\right)$ and in $G_{+}^{\star}(S)$.

If we consider $C$ as a cycle in $G^{\star}$, each edge of $G^{\star}$ is either outside of $C$, inside of $C$, or on $C$. We translate this notion to the edges of $G_{+}^{\star}$. We say that an edge of $G_{+}^{\star}$ is outside of $C$, inside of $C$, or on $C$ if the corresponding edge of $e$ in $G^{\star}$ is outside of $C$, inside of $C$, or on $C$, respectively.

We will now give a detailed description of the procedure to obtain a $K$-proper coloring of $G_{+}^{\star}\left(S^{\prime}\right)$ from a $K$-proper coloring of $G_{+}^{\star}(S)$. The idea is the following:

If $C$ is oriented clockwise (the case that $C$ is oriented counterclockwise is symmetric), each normal vertex $v$ on $C$ loses an outgoing edge on $C$ in counterclockwise direction and gains an outgoing edge on $C$ in clockwise direction. Therefore, all outgoing edges of $v$ inside of $C$ pass on their colors to the next outgoing edge of $v$ in counterclockwise direction in the cyclic order of incident edges of $v$. To retain a $K$-proper coloring, also the outgoing edges of normal vertices inside of $C$ have to pass on their colors in that manner. This process of passing on the colors is equivalent to increasing the colors of all edges inside of $C$ by one.

More formally, we do the following: We do not change the colors of the edges outside of $C$. Now we distinguish whether $C$ is oriented clockwise or counterclockwise.
i) First, let $C$ be oriented clockwise (see Fig. 3.22 for an illustration of this case). Then we increase the colors of all edges inside of $C$ by one. For a stack edge on $C$ that is oriented from the stack vertex $v$ to the normal vertex $u$ in $C$, we delete the leftmost edge from $u$ to $v$ and do not change the colors of the other edges from $u$ to $v$. For a stack edge on $C$ that is oriented from the normal vertex $v$ to the stack vertex $w$ in $C$, we add a new edge $e$ from $v$ to $w$ to the right of the other edges from $v$ to $w$. The color of $e$ is the color of the first outgoing edge of $v$ in $G_{+}^{\star}(S)$ in the clockwise order of the incident edges of $v$ inside of $C$ (including the edge $(v, u)$ on $C$ ). We do not change the colors of


Figure 3.22: The local changes of the $K$-proper coloring around a normal vertex $v$ on a cycle $C$ on which the $\omega_{K}$-flow is increased. The upper row shows the case of two incident normal vertices on $C$, the lower row the case of two incident stack vertices on $C$. The edges drawn above (below) $C$ are the incident edges of $v$ outside (inside) of $C$ that are closest to $C$ in the cyclic order of incident edges of $v$. For these edges the colors for both possible orientations are shown. In the lower figures, the edge $(v, u)$ is the leftmost edge from $v$ to $u$ and the edge $(v, w)$ is the rightmost edge from $v$ to $w$. Further, in these figures, the edges shown above $C$ might be incident to $u$ or $w$ but not the edges below $C$.
the other edges from $v$ to $w$. For a normal edge on $C$, we add $\frac{K+1}{2}$ to its color from $G_{+}^{\star}(S)$.
ii) Now let $C$ be oriented counterclockwise. Then we decrease the colors of all edges inside of $C$ by one. For a stack edge on $C$ that is oriented from the stack vertex $v$ to the normal vertex $u$ in $C$, we delete the rightmost edge from $u$ to $v$ and do not change the colors of the other edges from $u$ to $v$. For a stack edge on $C$ that is oriented from the normal vertex $v$ to the stack vertex $w$ in $C$, we add a new edge $e$ from $v$ to $w$ to the left of the other edges from $v$ to $w$. The color of $e$ is the color of the first outgoing edge of $v$ in $G_{+}^{\star}(S)$ in the counterclockwise order of the incident edges of $v$ inside of $C$ (including the edge $(v, u)$ on $C$ ). We do not change the colors of the other edges from $v$ to $w$. For a normal edge on $C$, we add $\frac{K-1}{2}$ to its color from $G_{+}^{\star}(S)$.
For the vertices not on $C$ the local properties of a $K$-proper coloring are still fulfilled after this change since the orientations of the incident edges have not changed and either the colors have not changed, or all colors are decreased by one, or all colors are increased by one. It only remains to check the colors of the edges incident to a normal vertex on $C$. Also for such a vertex $v$, for the same reason as before, the colors of two consecutive incident edges in the cyclic order of incident edges fulfill the properties of a $K$-proper coloring if both edges are inside of $C$ or both edges are outside of $C$. The remaining case that one of the two edges is on $C$ is verified in Fig. 3.22 for the case that $C$ is oriented clockwise. Note that the two cases shown in this figure cover all four possible cases (incoming and outgoing normal and stack edge) since in these subfigures the parts corresponding to the incoming and the outgoing edge of $v$ on $C$ are independent and can be combined arbitrarily. The case that $C$ is oriented counterclockwise is symmetric.

Theorem 3.26. For each $K$-contact structure $S$ of $G$, the graph $G_{+}^{\star}(S)$ has a unique $K$-proper coloring.

Proof. We begin with the proof of the existence of a $K$-proper coloring. Due to Theorem 3.14, there exists a $K$-color forest $F_{0}$ of $G$. Let $S_{0}$ be the $K$-contact structure induced by $F_{0}$. Then $S_{0}$ has a $K$-proper coloring by Observation 3.20. Since in the difference of two $\omega_{K}$-flows the excess of all vertices is 0 , the $\omega_{K}$-flow corresponding to $S$ can be obtained from the $\omega_{K}$-flow corresponding to $S_{0}$ by iteratively augmenting it on a simple cycle. Hence, it follows from Lemma 3.25 that $S$ has a $K$-proper coloring.

Now we show the uniqueness of the $K$-proper coloring. Because of properties (C2) and (C3), the knowledge of the color of an edge incident to an inner normal vertex $v$ implies the knowledge of the colors of all edges incident to $v$. Due to property (C1), the colors of the edges incident to the outer vertices are fixed. Since $G$ is connected, this implies that the colors of all inner edges are fixed.

Corollary 3.27. The mapping from a $K$-color forest of $G$ to the induced $K$-contact structure is a bijective mapping from the set of the $K$-color forests of $G$ to the set of the $K$-contact structures of $G$.

### 3.2.3 The distributive lattice

Since $K$-contact structures are in bijection to $\omega_{K}$-flows, the set of all $K$-contact structures of $G$ carries the structure of a distributive lattice. We want to figure out the cover relation in this distributive lattice.

Definition 3.28 (Flip (odd $K$-contact structure)). Let $S$ be a $K$-contact structure of $G$. If $K=3$, we call the reorientation of a triangle in $S$ (consisting of normal edges) from counterclockwise to clockwise a fip in $S$. If $K \geq 5$, let $(u, v)$ be a normal edge in $S$ and let $w$ be the stack vertex such that the face uvw lies on the left side of $(u, v)$. Then we call the reorientation of $(u, v)$ combined with decreasing the weight of $v w$ by one and increasing the weight of $u w$ by one a flip in $S$.

Theorem 3.29. The flip operation is the cover relation of a distributive lattice on the set of all $K$-contact structures of a graph $G$.

Proof. Let $C$ be an essential cycle in $G^{\star}$. Then there exists an $\omega_{K}$-flow $f$ such that $C$ is an oriented cycle in the residual graph $D_{f}$ and has no chordal path in $D_{f}$. We can assume that $D$ is the orientation of $G^{\star}$ given by the $K$-contact structure $S$ corresponding to $f$. Further, let $G_{+}^{\star}:=G_{+}^{\star}(S)$.

Claim 1. There is no edge pointing from a normal vertex on $C$ into the interior of $C$ in $D$ and there is no edge in the interior of $C$ that is incident to a stack vertex on $C$.

Proof. Let $v$ be a vertex on $C$ and let $e=v w$ be an incident edge inside of $C$. If $e$ is a normal edge oriented from $v$ to $w$ in $D$, let $c$ be the color of $e$ in the $K$-proper coloring of $G_{+}^{\star}$. If $v$ is a normal vertex and $w$ is a stack vertex, let $c$ be the color of one of the edges from $v$ to $w$ in the $K$-proper coloring of $G_{+}^{\star}$. If $v$ is a stack vertex, let $c$ be the color of one of the edges from $w$ to $v$ in $G_{+}^{\star}$ where $w$ is the neighbor of $v$ following $v$ on $C$. Let $P$ be the walk that starts with the edge $e$ and continues at each normal vertex with the outgoing edge of color $c$ and at each stack vertex with the first incident edge in clockwise order after the incoming edge. From Lemma 3.24 we deduce that, if this walk has a subcycle, then it begins with a stack vertex and this stack vertex is the first repeated vertex. Hence, $P$ reaches $C$ before or at the moment of its first vertex repetition. Let $P^{\prime}$ be the subpath of $P$ from the beginning to the point when it reaches $C$ first.

Note that $P$ only uses the following types of edges:
i) normal edges in their orientation in $D$, which is opposite to the orientation in $D_{f}$,
ii) edges from a normal vertex $u$ to a stack vertex $v$ only if there is an edge from $u$ to $v$ in $G_{+}^{\star}$, whence $(v, u)$ is an edge of $D_{f}$,
iii) edges from a stack vertex $u$ to a normal vertex $v$ only if $u$ has an incoming edge in $G_{+}^{\star}$ that does not come from $u$ (if $u$ is the start vertex of $P$, we can choose the edge from the successor of $u$ on $C$ to $u$ and otherwise the incoming edge of $u$ in $P$ ), whence again $(v, u)$ is an edge of $D_{f}$.

Therefore, the reversed path $\overline{P^{\prime}}$ of $P^{\prime}$ is a chordal path of $C$ in $D_{f}$, in contradiction to the assumption that $C$ is an essential cycle.

Claim 2. If $K=3$, the cycle $C$ has length 3 and only consists of normal vertices. If $K \geq 5$, the cycle $C$ contains at least one stack vertex.

Proof. Assume that $C$ contains only normal vertices. Then, according to Lemma 3.22, there are exactly $\frac{K-1}{2} \ell(C)-K$ edges pointing from a vertex on $C$ into the interior of $C$. Thus, due to Claim 1, we have $\frac{K-1}{2} \ell(C)-K=0$ and therefore $\ell(C)=\frac{2 K}{K-1}$. Since $K$ and $K-1$ are relative prime for all $K \geq 3$, the only solution of this equation is $\ell(C)=K=3$.

Further, if $K=3$, the cycle $C$ only consists of normal vertices as in an $\omega_{3}$-flow the capacities for stack edges $e$ are $c_{l}(e)=c_{u}(e)=0$ whence stack edges have no orientation in $D_{f}$.

For the case $K=3$, Claim 2 already finishes the proof. In the case $K \geq 5$, we still need to show that $C$ is a facial cycle. So, let $K \geq 5$ and let $v$ be a stack vertex on $C$ that exists due to Claim 2. Let $w_{1}$ and $w_{2}$ be the predecessor and the successor of $v$ on $C$, respectively. Let $u \neq w_{1}, w_{2}$ be the third neighbor of $v$ in $G^{\star}$. Then, due to Claim 1, the edge $v u$ is outside of $C$. Now, unless $C$ is a facial cycle, the edge $w_{1} w_{2}$ is an inner chord of $C$. In either orientation the edge forms a chordal path, in contradiction to the assumption that $C$ is an essential cycle.

Figure 3.23 shows the effect of a flip of the $K$-contact structure on the contact representation in the case $K \geq 5$. For an illustration of the case $K=3$ see Fig. 3.3 on Page 15.


Figure 3.23: The geometric effect of a flip of the induced $K$-contact structure on the similarly-aligned odd $K$-gon contact representation in the case $K \geq 5$.

### 3.3 Parallel-sided even $K$-gon contact representations

In the last section we studied contact representations with similarly-aligned odd $K$-gons as a generalization of contact representations with regular $K$-gons for odd $K \geq 3$. In this section we will complete the study of contact representations with regular $K$-gons by considering parallel-sided even $K$-gon contact representations as a generalization of contact representations with equiangular, and therefore also regular, $K$-gons for even $K \geq 6$. The structure of this section is similar to the structure of the previous section. But the proofs in the later part of this section are quite different from those in Section 3.2.

Let us start with the definition of parallel-sided even $K$-gon contact representations. Let $G$ be a graph and let $K \geq 6$ be an even number. For each vertex $v$ of $G$, let $P_{v}$ be a convex $K$-gon whose sides are labeled cyclically in clockwise order with $0, \ldots, K-1$. We denote the side of $P_{v}$ which is labeled with $i$ by $\operatorname{side}_{i}\left(P_{v}\right)$. Further, we denote the corner of $P_{v}$ between $\operatorname{side}_{i}\left(P_{v}\right)$ and $\operatorname{side}_{i+1}\left(P_{v}\right)$ by $\operatorname{corner}_{i}\left(P_{v}\right)$. The polygons $P_{v}, v \in V(G)$, are called parallel-sided even $K$-gons if, for each vertex $v$ of $G$ and for each label $i, \operatorname{side}_{i}\left(P_{v}\right)$ and $\operatorname{side}_{i+\frac{K}{2}}\left(P_{v}\right)$ are antiparallel and, for each pair $v, w$ of vertices and each label $i, \operatorname{side}_{i}\left(P_{v}\right)$ and $\operatorname{side}_{i}\left(P_{w}\right)$ are parallel. As in the last section, it suffices if the reader has the special case of equiangular (see Fig. 3.24a for an example) or even only regular $K$-gons (see Fig. 3.24b for an example) in mind.

One might wonder why we exclude the case $K=4$ from our studies in this section. The reason is that the structural results from this section do not hold for parallelograms. But the known results for contact representations with rectangles we summarized in Section 3.1.2 also apply to contact representations with parallelograms since rectangle contact representations can be transformed into contact representations with parallelograms of equal alignment by a shear mapping. Hence, the combinatorial structure of contact representations with parallelograms is well-understood.


Figure 3.24: Two octagon contact representations of the same graph.

Theorem 3.30. If $G$ has a contact representation $\mathcal{C}$ with parallel-sided even $K$-gons, then $G$ is a planar graph.

Proof. First, we argue that for each edge $v w$ of $G$ a corner of $P_{v}$ touches $P_{w}$ or a corner of $P_{w}$ touches $P_{v}$. If the intersection of $P_{v}$ and $P_{w}$ is a single point, this is clear. Otherwise, the intersection is a line segment and both endpoints of this line segment are corners of $P_{v}$ or $P_{w}$.

Now let $p$ be a point in $\mathcal{C}$ where two or more corners touch. Let $i$ and $j$ be the labels of two corners involved in this touching. Then $j \in\left\{i+\frac{K}{2}-1, i+\frac{K}{2}, i+\frac{K}{2}+1\right\}$. In particular, we have $i \neq j$. Therefore, there are at most four corners involved in the touching at $p$. If there are four corners involved, we further have $i+\frac{K}{2}-1 \in$ $\left\{\left(i+\frac{K}{2}\right)+\frac{K}{2}-1,\left(i+\frac{K}{2}\right)+\frac{K}{2},\left(i+\frac{K}{2}\right)+\frac{K}{2}+1\right\}$. The first one implies $K=0$, the second one $K=2$, and the third one $K=4$, all in contradiction to $K \geq 6$. Similarly, we can show that, if there are three corners involved, we have $K=6$ and the labels of the three corners are either $0,2,4$ or $1,3,5$.

We obtain a crossing-free drawing of $G$ in the following way: We place each vertex $v$ into the interior of $P_{v}$. For each edge $v w$ of $G$, we choose a point $p$ in the intersection of $P_{v}$ and $P_{w}$ and connect $v$ and $w$ straight line to $p$. If we choose the same point $p$ for different edges, then $K=6$ and there are three corners meeting in $p$. But then, for any two labels $i, j$ of the three corners in $p$, we have $i \neq i+\frac{K}{2}$. Hence, none of the pairwise contacts of the three involved hexagons is a single-point contact. Therefore, we can change the choice of the point $p$ for each of the three contacts to a point in the interior of the segment in which the two hexagons intersect.

Note that moving the bend point $p$ of the drawing of an edge $v w$ inside the interior of the segment in which $P_{v}$ and $P_{w}$ intersect does not change the combinatorial embedding of $G$ obtained from $\mathcal{C}$. Therefore, we can refer to this drawing as the drawing of $G$ induced by $\mathcal{C}$. A point in $\mathcal{C}$ where two or three corners touch in one point is called an exceptional touching.

From now on, we will only consider plane graphs $G$ and with a contact representation of $G$ we will mean a contact representation inducing the given embedding of $G$. Moreover, we will restrict the class of considered graphs $G$ to the class of inner triangulations of a $K$-cycle where the outer vertices play a special role: Let $G$ be an inner


Figure 3.25: An equiangular octagon contact representation.
triangulation of the $K$-cycle $a_{0}, \ldots, a_{K-1}$ (in clockwise order) for some even $K \geq 6$. As before, the inner vertices $v$ of $G$ are represented by a convex $K$-gon $P_{v}$. But the outer vertices $a_{0}, \ldots, a_{K-1}$ of $G$ are represented by the sides $q_{0}, \ldots, q_{K-1}$ (in clockwise order), respectively, of an additional convex $K$-gon $Q$. The polygons $P_{v}$ are parallel-sided even $K$-gons. For the polygon $Q$, a similar property is fulfilled: For $i=0, \ldots, K-1$, the side $q_{i}$ is antiparallel to $\operatorname{side}_{i}\left(P_{v}\right)$ for all inner vertices $v$ of $G$. See Fig. 3.25 for an example that we will use throughout this section to illustrate all concepts.

Note that, for all vertices $v$ inside a separating triangle involving two outer vertices $a_{i}$ and $a_{i+1}$, the representing polygon $P_{v}$ is degenerated to a single point in each parallel-sided even $K$-gon contact representation of $G$. Therefore, we do not allow such separating triangles in inner triangulations of $K$-cycles with even $K$ for the rest of this thesis.

### 3.3.1 $K$-color forests

The $K$-color forests for odd $K$ are generalizations of Schnyder woods. Thus one might think that, since transversal structures describe the combinatorial structure of contact representations with parallel-sided 4 -gons (see Section 3.1.2), a generalization of transversal structures to more than two colors describes the combinatorial structure of contact representations with parallel-sided even $K$-gons. The example in Fig. 3.26 shows that with such a generalization we are not able to fully describe the combinatorial structure of these contact representations. Therefore, we choose an approach similar to that one in the last section.

For the rest of this section, let $K \geq 6$ be a fixed even number and let $G$ be an inner triangulation of the $K$-cycle $a_{0}, \ldots, a_{K-1}$ (in clockwise order).

We define the graph $2 G$ to be the plane graph obtained from $G$ by replacing each inner edge (except one inner edge incident to each outer vertex) by two parallel edges forming a face of degree two. For an outer vertex $a_{i}$ of $G$, let $e_{0}, e_{1}, e_{2}, \ldots$ be the clockwise order of incident edges of $a_{i}$ in $G$ with outer edges $e_{0}$ and $e_{1}$. Then $e_{2}$ is the edge incident to $a_{i}$ which is not replaced by two parallel edges in $2 G$.


Figure 3.26: Two contact representations with equiangular hexagons of the same graph that induce the same generalized transversal structure. Nevertheless, the combinatorial structures of these two representations can be further distinguished (see the highlighted triangle in the middle).

(a) The outer vertex condition (F1).

(b) The inner vertex condition (F2).

Figure 3.27: The local conditions of a $K$-color forest shown for the example $K=6$.

Definition 3.31 ( $K$-color forest (even)). A $K$-color forest of $G$ is an orientation and coloring of the inner edges of $2 G$ in the colors $0, \ldots, K-1$ with the following properties:
(F1) For $i=0, \ldots, K-1$, all edges incident to $a_{i}$ are oriented towards $a_{i}$ and colored in the color $i$ or $i+1$.
(F2) For each inner vertex $v$, the incoming edges of $v$ build $K$ (possibly empty) blocks $B_{i}, i=0, \ldots, K-1$, of edges of colors $i$ and $i+1$, and the clockwise order of these blocks is $B_{0}, \ldots, B_{K-1}$. Moreover, $v$ has at most one outgoing edge of color $i$ and such an edge has to be located between the blocks $B_{i+\frac{K}{2}-1}$ and $B_{i+\frac{K}{2}}$.
Figure 3.27 gives an illustration of Definition 3.31.
Theorem 3.32. Every parallel-sided even $K$-gon contact representation $\mathcal{S}$ of $G$ induces a $K$-color forest on $2 G$.

Proof. First assume that $\mathcal{S}$ has no exceptional touchings (see Fig. 3.28 for an example of this case). Then all touchings are line segments with positive length. Let $e$ be an inner edge of $G$. If both incident vertices of $e$ are inner vertices, $e$ is realized in $\mathcal{S}$ by an intersection of two $K$-gons $P_{v}$ and $P_{w}$ in a line segment $l$. Both endpoints of $l$ are corners of $P_{v}$ or $P_{w}$. For each corner of $P_{u}$ with $u \in\{v, w\}$ of label $i$ at an endpoint of $l$ one of the two copies of $e$ in $2 G$ is oriented as outgoing for $u$ and colored in color $i$. The order of the two copies of $e$ in the cyclic orders of incident edges of $v$ and $w$ corresponds to the order of the two endpoints of $l$. If an inner vertex $v$ is incident to the outer vertex $a_{i}$ but not to $a_{i+1}$, the two copies of the edge $v a_{i}$ are oriented towards $a_{i}$ and colored in $i$ and $i+1$ in this order in the clockwise order of incident edges of $v$. If $v$ is incident to the outer vertices $a_{i}$ and $a_{i+1}$, then the single copy of the edge $v a_{i}$ is oriented towards $a_{i}$ and colored in color $i$. It follows from the definition of the labeling of the corners and sides of the $K$-gons and from the fact that each corner of a $K$-gon can be involved in at most one contact that this yields a $K$-color forest.

Now let $p$ be an exceptional touching in $\mathcal{S}$. From the proof of Theorem 3.30 we know that in $p$ either two corners with labels $i$ and $i+\frac{K}{2}$ touch or exactly three corners with labels $0,2,4$ or $1,3,5$ touch and $K=6$. If there are only two corners


Figure 3.28: The 8-color forest induced by the contact representation of Fig. 3.25.
involved in the touching, let these be corner $i_{i}\left(P_{v}\right)$ and corner $_{i+\frac{K}{2}}\left(P_{w}\right)$. Then we orient one of the two copies of the edge $v w$ from $v$ to $w$ and color it in color $i$, and orient the other copy of the edge $v w$ from $w$ to $v$ and color it in color $i+\frac{K}{2}$. The order of the two copies is chosen arbitrarily. Then, obviously, the properties of a $K$-color forest are locally fulfilled. If there are three corners involved in the touching, let these be $\operatorname{corner}_{0}\left(P_{u}\right)$, $\operatorname{corner}_{2}\left(P_{v}\right)$, and $\operatorname{corner}_{4}\left(P_{w}\right)$ (the case of the colors 1,3,5 is symmetric). Then the pairwise intersections of $P_{u}, P_{v}$, and $P_{w}$ are line segments of positive lengths. We will only explain how to treat the copies of the edges $u v, v w$, and $w u$ corresponding to the exceptional touching. The other copies are treated as explained above (or according to another exceptional touching). We either orient these copies of the edges of the triangle $u v w$ as $(u, v),(v, w),(w, u)$ and color them in the colors $0,2,4$, respectively, or we orient the edges as $(u, w),(w, v),(v, u)$ and color them in the colors $0,4,2$, respectively. In either case, the properties of a 6 -color forest are fulfilled.

### 3.3.2 Bijection to $K$-contact structures

In the previous section we proved the existence of a $K$-color forest directly by a construction using Schnyder woods. In this section we will first establish a bijection from $K$-color forests to certain $K$-contact structures and prove the existence of a $K$-contact structure. This strategy is similar to the strategy used in [FSS18b] for $K=5$.

We start with proving a lemma that allows us to add edges to artificial vertices of constant in-degree in a $K$-color forest such that afterwards each inner vertex has exactly $K$ outgoing edges. The statement corresponds to the geometric fact that in a contact representation of an inner triangulation $G$ of a $K$-cycle with parallel-sided even $K$-gons the area between three $K$-gons corresponding to an inner face of $G$ that is not incident to an outer edge of $G$ is a pseudotriangle with $\frac{K}{2}$ corners, i.e., a polygon with exactly $\frac{K-6}{2}$ concave corners and 3 convex corners.

Remember (Page 28) the notion of missing outgoing edges in a $K$-color forest for odd $K$. Here we will use the analogous notion for $K$-color forests with even $K$.

Lemma 3.33. Let $G$ be endowed with a $K$-color forest and let $f$ be a face of $G$ that is not incident to an outer edge of $G$. Then in the three inner angles of $f$ there are exactly $\frac{K-6}{2}$ outgoing edges missing in total.
Proof. Let $v$ be an inner vertex of $G$ and let $e_{1}, e_{2}$ be two consecutive edges in the counterclockwise cyclic order of incident edges of $v$. Let $i$ and $j$ be the colors of $e_{1}$ and $e_{2}$, respectively. Then in the angle of $v$ between $e_{1}$ and $e_{2}$ the number of missing outgoing edges modulo $K$ is
i) $i-j-1+\delta$ with $0 \leq \delta \leq 2$ if both edges are incoming at $v$,
ii) $i-j-1$ if both edges are outgoing at $v$,
iii) $i-j+\frac{K}{2}-1+\delta$ with $0 \leq \delta \leq 1$ if one of the edges is incoming at $v$ and the other one outgoing at $v$.
Now let $f$ be a face of $G$ that is not incident to an outer edge of $G$. Let $i, j$ and $k$ be the colors of the three edges of $f$ in clockwise order. Then the number of outgoing edges missing in the three inner angles of $f$ modulo $K$ is
i) $\left(i-j+\frac{K}{2}-1+\delta_{1}\right)+\left(j-k+\frac{K}{2}-1+\delta_{2}\right)+\left(k-i+\frac{K}{2}-1+\delta_{3}\right)=\frac{3 K-6}{2}+\left(\delta_{1}+\delta_{2}+\delta_{3}\right) \equiv$ $\frac{K-6}{2}+\left(\delta_{1}+\delta_{2}+\delta_{3}\right)(\bmod K)$ with $0 \leq \delta_{1}+\delta_{2}+\delta_{3} \leq 3$, if the orientation of the three edges of $f$ is cyclic,
ii) $(i-j+\alpha)+(j-k+\beta)+(k-i+\gamma)=\alpha+\beta+\gamma$ with $\{\alpha, \beta, \gamma\}=$ $\left\{-1+\delta_{1},-1, \frac{K}{2}-1+\delta_{2}\right\}$ and $0 \leq \delta_{1}+\delta_{2} \leq 3$, and therefore $\alpha+\beta+\gamma=$ $\frac{K-6}{2}+\left(\delta_{1}+\delta_{2}\right)$ with $0 \leq \delta_{1}+\delta_{2} \leq 3$, if the orientation of the three edges of $f$ is acyclic.
Thus the number of outgoing edges missing in these three angles is at least $\frac{K-6}{2}$.
As in the proof of Lemma 3.15, if $n_{v}$ denotes the number of inner vertices of $G, n_{e}$ denotes the number of inner edges of $G$, and $n_{f}$ denotes the number of faces of $G$ that are not incident to an outer edge of $G$, we have $n_{e}=3\left(n_{v}-1\right)+K$ and $n_{f}=2\left(n_{v}-1\right)$. Therefore, the total number of missing outgoing edges in all angles of all inner vertices is $K n_{v}-\left(2 n_{e}-K\right)=(K-6)\left(n_{v}-1\right)=\frac{K-6}{2} n_{f}$. Hence, the number of missing outgoing edges in the three inner angles of each face that is not incident to an outer edge of $G$ is exactly $\frac{K-6}{2}$.
Definition 3.34 (Stack extension (even)). The stack extension $2 G^{\star}$ of $2 G$ is the extension of $2 G$ with an extra vertex in every triangular face of $2 G$ that is not incident to an outer edge. These new vertices are connected to all three vertices of the respective face. We call the new vertices stack vertices and the vertices of $2 G$ normal vertices. Analogously, we call the new edges stack edges and the edges of $2 G$ normal edges.

Definition 3.35 ( $K$-contact structure (even)). A $K$-contact structure of $G$ is an orientation of the inner edges of $2 G^{\star}$ together with a weight function $w: E_{\text {inner }}\left(G^{\star}\right) \rightarrow \mathbb{N}$ on the inner edges of $2 G^{\star}$ such that
(S1) $w(e)=1$ for each normal edge $e$,
(S2) each stack edge is oriented towards its incident stack vertex,
(S3) the out-flow of each normal vertex $u$ is $K$, i.e., $\sum_{e \in E^{+}(u)} w(e)=K$,
(S4) the in-flow of each stack vertex $v$ is $\frac{K-6}{2}$, i.e., $\sum_{e \in E-(v)} w(e)=\frac{K-6}{2}$.

Similar to the graph $G_{+}^{\star}(S)$ associated with a $K$-contact structure $S$ for odd $K$ in the last section, we will now introduce the graph $2 G_{+}^{\star}(S)$ associated with a $K$-contact structure $S$ for even $K$. Additionally, we will define the graph $2 G_{++}^{\star}(S)$ that is an extension of $2 G_{+}^{\star}(S)$ with edges from stack vertices to normal vertices.

Definition 3.36. Let $S$ be a $K$-contact structure of $G$. Then we can associate with $S$ a modified version of $2 G^{\star}$ where each stack edge $e$ is replaced by $w(e)$ parallel edges (if $w(e)=0$, the edge $e$ is deleted) and all edges are oriented as in $S$. We denote this graph by $2 G_{+}^{\star}(S)$. Further, let $2 G_{++}^{\star}(S)$ be the modified version of $2 G^{\star}$ where each stack edge $e=v w$ with normal vertex $v$ and stack vertex $w$ is replaced by $w(e)+2$ parallel edges where the two outer edges are oriented from $w$ to $v$ and the remaining edges are oriented from $v$ to $w$. Normal edges are oriented as in $S$. In statements about the graph $2 G_{+}^{\star}(S)$ or the graph $2 G_{++}^{\star}(S)$ for all $K$-contact structures $S$, we simply write $2 G_{+}^{\star}$ or $2 G_{++}^{\star}$, respectively.

Remember that Lemma 3.33 corresponds to the geometric fact that in a contact representation of $G$ the parallel-sided even $K$-gons corresponding to a 3-cycle of $G$ enclose a pseudotriangle, i.e., a polygon with exactly 3 convex corners, with $\frac{K-6}{2}$ concave corners. Now we generalize this lemma to cycles of arbitrary length in $G$. This generalization corresponds to the geometric fact that the parallel-sided even $K$-gons corresponding to an $\ell$-cycle of $G$ enclose a polygon with exactly $\ell$ convex corners and $\frac{K-2}{2} \ell-K$ concave corners.

Lemma 3.37. Let $C$ be a simple cycle of length $\ell$ in $G$. Then, if we view $C$ as a cycle on the normal vertices of $2 G_{+}^{\star}$ without edges in the interior of $C$ which are parallel to edges of $C$, there are exactly $\frac{K-2}{2} \ell-K$ edges pointing from $C$ into the interior of $C$, i.e., edges with their start vertex on $C$ and with both incident faces in the interior of $C$.

Proof. First we view $C$ as a cycle in $G$. Let $k$ be the number of vertices strictly inside $C$. Since $G$ is an inner triangulation of a $K$-cycle, by Euler's formula, there are exactly $2 k+\ell-2$ faces and $3 k+\ell-3$ edges strictly inside $C$.

Now we view $C$ as a cycle in $2 G_{+}^{\star}$. In addition to the $2(3 k+\ell-3)$ normal edges, there are $\frac{K-6}{2}$ stack edges in each face, hence, the number of edges strictly inside $C$ is $2(3 k+\ell-3)+\frac{K-6}{2}(2 k+\ell-2)$. At each normal vertex we see $K$ starting edges. Therefore, there are $K k$ edges starting at a vertex strictly inside $C$. Taking the difference, we find that there are $\frac{K-2}{2} \ell-K$ edges pointing from a vertex on $C$ into the interior of $C$.

Now we want to prove that there exists a $K$-contact structure of $G$. Remember that, by the assumption at the beginning of the chapter, $G$ has no separating triangles that are incident to two outer vertices.

Theorem 3.38. Let $G$ be an inner triangulation of a $K$-cycle without separating triangles that are incident to two outer vertices. Then there exists a $K$-contact structure of $G$.

Proof. The proof is by induction on the number of inner vertices of $G$. If there is exactly one inner vertex $v$ in $G$, there are no stack vertices in $2 G^{\star}$ and there exists exactly one edge between $v$ and each outer vertex. If we orient all these edges as outgoing edges of $v$, then $v$ has exactly $K$ outgoing edges and thus this orientation is a $K$-contact structure of $G$.

Now let there be more than one inner vertex in $G$. We want to contract an edge $e$ of $G$ between two inner vertices and apply the induction hypothesis to this smaller graph. We need this edge $e$ to fulfill two properties: It must not be part of a separating triangle of $G$ and it must not be part of a bad separating 4-cycle of $G$ which is a separating 4 -cycle of $G$ incident to an outer edge and an edge between two inner vertices. First we want to prove that such an edge exists.
Claim 1. If $G$ has more than one inner vertex, then there exists an edge e between two inner vertices that is neither incident to a separating triangle nor to a bad separating 4-cycle.

Proof. First we consider the case that $G$ has separating triangles. Then we choose the edge $e=v w$ inside a minimal separating triangle $T$, i.e., a separating triangle that does not have another separating triangle in its interior. It is clear that $e$ is not incident to a separating triangle in this case. Assume that $e$ is incident to a bad separating 4 -cycle $a_{i} a_{i+1} v w$. Since $G$ has no separating triangles incident to two outer vertices, this implies that either $a_{i}$ and $v$ are incident to $T$ or $a_{i+1}$ and $w$ are incident to $T$. Because of symmetry, we can assume that $a_{i}$ and $v$ are vertices of $T$. Since $a_{i} a_{i+1} v w$ is a separating 4-cycle, this implies that there is a vertex inside one of the triangles $a_{i} a_{i+1} v$ and $a_{i} v w$. But $a_{i} a_{i+1} v$ is no separating triangle, because it is incident to two outer vertices, and $a_{i} a_{i+1} v$ is no separating triangle because of the minimality of $T$, see Fig. 3.29a. Hence, the assumption that $e$ is incident to a separating 4-cycle is wrong.

(a) If $a_{i} a_{i+1} v w$ is a separating 4-cycle, then $a_{i} v w$ or $a_{i} a_{i+1} v$ is a separating triangle.

(b) If $C^{\prime}$ is a separating 4-cycle, then $a_{i+1} v u$ or $a_{i+1} a_{i+2} v$ is a separating triangle.

(c) If there are no separating triangles, the edge $e$ is not incident to a bad separating 4 -cycle, also if it ends in $v$.

Figure 3.29: Illustrations of constellations in the proof of Claim 1 of Theorem 3.38.

Now we consider the case that $G$ has no separating triangles. Assume that all edges between two inner vertices are incident to a bad separating 4-cycle. Let $C=a_{i} a_{i+1} v w$ be a minimal bad separating 4 -cycle in the sense that there is no other bad separating 4 -cycle in the interior of $C$ that also contains $a_{i}$ and $a_{i+1}$. Let $u$ be a vertex inside $C$. Then $u$ is also incident to a bad separating 4 -cycle $C^{\prime}$. This cycle $C^{\prime}$ is incident to exactly one of $a_{i}$ and $a_{i+1}$ and exactly one of $v$ and $w$. Because of symmetry, we can assume that $C^{\prime}$ is incident to $a_{i+1}$ (and then also to $a_{i+2}$ ). If $C^{\prime}$ would also be incident to $v$, then one of the triangles $a_{i+1} v u$ and $a_{i+1} a_{i+2} v$ would be a separating triangle, in contradiction to the assumption that $G$ has no separating triangles, see Fig. 3.29b. Therefore, $C^{\prime}=a_{i+1} a_{i+2} w u$. Thus, inside the 4 -cycle $a_{i+1} v w u$, there is no edge $a_{i+1} w$ (since then $a_{i+1} a_{i+2} w$ would be a separating triangle with $v$ in its interior). Hence, there exists an edge incident to $u$ inside $a_{i+1} v w u$ and this edge cannot be incident to a bad separating 4 -cycle, see Fig. 3.29 c , in contradiction to the assumption that all edges between two inner vertices are incident to a bad separating 4 -cycle.

Let $e=v w$ be an edge of $G$ between two inner vertices that is neither incident to a separating triangle nor to a bad separating 4 -cycle. Such an edge exists due to Claim 1. Let $G^{\prime}$ be the graph obtained from $G$ by contracting $e$ and only keeping one edge of each of the two pairs of parallel edges produced by this contraction. Then $G^{\prime}$ is an inner triangulation of a $K$-cycle with one inner vertex less than $G$. Since $e$ is not incident to a bad separating 4-cycle, $G^{\prime}$ has no separating triangle that is incident to two outer vertices. Therefore, we can apply the induction hypothesis to $G^{\prime}$ and there exists a $K$-contact structure $S^{\prime}$ of $G^{\prime}$.

Now we will show how to construct a $K$-contact structure $S$ of $G$ from $S^{\prime}$. Since $e$ is not incident to a separating triangle, $v$ and $w$ have exactly two common neighbors in $G$. We denote these by $u_{1}$ and $u_{2}$ such that $v u_{1} w u_{2}$ is a clockwise cycle. Further, for $i=1,2$, let $x_{i}$ be the stack vertex of $2 G^{\star}$ that is adjacent to $v, w$, and $u_{i}$, see Fig. 3.30a.

Note that $2 G^{\prime *}$ is obtained from $2 G^{*}$ by contracting the two parallel edges between $v$ and $w$ to a vertex $v^{\prime}$, removing the stack vertices $x_{1}$ and $x_{2}$, and, for $i=1,2$, reducing the number of edges between $v$ and $u_{i}$ by two after the contraction. We define the following counts in $S^{\prime}$ (see Fig. 3.30b): Let $n_{1}$ be the number of normal edges in the clockwise interval between $v^{\prime} u_{2}$ and $v^{\prime} u_{1}$ oriented as outgoing edges of $v^{\prime}$ plus the sum of the weights of the stack edges in this interval. Analogously, we define $n_{3}$ for the clockwise interval between $v^{\prime} u_{1}$ and $v^{\prime} u_{2}$. Further, let $n_{2}$ be the number of edges oriented from $v^{\prime}$ to $u_{1}$ and $n_{4}$ be the number of edges oriented from $v^{\prime}$ to $u_{2}$. Then we have $n_{1}+n_{2}+n_{3}+n_{4}=K$ since $S^{\prime \prime}$ is a $K$-contact structure. We will assume that $n_{1} \geq n_{3}$ (otherwise we exchange $v$ and $w$ ).

Our strategy for constructing $S$ from $S^{\prime}$ is the following: We will keep the orientations and weights of all edges outside the cycle $C=v u_{1} w u_{2}$ as in $S^{\prime}$. Then $v$ already has an out-flow of $n_{1}$ and $w$ already has an out-flow of $n_{3}$. Thus we have to find orientations for the normal edges and weights for the stack edges on and inside $C$ such that $v$ gets an additional out-flow of $K-n_{1}, w$ gets an additional out-flow of $K-n_{3}, u_{1}$ gets an additional out-flow of $2-n_{2}$, and $u_{2}$ gets an additional


Figure 3.30: The construction of $S$ from $S^{\prime \prime}$ in the proof of Theorem 3.38. At the top we can see the initial situation and at the bottom we can see, for three different cases, how the weights and orientations of the edges in $2 G$ can be defined to obtain a $K$-contact structure.
out-flow of $2-n_{4}$. We will set the weights of $u_{i} x_{i}$ to 0 for $i=1,2$. Then we can distribute an additional out-flow of $2 \frac{K-6}{2}+2=K-4$ arbitrarily between $v$ and $w$ by setting the weights of the edges $v x_{i}$ and $w x_{i}, i=1,2$, and the orientations of the two normal edges between $v$ and $w$ accordingly. Additionally, we can choose the orientations of the edges $v u_{i}$ and $w u_{i}, i=1,2$. We will now distinguish different cases concerning the vertices $u_{1}$ and $u_{2}$ and the values of $n_{1}, n_{2}, n_{3}$, and $n_{4}$.
i) First we consider the case that $u_{1}$ and $u_{2}$ are inner normal vertices.
a) Let $n_{2}+n_{4}>0$. Then we orient exactly $n_{2}$ edges from $v$ to $u_{1}$ and exactly $n_{4}$ edges from $v$ to $u_{2}$. Further, for $i=1,2$, we orient both edges between $w$ and $u_{i}$ from $w$ to $u_{i}$. We give $v$ exactly $n_{3}$ of the additional out-flow to be distributed and $w$ the remaining $K-4-n_{3}$, see Fig. 3.30c. Then the out-flow of $v$ is $n_{1}+n_{2}+n_{3}+n_{4}=K$, the out-flow of $w$ is $n_{3}+2+2+\left(K-4-n_{3}\right)=K$, and the out-flows of $u_{1}$ and $u_{2}$ in $S$ are also $K$ since they are the same as in $S^{\prime}$. But we have to show that $K-4-n_{3} \geq 0$ : Since $n_{2}+n_{4}>0$ and $n_{1} \geq n_{3}$, we have $2 n_{3} \leq n_{1}+n_{3}<K$ and, therefore, $n_{3}<\frac{K}{2}=K-\frac{K}{2} \leq K-\frac{6}{2}=K-3$. This implies $n_{3} \leq K-4$.
b) Let $n_{2}=n_{4}=0$ and $n_{1} \geq 4$. Then we can do the same as in the previous case since in this case $n_{3}=K-n_{1} \leq K-4$ and, therefore, $K-4-n_{3} \geq 0$.
c) Let $n_{2}=n_{4}=0$ and $n_{1} \leq 3$. Thus we have $n_{1}=n_{3}=3$ and, therefore, $K=n_{1}+n_{2}+n_{3}+n_{4}=6$. Then, for $i=1,2$, we orient exactly one edge from $v$ to $u_{i}$ and exactly one edge from $w$ to $u_{i}$. Further, we give each $v$ and $w$ exactly 1 of the additional out-flow to be distributed, see Fig. 3.30d.
ii) Now we consider the case that $u_{1}=a_{i}$ is an outer normal vertex. Then $u_{2} \neq a_{i+1}$ since otherwise $a_{i} a_{i+1} v$ would be a separating triangle in $G$ that is incident to an outer edge of $G$, see Fig. 3.31a. We assume that $u_{2}$ is an inner normal vertex (later we will see that it does not matter whether $u_{2}$ is an inner or outer normal vertex). If there are two parallel edges between $w$ and $u_{1}$ in $2 G$, we can do the same as in the case that $u_{1}$ is an inner normal vertex. Therefore, we further assume that there is only one edge between $w$ and $u_{1}$ in $2 G$. Then there is also only one edge between $v^{\prime}$ and $u_{1}$ in $2 G^{\prime}$. Therefore, the edge $v^{\prime} a_{i+1}$ exists in $G^{\prime}$. Since this edge has to be oriented from $v^{\prime}$ to $a_{i+1}$ in $S^{\prime}$ and $a_{i+1} \neq u_{2}$, it follows that $n_{3}>0$, see Figs. 3.31b and 3.31c. To construct $S$ from $S^{\prime}$, we do the same as in case that $u_{1}$ is an inner normal vertex, with the following modifications (see Fig. 3.30e): We orient $2=n_{2}+1$ (instead of only $n_{2}$ ) edges from $v$ to $u_{1}$, we orient only one edge (instead of two) from $w$ to $u_{1}$, and we give $v$ exactly $n_{3}-1$ (instead of $n_{3}$ ) of the additional out-flow to be distributed and $w$ the remaining $K-3-n_{3}$ (instead of $K-4-n_{3}$ ). With the same calculations as before we can see that then the out-flows of $v$ and $w$ are $K$. Further, $n_{3}-1 \geq 0$ because of $n_{3}>0$ and $K-3-n_{3}>K-4-n_{3} \geq 0$.
iii) The last case to be considered is the case that $u_{2}$ is an outer normal vertex. Since also in this case there are always two parallel edges between $w$ and $u_{2}$, we can construct $S$ in exactly the same way as in the case that $u_{2}$ is an inner normal vertex.
Hence, in each case we can construct a $K$-contact structure $S$ of $G$.

(a) If $u_{2}=a_{i+1}$, then $u_{1} u_{2} v$ would be a forbidden separating triangle.

(b) If there is only one edge $w a_{i}$ in $2 G^{*}$, then $w a_{i+1}$ is an edge of $2 G^{*}$.

(c) Then in $2 G^{* *}$ the edge $v^{\prime} a_{i+1}$ is an outgoing edge of $v^{\prime}$ and thus $n_{3}>0$.

Figure 3.31: Illustration of case ii) in the proof of Theorem 3.38 where $u_{1}$ is the outer vertex $a_{i}$.


Figure 3.32: The 8 -proper coloring of $2 G_{+}^{\star}(S)$ for the $K$-contact structure $S$ induced by the contact representation of Fig. 3.25. This is an extension of the 8 -color forest induced by this contact representation, see Fig. 3.28.

Definition 3.39 ( $K$-proper coloring (even)). A $K$-proper coloring of $2 G_{+}^{\star}$ is a coloring of the inner edges of $2 G_{+}^{\star}$ in the colors $0, \ldots, K-1$ such that the following properties are fulfilled:
(C1) Let $i \in\{0, \ldots, K-1\}$ and let $e_{0}, \ldots, e_{r-1}$ be the edges incident to the outer vertex $a_{i}$ in clockwise order with outer edges $e_{0}$ and $e_{1}$. Then $c\left(e_{2}\right)=i, c\left(e_{3}\right)=$ $i+1, c\left(e_{4}\right)=i, c\left(e_{5}\right)=i+1, \ldots, c\left(e_{r-1}\right)=i$.
(C2) Each inner normal vertex has exactly one outgoing edge in each color and the clockwise order of the colors is $0, \ldots, K-1$.
(C3) Let $e_{0}, e_{1}, \ldots$ be the incoming edges of an inner normal vertex which are located between the outgoing edges of colors $i$ and $i+1$, in clockwise order. Then,
i) if $e_{0}$ and $e_{1}$ are parallel edges, we require $c\left(e_{0}\right)=i+\frac{K}{2}+1, c\left(e_{1}\right)=i+\frac{K}{2}$, $c\left(e_{2}\right)=i+\frac{K}{2}+1, c\left(e_{3}\right)=i+\frac{K}{2}, \ldots$ and,
ii) if $e_{0}$ and $e_{1}$ are non-parallel edges, we require $c\left(e_{0}\right)=i+\frac{K}{2}, c\left(e_{1}\right)=i+\frac{K}{2}+1$, $c\left(e_{2}\right)=i+\frac{K}{2}, c\left(e_{3}\right)=i+\frac{K}{2}+1, \ldots$

Figure 3.32 gives an illustration of Definition 3.39.
Note that the subgraph induced by the normal vertices of $2 G_{+}^{\star}$ endowed with a $K$-proper coloring is a $K$-color forest of $G$.

Our next goal is to prove that $2 G_{+}^{\star}$ has a unique $K$-proper coloring. For this proof we assign values to all angles between consecutive incident edges of the vertices in $2 G_{++}^{\star}$ except those angles in the outer face. We will see that these angle values fulfill properties similar to those of the angles in a crossing-free straight line drawing of $2 G_{++}^{\star}$.

The following definition of these angle values is visualized in Fig. 3.33. We denote the value of the angle at a vertex $v$ between its incident edges $e_{1}$ and $e_{2}$ that are consecutive in the cyclic order of incident edges of $v$ by $\measuredangle e_{1} v e_{2}$. The definition of these values will be symmetric. Therefore, we do not distinguish between clockwise and counterclockwise angles. Let $v$ be a normal vertex and let $e_{1}$ and $e_{2}$ be two


Figure 3.33: Definition of the angle values of $2 G_{++}^{\star}$. White vertices are stack vertices, black circles are arbitrary normal vertices, and black squares are outer normal vertices.
parallel edges connecting $v$ to a stack vertex. Then we set $\measuredangle e_{1} v e_{2}:=0$ if $e_{1}$ and $e_{2}$ are incoming at $v, \measuredangle e_{1} v e_{2}:=\frac{2 \pi}{K}$ if $e_{1}$ and $e_{2}$ are outgoing at $v$, and $\measuredangle e_{1} v e_{2}:=\frac{\pi}{K}$ if one of $e_{1}$ and $e_{2}$ is incoming at $v$ and the other one outgoing at $v$. Now let $v$ be a normal vertex and let $e_{1}$ and $e_{2}$ be two parallel edges connecting $v$ to a normal vertex. Then we set $\measuredangle e_{1} v e_{2}:=-\frac{2 \pi}{K}$ if $e_{1}$ and $e_{2}$ are incoming at $v, \measuredangle e_{1} v e_{2}:=\frac{2 \pi}{K}$ if $e_{1}$ and $e_{2}$ are outgoing at $v$, and $\measuredangle e_{1} v e_{2}:=0$ if one of $e_{1}$ and $e_{2}$ is incoming at $v$ and the other one outgoing at $v$. Next let $w$ be a stack vertex and let $e_{1}$ and $e_{2}$ be two parallel edges connecting $w$ to a normal vertex. Then we set $\measuredangle e_{1} w e_{2}:=0$ if $e_{1}$ and $e_{2}$ are outgoing at $w, \measuredangle e_{1} w e_{2}:=-\frac{2 \pi}{K}$ if $e_{1}$ and $e_{2}$ are incoming at $w$, and $\measuredangle e_{1} w e_{2}:=-\frac{\pi}{K}$ if one of $e_{1}$ and $e_{2}$ is incoming at $w$ and the other one outgoing at $w$. Now let $w$ be a stack vertex and let $e_{1}$ and $e_{2}$ be two non-parallel outgoing edges connecting $w$ to normal vertices. Then we set $\measuredangle e_{1} w e_{2}:=\frac{(K-2) \pi}{K}$. Finally, let $v$ be a normal vertex, let $e_{1}$ be an edge connecting $v$ to a normal vertex, and let $e_{2}$ be an incoming edge connecting $v$ to a stack vertex. Then we set $\measuredangle e_{1} v e_{2}:=\frac{\pi}{K}$. This covers all cases not concerning the outer vertices of $2 G_{++}^{\star}$. Now let $v$ be an outer normal vertex, let $e_{1}$ be an incoming normal edge, and let $e_{2}$ be an edge connecting $v$ to another outer vertex. Then we set $\measuredangle e_{1} v e_{2}:=\frac{(k-2) \pi}{2 K}$. Finally, let $v$ be an inner normal vertex and let $e_{1}$ and $e_{2}$ be outgoing edges of $v$ connecting it to outer vertices. Then we set $\measuredangle e_{1} v e_{2}:=\frac{2 \pi}{K}$.

The value of the angle between two non-consecutive incident edges of a vertex of $2 G_{++}^{\star}$ is defined as the sum of the values of its partial angles between consecutive incident edges. The following lemmas show some basic properties of these angle values.

Lemma 3.40. The value of the angle at an inner normal vertex between an incoming stack edge and an outgoing edge without another outgoing edge between them is $\frac{\pi}{K}$.
Proof. We first prove the following claim.
Claim 1. The value of the angle at an inner normal vertex between two incoming stack edges without an outgoing edge between them is 0 .

Proof. Let $v$ be an inner normal vertex and let $e$ and $e^{\prime}$ be two incoming stack edges of $v$ without an outgoing edge of $v$ in between. We prove the statement for the case that there is no incoming stack edge between $e$ and $e^{\prime}$. Then the general statement follows by induction on the number of incoming stack edges between $e$ and $e^{\prime}$.

We distinguish two cases. If $e$ and $e^{\prime}$ are neighboring incoming stack edges of $v$, the angle in between has value 0 by definition. Otherwise, there are exactly two parallel incoming normal edges in between $e$ and $e^{\prime}$. The angle between these two normal edges has value $-\frac{2 \pi}{K}$ by definition and the two angles between $e$ and $e^{\prime}$, respectively, and the incoming normal edge have value $\frac{\pi}{K}$ by definition. Therefore, the value of the angle between $e$ and $e^{\prime}$ is $2 \frac{\pi}{K}-\frac{2 \pi}{K}=0$.

Now let $v$ be an inner normal vertex, let $e$ be an incoming stack edge of $v$, and let $e^{\prime}$ be an outgoing edge of $v$ such that there is no outgoing edge of $v$ between $e$ and $e^{\prime}$. Let $e^{\prime \prime}$ be the incoming stack edge of $v$ that lies between $e$ and $e^{\prime}$ (including $e$ ) such that there are no further incoming stack edges of $v$ between $e^{\prime \prime}$ and $e^{\prime}$. Then, due to Claim 1, the value of the angles of $v$ between $e$ and $e^{\prime \prime}$ is 0 . If $e^{\prime \prime}$ and $e^{\prime}$ are parallel edges or $e^{\prime}$ is a neighboring normal edge of $e^{\prime \prime}$, the angle at $v$ between $e^{\prime \prime}$ and $e^{\prime}$ has value $\frac{\pi}{K}$ by definition. Otherwise, $e^{\prime}$ is a normal edge and between $e^{\prime \prime}$ and $e^{\prime}$ there is an incoming normal edge $e^{\prime \prime \prime}$ of $v$ that is parallel to $e^{\prime}$. Then the angle between $e^{\prime \prime}$ and $e^{\prime \prime \prime}$ has value $\frac{\pi}{K}$ by definition and the angle between $e^{\prime \prime \prime}$ and $e^{\prime}$ has value 0 by definition. Hence, in each case the value of the angle between $e^{\prime \prime}$ and $e^{\prime}$ is $\frac{\pi}{K}$ and thus also the value of the angle between $e$ and $e^{\prime}$ is $\frac{\pi}{K}$.
Lemma 3.41. The value of any angle of a stack vertex $v$ between two non-parallel edges is positive.
Proof. The value of the angle of $v$ between two consecutive non-parallel edges is $\frac{(K-2) \pi}{K}$. The value of the angle of $v$ between two consecutive parallel edges $e$ and $e^{\prime}$ is $-\frac{\pi}{K}$ multiplied with the number of edges in $\left\{e, e^{\prime}\right\}$ that are incoming at $v$. Since $v$ has exactly $\frac{K-6}{2}$ incoming edges, the value of an angle of $v$ between two non-parallel edges is at least $\frac{(K-2) \pi}{K}-2 \frac{K-6}{2} \frac{\pi}{K}=\frac{4 \pi}{K}>0$.
Lemma 3.42. The value of the angle of an inner normal vertex $v$ between two outgoing edges $e$ and $e^{\prime}$ without another outgoing edge between them is $\frac{2 \pi}{K}$.
Proof. If $e$ and $e^{\prime}$ are parallel edges, the angle at $v$ between $e$ and $e^{\prime}$ has value $\frac{2 \pi}{K}$ by definition. If $e$ and $e^{\prime}$ are consecutive incident edges ending in outer vertices, the angle at $v$ between $e$ and $e^{\prime}$ has value $\frac{2 \pi}{K}$ by definition, too. Otherwise, there is an incoming stack edge $e^{\prime \prime}$ of $v$ between $e$ and $e^{\prime}$. Then, due to Lemma 3.40, the two angles between $e$ and $e^{\prime \prime}$ and between $e^{\prime \prime}$ and $e^{\prime}$ both have value $\frac{\pi}{K}$ whence the angle between $e$ and $e^{\prime}$ has value $\frac{2 \pi}{K}$.

Lemma 3.43. The value of an angle of an inner normal vertex $v$ between an incoming and an outgoing edge is non-negative.

Proof. By Lemma 3.42 the value of an angle of $v$ between two outgoing edges is at least $\frac{2 \pi}{K}>0$. Therefore, it suffices to consider angles of $v$ between an incoming and an outgoing edge without an outgoing edge in between. An angle of $v$ between two incoming edges with exactly three more incoming edges in between has value 0 (such an angle decomposes into an angle between two consecutive parallel incoming normal edges of value $-\frac{2 \pi}{K}$, an angle between two consecutive parallel incoming stack edges of value 0 , and two angles between an incoming normal edge and a consecutive incoming stack edge of value $\left.\frac{\pi}{K}\right)$. Therefore, it suffices to consider angles of $v$ between an incoming and an outgoing edge without outgoing edges in between and with at most three incoming edges in between. Suppose that such an angle has a negative value. Then this angle $\alpha$ decomposes into an angle between two consecutive parallel incoming normal edges of value $-\frac{2 \pi}{K}$, at least one angle between an incoming normal edge and a consecutive incoming stack edge of value $\frac{\pi}{K}$, and
i) an angle between an incoming stack edge and a consecutive parallel outgoing stack edge of value $\frac{\pi}{K}$, or
ii) an angle between two consecutive parallel incoming stack edges of value 0 and an angle between an incoming stack edge and a consecutive outgoing normal edge of value $\frac{\pi}{K}$.
In both cases the sum of these values is already 0 . In the second case we have already reached the three incoming edges in between. In the first case we can only add an angle between an incoming normal edge and a consecutive incoming stack edge of value $\frac{\pi}{2}>0$. Thus, $\alpha$ has a non-negative value.

The next two lemmas show that these artificial angle values behave similar to the angles in a crossing-free straight-line drawing of $G$.

Lemma 3.44. The value of the complete angle of an inner vertex $v$ is $2 \pi$.
Proof. If $v$ is a normal vertex, the statement immediately follows from Lemma 3.42 because a normal vertex has exactly $K$ outgoing edges in $2 G_{++}^{\star}$. Now let $v$ be a stack vertex. Then the complete angle of $v$ has exactly three subangles between two consecutive non-parallel outgoing edges each of which has value $\frac{(K-2) \pi}{K}$. The rest of the complete angle of $v$ decomposes into angles between consecutive parallel edges. The value of these angles is $-\frac{2 \pi}{K}$ per incident incoming edge. Since $v$ has exactly $\frac{K-6}{2}$ incoming edges, the values of these angles sum up to $\frac{K-6}{2}\left(-\frac{2 \pi}{K}\right)=-\frac{(K-6) \pi}{K}$. Thus the value of the complete angle of $v$ is $3 \frac{(K-2) \pi}{K}-\frac{(K-6) \pi}{K}=2 \pi$.

Lemma 3.45. The sum of the values of the inner angles of a simple cycle of length $\ell$ is $(\ell-2) \pi$.

Proof. We first give a proof for the case that the cycle is a facial cycle. Then we will deduce the general case from this special case.

Claim 1. The sum of the angles in an inner triangular face $f$ of $2 G_{++}^{\star}$ is $\pi$.
Proof. If the incident vertices of $f$ are two normal vertices and one stack vertex, the angle at the stack vertex has value $\frac{(K-2) \pi}{K}$ and the other two angles have value $\frac{\pi}{K}$. Otherwise $f$ is incident to two outer normal vertices and one inner normal vertex. Then the angle at the inner vertex has value $\frac{2 \pi}{K}$ and the other two angles have value $\frac{(K-2) \pi}{2 K}$. In each of these cases the sum of the values of the three angles is $\pi . \triangle$

Claim 2. The sum of the angles in a face $f$ between two parallel edges in $2 G_{++}^{\star}$ is 0 .
Proof. Let us first consider the case that $f$ is incident to a normal vertex $v$ and a stack vertex $w$. If both edges of $f$ are outgoing at $w$, both angles have value 0 . If both edges of $f$ are outgoing at $v$, the angle at $v$ has value $\frac{2 \pi}{K}$ and the angle at $w$ has value $-\frac{2 \pi}{K}$. If the two edges of $f$ have opposite orientations, the angle at $v$ has value $\frac{\pi}{K}$ and the angle at $w$ has value $-\frac{\pi}{K}$. Now let both vertices of $f$ be normal vertices. If the two edges of $f$ have opposite orientations, both angles have value 0 . If both edges of $f$ have the same orientation and are oriented from $v$ to $w$, the angle at $v$ has value $\frac{2 \pi}{K}$ and the angle at $w$ has value $-\frac{2 \pi}{K}$. In each of these cases the sum of the values of the two angles is 0 .

Now let $C$ be a simple cycle of length $\ell$ in $2 G_{++}^{\star}$ with $k$ vertices in its interior. Then, due to Euler's formula, the number of triangular faces inside $C$ is $\ell-2+2 k$. Additionally, there can be arbitrarily many faces of degree 2 inside $C$. Thus, due to Claims 1 and 2, the sum of all angles inside $C$ is $(\ell-2+2 k) \pi$. Since, due to Lemma 3.44, the sum of the angles of the vertices inside $C$ is $k \cdot 2 \pi$, the sum of the inner angles of the cycle $C$ is $(\ell-2+2 k) \pi-2 k \pi=(\ell-2) \pi$.

The idea. Remember that our goal is to find a $K$-proper coloring of $2 G_{+}^{\star}$. The idea of the construction of the colors is as follows: We start with an inner edge $e$ of $2 G_{++}^{\star}$ and follow a properly defined path that at some point reaches one of the outer vertices. Then the label of this outer vertex will be the color of $e$. This approach is similar to the proof of the bijection of Schnyder Woods and 3-orientations in [FO01]. In the definition of these paths we aim at continuing with the outgoing edge on the opposite side of a vertex. This is motivated by the following geometric idea: If we are already given an equiangular contact representation, such paths keep a constant slope and therefore run into an outer segment with corresponding slope. If we run into a stack vertex, there is no unique opposite edge. Therefore, the path of $e$ is not unique, but we can associate a unique color with $e$ by showing that all properly defined paths starting with $e$ end in the same outer vertex.

Definition 3.46 (Color preserving walk). The set $\mathcal{P}$ of color preserving walks is the set of walks $P$ in $2 G_{++}^{\star}$ that start with an outgoing inner edge of a normal vertex and fulfill the following local properties at an outgoing inner edge $e=u v$ of a normal vertex $v$ in $P$ :
(P1) If $v$ is an outer vertex, i.e., $v=a_{i}$ for some $i$, then $P$ ends at $v$ with $e$ being its last edge.
(P2) If $v$ is an inner normal vertex, let $e^{\prime}$ be the opposite outgoing edge of $e$ at $v$, i.e., both angles at $v$ between the edges $e$ and $e^{\prime}$ have value $\pi$. Then $P$ is continued with the edge $e^{\prime}$ after $e$. See Fig. 3.34a for a visualization.
(P3) If $v$ is a stack vertex, let $v_{1}$ and $v_{2}$ be the two vertices of $G$ which follow $u$ in the clockwise traversal of the facial cycle of $G$ corresponding to $v$. Let $e_{1}$ be one of the two edges from $v$ to $v_{1}$ and let $e_{2}$ be one of the two edges from $v$ to $v_{2}$ (it does not matter which one we choose). Let $\beta_{1}$ be the value of the clockwise angle of $u$ between $e$ and $e_{1}$ and let $\beta_{2}$ be the value of the counterclockwise angle of $u$ between $e$ and $e_{2}$. Further, let $e_{1}^{\prime}$ and $e_{2}^{\prime}$ be the outgoing edges of $v_{1}$ and $v_{2}$, respectively, such that the clockwise angle of $v_{1}$ between $e_{1}$ and $e_{1}^{\prime}$ has value $2 \pi-\beta_{1}$ and the counterclockwise angle of $v_{2}$ between $e_{2}$ and $e_{2}^{\prime}$ has value $2 \pi-\beta_{2}$. It might be that one of the edges $e_{1}^{\prime}$ and $e_{2}^{\prime}$ is not well-defined, but at least one of them is (see Lemma 3.47). Then $P$ must be continued with either $e_{1}, e_{1}^{\prime}$ or with $e_{2}, e_{2}^{\prime}$ after $e$. See Fig. 3.34b for a visualization.

For an edge $e$, we denote by $\mathcal{P}(e)$ the set of color preserving walks starting with $e$.


Figure 3.34: Construction of the successors of an edge $e=u v$ with normal vertex $u$ in a color preserving walk.

It is not clear that continuing edges as required in Definition 3.46 always exist. In the following lemma we will show that they do exist.

Lemma 3.47. Let $e=u v$ be an outgoing edge of an inner normal vertex $u$ in $2 G_{++}^{\star}$. Then the set $\mathcal{P}(e)$ of color preserving walks starting with $e$ is not empty.

Proof. We distinguish three cases concerning the type of the vertex $v$.
i) If $v$ is an outer normal vertex, there is nothing to show.

(a) A normal edge $e=(u, v)$, the consecutive stack edge $e^{\prime \prime}$, and the next and $\frac{K}{2}$ th next outgoing edges $e^{\prime \prime \prime}$ and $e^{\prime}$ of $v$. Then the angle between $e$ and $e^{\prime}$ has value $\pi$.

(b) A stack edge $e=(u, v)$ with $n_{1}$ parallel edges to its left, $e_{1}^{\prime \prime}$ being the first and $e_{1}^{\prime}$ the $\left(\frac{K+4}{2}+n_{1}\right)$ th outgoing edge of $v_{1}$ after $e_{1}$ in clockwise order. Then the values of the angles at $v$ between $e$ and $e_{1}$ and at $v_{1}$ between $e_{1}$ and $e_{1}^{\prime}$ add up to $2 \pi$.

Figure 3.35: Constructions showing that color preserving walks are well-defined.
ii) Let $v$ be an inner normal vertex. This case is illustrated in Fig. 3.35a. Then one of the two neighboring edges of $e$ in the cyclic order of incident edges of $v$ is an incoming stack edge. We denote this edge by $e^{\prime \prime}$. Let $e^{\prime \prime \prime}$ and $e^{\prime}$ be the first and the $\frac{K}{2}$ th outgoing edge of $v$ after $e$ in the direction of $e^{\prime \prime}$, respectively. Then the angle between $e$ and $e^{\prime \prime}$ has value $\frac{\pi}{K}$ by definition, the angle between $e^{\prime \prime}$ and $e^{\prime \prime \prime}$ has value $\frac{\pi}{K}$ due to Lemma 3.40, and the angle between $e^{\prime \prime \prime}$ and $e^{\prime}$ has value $\frac{K-2}{2} \frac{2 \pi}{K}$ due to Lemma 3.42. Therefore, the angle between $e$ and $e^{\prime}$ has value $2 \frac{\pi}{K}+\frac{K-2}{2} \frac{2 \pi}{K}=\pi$. Since, due to Lemma 3.42, the value of the angle between any two outgoing edges of $v$ is at least $\frac{2 \pi}{K}>0$, the edge $e^{\prime}$ is the unique outgoing edge of $v$ with this property.
iii) Now let $v$ be a stack vertex. This case is illustrated in Fig. 3.35b. Let $v_{1}$ and $v_{2}$ be the two vertices of $G$ which follow $u$ in the clockwise traversal of the facial cycle of $G$ corresponding to $v$. Let $e_{1}$ and $e_{1}^{*}$ be the first and the second edge from $v$ to $v_{1}$ in the clockwise cyclic order of $v$ after the edge $e$, respectively. Let $n_{1}$ be the number of edges from $u$ to $v$ between $e$ and $e_{1}$ in the clockwise cyclic order of $v$. Further, let $e_{1}^{\prime}$ be the $\left(\frac{K+4}{2}+n_{1}\right)$ th outgoing edge of $v_{1}$ after $e_{1}$ in the clockwise cyclic order of $v_{1}$. Then the clockwise angle at $v$ between $e$ and $e_{1}$ has value $n_{1}\left(-\frac{2 \pi}{K}\right)-\frac{\pi}{K}+\frac{(K-2) \pi}{K}=\frac{\left(K-3-2 n_{1}\right) \pi}{K}$. If $v_{1}$ is not an outer vertex, the clockwise angle of $v_{1}$ between $e_{1}$ and $e_{1}^{\prime}$ has, due to Lemmas 3.40 and 3.42, value $\frac{\pi}{K}+\left(\frac{K+2}{2}+n_{1}\right) \frac{2 \pi}{K}=\frac{\left(K+3+2 n_{1}\right) \pi}{K}$. Thus the sum of the values of the clockwise angle of $v$ between $e$ and $e_{1}$ and the value of the clockwise angle of $v_{1}$ between $e_{1}$ and $e_{1}^{\prime}$ is $2 \pi$, as required. Since the sum of the value of the clockwise angle of $v$ between $e_{1}$ and $e_{1}^{*}$ and the value of the clockwise angle of $v_{1}$ between $e_{1}^{*}$ and $e_{1}$ is 0 , also the sum of the value of the clockwise angle of $v$ between $e$ and $e_{1}^{*}$ and the value of the clockwise angle of $v_{1}$ between $e_{1}^{*}$ and $e_{1}^{\prime}$ is $2 \pi$. Since, due to Lemma 3.42, the value of the angle
between any two outgoing edges of $v_{1}$ is at least $\frac{2 \pi}{K}>0$, the edge $e_{1}$ is the unique valid outgoing edge of $v_{1}$. Because of symmetry we can analogously find a unique valid outgoing edge $e_{2}^{\prime}$ of $v_{2}$ if $v_{2}$ is not an outer vertex. Since stack vertices are by definition adjacent to at most one outer vertex, at least one of the edges $e_{1}^{\prime}$ and $e_{2}^{\prime}$ is well-defined.
Since in all three cases the set $\mathcal{P}(e)$ is non-empty, this finishes the proof.
At the moment it is not clear that color preserving walks are finite. If they are finite, they have to end in an outer vertex. But we have to prove that they do not contain subcycles.

If $P$ is a walk with a designated start vertex, then at an inner vertex $v$ between the edges $e_{i}$ and $e_{i+1}$ of $P$ we can distinguish angles between consecutive incident edges of $v$ on the left side of $P$ and on the right side of $P$. We define l-angle $P_{P}\left(e_{i}, e_{i+1}\right)$ and r-angle $P\left(e_{i}, e_{i+1}\right)$ to be the values of those angles on the left and right side of $P$, respectively. If the path $P$ is clear from the context, we omit the subscript $P$.

Lemma 3.48. Let $P=v_{0}, e_{0}, v_{1}, e_{1}, \ldots, e_{k}, v_{k+1}$ be a finite subwalk of a color preserving walk with normal vertices $v_{0}$ and $v_{k}$. Then $\sum_{i=0}^{k-1} \mathrm{l}$-angle $\left(e_{i}, e_{i+1}\right)=$ $\sum_{i=0}^{k-1} \mathrm{r}$-angle $\left(e_{i}, e_{i+1}\right)=k \pi$.

Proof. If $k=0$, the statement is trivial. Let $k \geq 1$. We distinguish two cases concerning the vertex $v_{k-1}$.
i) If $v_{k-1}$ is a normal vertex, we have, by Definition 3.46, l-angle $\left(e_{k-1}, e_{k}\right)=\pi$ or r-angle $\left(e_{k-1}, e_{k}\right)=\pi$. According to Lemma 3.44, we have l-angle $\left(e_{k-1}, e_{k}\right)+$ r -angle $\left(e_{k-1}, e_{k}\right)=2 \pi$ and thus l-angle $\left(e_{k-1}, e_{k}\right)=\mathrm{r}-\operatorname{angle}\left(e_{k-1}, e_{k}\right)=\pi$. Then the statement follows by induction on $k$.
ii) If $v_{k-1}$ is a stack vertex, we have $k \geq 2$ since $v_{0}$ is a normal vertex. Then $v_{k-2}$ is a normal vertex and it follows from Definition 3.46 that l-angle $\left(e_{k-2}, e_{k-1}\right)+$ l-angle $\left(e_{k-1}, e_{k}\right)=2 \pi$ or r-angle $\left(e_{k-2}, e_{k-1}\right)+$ r-angle $\left(e_{k-1}, e_{k}\right)=2 \pi$. Therefore, we obtain by Lemma 3.44, as before, that $\sum_{i=k-2}^{k-1} l$-angle $\left(e_{i}, e_{i+1}\right)=$ $\sum_{i=k-2}^{k-1} \mathrm{r}$-angle $\left(e_{i}, e_{i+1}\right)=2 \pi$ and the statement follows by induction on $k$.
Hence, in both cases the statement of the lemma is true.
Lemma 3.49. The color preserving walks $P \in \mathcal{P}(e)$ are paths, i.e., there are no vertex repetitions in $P$.

Proof. Suppose that there exists a color preserving path $P$ with a vertex repetition. Let $C=v_{0}, e_{0}, v_{1}, \ldots, v_{\ell-1}, e_{\ell-1}, v_{0}$ be a minimal subcycle of $P$. Note that the preceding edge of $e_{0}$ in $P$ (if there is one) does not have to be $e_{\ell-1}$ and that the succeeding edge of $e_{\ell-1}$ in $P$ does not have to be $e_{0}$.

Claim 1. The length of $C$ is not two, i.e., $\ell \neq 2$.
Proof. Suppose that $\ell=2$. We distinguish three cases concerning the vertices $v_{0}$ and $v_{1}$.
i) If $v_{0}$ and $v_{1}$ are normal vertices, the angle at $v_{1}$ between $e_{0}$ and $e_{1}$ inside $C$ has value 0 by definition, in contradiction to Lemma 3.48 which states that it is $\pi$.


Figure 3.36: A hypothetical subcycle of a color preserving walk of length 2, on the left side clockwise oriented and on the right side counterclockwise oriented. As shown in Lemma 3.49, such a cycle cannot exist.
ii) If $v_{0}$ is a stack vertex and $v_{1}$ is a normal vertex, $e_{0}$ has a preceding edge $e_{-1}=v_{-1} v_{0}$ in $P$. Because of symmetry, we can assume that $v_{1}$ is the vertex following $v_{-1}$ in the clockwise traversal of the face of $G$ corresponding to $v_{0}$. Let $\alpha$ be the value of the clockwise angle at $v_{0}$ between $e_{-1}$ and $e_{0}$, let $\beta$ be the value of the clockwise angle at $v_{1}$ between $e_{0}$ and $e_{1}$, let $\gamma$ be the value of the clockwise angle at $v_{1}$ between $e_{1}$ and $e_{0}$, and let $\delta$ be the value of the clockwise angle at $v_{0}$ between $e_{0}$ and $e_{1}$, see Fig. 3.36. Then by Lemma 3.44 we have $\beta+\gamma=2 \pi$ and by Lemma 3.45 we have $\gamma+\delta=0$. If $C$ is oriented clockwise, we further have $\alpha+\beta=2 \pi$ by Definition 3.46 which implies $\alpha+\delta=$ 0 , in contradiction to Lemma 3.41. If $C$ is oriented counterclockwise, we have $\alpha+\delta+\gamma=2 \pi$ which implies $\alpha=2 \pi$, in contradiction to Lemma 3.41.
iii) If $v_{0}$ is a normal vertex and $v_{1}$ a stack vertex, it immediately follows from Definition 3.46 that the successor of $e_{0}$ in $P$ is not an edge from $v_{1}$ to $v_{0}$.
Hence, in all three cases, the assumption that $\ell=2$ leads to a contradiction.
Because of Claim 1 it follows from Lemmas 3.41 and 3.43 that the values of all inner angles of $C$ are non-negative. Now we distinguish two cases concerning the vertex $v_{\ell-1}$.
i) If $v_{\ell-1}$ is a normal vertex, the sum of the values of the inner angles of $C$ at the vertices $v_{1}, \ldots, v_{\ell-1}$ is $(\ell-1) \pi$ by Lemma 3.48. Since the value of the inner angle of $C$ at $v_{0}$ is non-negative, this is a contradiction to Lemma 3.45.
ii) If $v_{\ell-1}$ is a stack vertex, $v_{\ell-2}$ is a normal vertex and therefore the sum of the values of the inner angles of $C$ at the vertices $v_{1}, \ldots, v_{\ell-2}$ is $(\ell-2) \pi$ by Lemma 3.48. Since the value of the inner angle of $C$ at $v_{0}$ is non-negative and the value of the inner angle of $C$ at $v_{\ell-1}$ is positive due to Lemma 3.41, this is again a contradiction to Lemma 3.45.
Hence, the assumption at the beginning of the proof that $\ell=2$ is false.
The following two lemmas are crucial for finding a unique color associated to all color preserving paths in $\mathcal{P}(e)$ for a fixed edge $e$.


Figure 3.37: Two color preserving paths that coincide up to the stack vertex $u$, then go in different directions, meet again at the normal vertex $w$, and therefore form a cycle $C$. The green angles are the angles on the right of $Q_{1}$ and the red angles are the angles on the left of $Q_{2}$. If we add the values of the green angles and the values of the red angles, we overcount the values of the inner angles of $C$ by $2 \pi$ at $u$ and by $2 \pi-\gamma$ at $w$.

Lemma 3.50. Let $P_{1}, P_{2} \in \mathcal{P}(e)$ be two color preserving paths starting with the same edge $e$. Then $P_{1}$ and $P_{2}$ end with the same edge, or they end in the same outer vertex $a_{i}$ with an odd number of incoming edges between $P_{1}$ and $P_{2}$ at $a_{i}$, or they end in consecutive outer vertices $a_{i}$ and $a_{i+1}$ with an odd number of incoming edges at $a_{i}$ and an even number of incoming edges at $a_{i+1}$ between $P_{1}$ and $P_{2}$.

Proof. Assume that $P_{1}$ and $P_{2}$ coincide up to a vertex $u$, then $P_{1}$ goes to the left and $P_{2}$ to the right, and at a vertex $w$ they meet again, i.e., $w$ is contained in $P_{1}$ and $P_{2}$ and the paths $P_{1}$ and $P_{2}$ have no common vertex in-between $u$ and $w$. Note that $u$ has to be a stack vertex. Let $Q_{1}=u, v_{1}, v_{2}, \ldots, v_{\ell_{1}}, w$ and $Q_{2}=u, v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{\ell_{2}}^{\prime}, w$ be the subpaths of $P_{1}$ and $P_{2}$, respectively, starting at $v$ and ending at $w$ and let $C$ be the cycle of length $\ell_{1}+\ell_{2}+2$ obtained by adding $Q_{1}$ and $Q_{2}$. Then we have $\mathrm{r}-\operatorname{angle}_{P_{1}}(u)+\mathrm{r}$-angle $P_{P_{1}}\left(v_{1}\right)=2 \pi$ and l-angle $P_{P_{2}}(u)+\mathrm{l}-\operatorname{angle}_{P_{2}}\left(v_{1}^{\prime}\right)=2 \pi$. Note that $\mathrm{r}-\operatorname{angle}_{P_{1}}(u)+\mathrm{l}$-angle $\mathrm{P}_{P_{2}}(u)$ is the value of the complete angle at $u$ plus the value of the inner angle of $C$ at $u$. If $w$ is a stack vertex, $v_{\ell_{1}}$ and $v_{\ell_{2}}^{\prime}$ are normal vertices and therefore $\sum_{i=2}^{\ell_{1}}$ r-angle $P_{P_{1}}\left(v_{i}\right)=\left(\ell_{1}-1\right) \pi$ and $\sum_{i=2}^{\ell_{2}} 1$-angle $P_{P_{2}}\left(v_{i}^{\prime}\right)=\left(\ell_{2}-1\right) \pi$. Let $\beta$ be the inner angle of $C$ at $w$. Then the sum of the inner angles of $C$ is $2 \pi+\left(\ell_{1}-1\right) \pi+\left(\ell_{2}-1\right) \pi+\beta=\left(\ell_{1}+\ell_{2}\right) \pi+\beta$. Due to Lemma 3.45 the sum of the inner angles of $C$ is $\left(\ell_{1}+\ell_{2}\right) \pi$. Thus $\beta=0$. Since the angle between two non-parallel incident edges of a stack vertex is positive due to Lemma 3.41, the assumption that $w$ is a stack vertex is wrong. Therefore, $w$ is an inner normal vertex. Let $e_{1}$ and $e_{2}$ be the outgoing edges of $w$ that are part of $P_{1}$ and $P_{2}$, respectively. Let $\gamma$ be the angle of $w$ between $e_{1}$ and $e_{2}$, see Fig. 3.37. We have $\sum_{i=2}^{\ell_{1}} \mathrm{r}$-angle ${ }_{P_{1}}\left(v_{i}\right)+\mathrm{r}$-angle $P_{P_{1}}(w)=\ell_{1} \pi$ and $\sum_{i=2}^{\ell_{2}} l$-angle $e_{P_{2}}\left(v_{i}^{\prime}\right)+l-$ angle $_{P_{2}}(w)=\ell_{2} \pi$. Note that r-angle $P_{P_{1}}(w)+1$-angle $e_{P_{2}}(w)+\gamma$ is the value of the complete angle at $u$ plus the value of the inner angle of $C$ at $w$. Thus the sum of the inner angles of $C$ is $2 \pi+\ell_{1} \pi+\ell_{2} \pi+\gamma-2 \pi=\left(\ell_{1}+\ell_{2}\right) \pi+\gamma$. Therefore $\gamma=0$ and, due to Lemma 3.42, $e_{1}=e_{2}$. Hence, $P_{1}$ and $P_{2}$ continue with the same edge at $w$.

Now let $u$ be the last common vertex of $P_{1}$ and $P_{2}$. Because of the above observation, $u$ has to be a stack vertex. Assume that $P_{1}$ goes to the left and $P_{2}$ goes to the right. Let $Q_{1}=u, v_{1}, v_{2}, \ldots, v_{\ell_{1}}, a_{i}$ and $Q_{2}=u, v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{\ell_{2}}^{\prime}, a_{j}$ be the subpaths of $P_{1}$ and $P_{2}$, respectively, starting at $u$. Let us first consider the case
that $i<j$, i.e., $P_{1}$ and $P_{2}$ end in different outer vertices. Let $Q_{3}=a_{i}, a_{i+1}, \ldots, a_{j}$ be a path of outer vertices connecting $a_{i}$ and $a_{j}$. Let $C$ be the cycle of length $\ell_{1}+\ell_{2}+2+j-i$ obtained by adding $Q_{1}, Q_{2}$, and $Q_{3}$. Further, let $k_{1}$ and $k_{2}$ be the number of incoming edges at $a_{i}$ and $a_{j}$ inside $C$, respectively. The values of the inner angles of $C$ at $u, v_{1}, \ldots, v_{\ell_{1}}$, and $v_{1}^{\prime}, \ldots, v_{\ell_{2}}^{\prime}$ are as before. The value of the inner angle of $C$ at $a_{i}$ is $\frac{(K-2) \pi}{2 K}+\left(k_{1} \bmod 2\right) \frac{2 \pi}{K}$, the value of the inner angle of $C$ at $a_{j}$ is $\frac{(K-2) \pi}{2 K}-\left(k_{1} \bmod 2\right) \frac{2 \pi}{K}$, and the value at the inner angles of $C$ at $a_{i+1}, \ldots, a_{j-1}$ is $\frac{(K-2) \pi}{K}$. Therefore, the sum of the values of the inner angles of $C$ is $2 \pi+\left(\ell_{1}-1\right) \pi+\left(\ell_{2}-1\right) \pi+(j-i) \frac{(K-2) \pi}{2 K}+$ $\left(\left(k_{1} \bmod 2\right)-\left(k_{2} \bmod 2\right)\right) \frac{2 \pi}{K}=\left(\ell_{1}+\ell_{2}+(j-i) \frac{(K-2)}{K}+\left(\left(k_{1} \bmod 2\right)-\left(k_{2} \bmod 2\right)\right) \frac{2}{K}\right) \pi$. Since, because of Lemma 3.45, the sum of the values of the inner angles of $C$ is $\left(\ell_{1}+\ell_{2}+(j-i)\right) \pi$, this implies that $j-i=1$, that $k_{1}$ is odd, and that $k_{2}$ is even.

Let us now consider the case that $i=j$, i.e., $P_{1}$ and $P_{2}$ end in the same outer vertex, but that $P_{1}$ and $P_{2}$ end with different edges. Let $C$ be the cycle of length $\ell_{1}+\ell_{2}+2$ obtained by adding $Q_{1}$ and $Q_{2}$. Further, let $k$ be the number of incoming edges of $a_{i}$ between $P_{1}$ and $P_{2}$. The values of the inner angles of $C$ at $u, v_{1}, \ldots, v_{\ell_{1}}$, and $v_{1}^{\prime}, \ldots, v_{\ell_{2}}^{\prime}$ are as before. The value of the inner angle of $C$ at $a_{i}$ is $\pm(1-(k \bmod 2)) \frac{2 \pi}{K}$. Therefore, the sum of the values of the inner angles of $C$ is $2 \pi+\left(\ell_{1}-1\right) \pi+\left(\ell_{2}-1\right) \pi \pm(1-(k \bmod 2)) \frac{2 \pi}{K}=\left(\ell_{1}+\ell_{2}\right) \pi \pm(1-(k \bmod 2)) \frac{2 \pi}{K}$. Since, due to Lemma 3.45, the sum of the values of the inner angles of $C$ is $\left(\ell_{1}+\ell_{2}\right) \pi$, this implies that $k$ is odd.

Lemma 3.51. Let $u$ be a normal vertex and let $e_{1}=u v_{1}, e_{2}=u v_{2}$ be two different outgoing edges of $u$. Further, let $P_{1} \in \mathcal{P}\left(e_{1}\right)$ and $P_{2} \in \mathcal{P}\left(e_{2}\right)$ be two color preserving paths starting with these edges. Then $P_{1}$ and $P_{2}$ do not cross. Further, if $P_{1}$ and $P_{2}$ end in the same outer vertex $a_{i}$, the number of incoming edges of $a_{i}$ between $P_{1}$ and $P_{2}$ is even and, if they end in consecutive outer vertices $a_{i}$ and $a_{i+1}$, the number of incoming edges at $a_{i}$ between $P_{1}$ and $P_{2}$ is even or the number of incoming edges of $a_{i+1}$ between $P_{1}$ and $P_{2}$ is odd.
Proof. Assume that $P_{1}$ and $P_{2}$ have a common vertex different than $v$ and let $w$ be the first such vertex. Let $Q_{1}=u, v_{1}, v_{2}, \ldots, v_{\ell_{1}}, w$ and $Q_{2}=u, v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{\ell_{2}}^{\prime}, w$ be the subpaths of $P_{1}$ and $P_{2}$, respectively, that start at $u$ and end at $w$. Further, let $C$ be the cycle of length $\ell_{1}+\ell_{2}+2$ obtained by adding $Q_{1}$ and $Q_{2}$. If $w$ is a stack vertex or an outer normal vertex, then $v_{\ell_{1}}$ and $v_{\ell_{2}}^{\prime}$ are normal vertices and we have $\sum_{i=1}^{\ell_{1}} \mathrm{r}$-angle $\mathrm{P}_{P_{1}}\left(v_{i}\right)=\ell_{1} \pi$ and $\sum_{i=1}^{\ell_{2}} 1$-angle $P_{P_{2}}\left(v_{i}^{\prime}\right)=\ell_{2} \pi$. Due to Lemma 3.42 the value of the angle at $u$ between $e_{1}$ and $e_{2}$ inside $C$ is at least $\frac{2 \pi}{K}>0$. We denote this value by $\alpha$. Further, due to Lemma 3.41 the value of the angle at $w$ between the incoming edges $v_{\ell_{1}} w$ and $v_{\ell_{2}} w$ inside $C$ is positive. Thus, the sum of the inner angles of $C$ is bigger than $\left(\ell_{1}+\ell_{2}\right) \pi$, in contradiction to Lemma 3.45. Therefore, the assumption that $w$ is a stack vertex or an outer normal vertex is wrong and $w$ is an inner normal vertex. Let $e_{1}^{\prime}$ and $e_{2}^{\prime}$ be the outgoing edges of $w$ that are part of $P_{1}$ and $P_{2}$, respectively. Then we have $\sum_{i=1}^{\ell_{1}}$ r-angle $P_{P_{1}}\left(v_{i}\right)+\mathrm{r}$-angle $P_{P_{1}}(w)=\left(\ell_{1}+1\right) \pi$ and $\sum_{i=1}^{\ell_{2}} 1$-angle $P_{P_{2}}\left(v_{i}^{\prime}\right)+1$-angle $P_{P_{2}}(w)=\left(\ell_{2}+1\right) \pi$. We denote the value of the angle at $w$ between $e_{1}^{\prime}$ and $e_{2}^{\prime}$ outside $C$ by $\beta$. Note that, if $P_{1}$ and $P_{2}$ cross at $w$, then r -angle $\mathrm{P}_{P_{1}}(w)+\mathrm{l}$-angle ${ }_{P_{2}}(w)+\beta$ is the value of the complete angle at $w$ plus the
value of the inner angle of $C$ at $w$. Therefore, in this case the sum of the values of the inner angles of $C$ is $\left(\ell_{1}+1\right) \pi+\left(\ell_{2}+1\right) \pi+\alpha+\beta-2 \pi=\left(\ell_{1}+\ell_{2}\right) \pi+\alpha+\beta$, in contradiction to Lemma 3.45. Therefore, $P_{1}$ and $P_{2}$ do not cross at $w$. Then r -angle $\mathrm{P}_{1}(w)+$ l-angle $_{P_{2}}(w)-\beta$ is the value of the complete angle at $w$ plus the value of the inner angle of $C$ at $w$, and the sum of the values of the inner angles of $C$ is $\left(\ell_{1}+\ell_{2}\right) \pi+\alpha-\beta$. Due to Lemma 3.45 this implies $\alpha=\beta$. Therefore, we can inductively repeat the argument for the subpaths of $P_{1}$ and $P_{2}$ starting at $w$. Hence, $P_{1}$ and $P_{2}$ do not cross.

Now let $w$ be the last common vertex of $P_{1}$ and $P_{2}$. Assume that $P_{1}$ goes to the left and $P_{2}$ goes to the right. Let $Q_{1}=w, v_{1}, v_{2}, \ldots, v_{\ell_{1}}, a_{i}$ and $Q_{2}=w, v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{\ell_{2}}^{\prime}, a_{j}$ be the subpaths of $P_{1}$ and $P_{2}$, respectively, starting at $w$. Let us first consider the case that $i=j$, i.e., $P_{1}$ and $P_{2}$ end in the same outer vertex. Let $C$ be the cycle of length $\ell_{1}+\ell_{2}+2$ obtained by adding $Q_{1}$ and $Q_{2}$. Further, let $k$ be the number of incoming edges at $a_{i}$ inside $C$. Then we have $\sum_{i=1}^{\ell_{1}} \mathrm{r}$-angle $Q_{Q_{1}}\left(v_{i}\right)=\ell_{1} \pi$ and $\sum_{i=1}^{\ell_{2}} 1$-angle $Q_{Q_{2}}\left(v_{i}^{\prime}\right)=\ell_{2} \pi$. Due to Lemma 3.42 the value of the inner angle of $C$ at $w$ is at least $\frac{2 \pi}{K}$. The value of the inner angle of $C$ at $a_{i}$ is $\pm(1-(k \bmod 2)) \frac{2 \pi}{K}$. Therefore, the sum of the values of the inner angles of $C$ is at least $\left(\ell_{1}+\ell_{2}\right) \pi+(k \bmod 2) \frac{2 \pi}{K}$. Since, due to Lemma 3.45, this sum is $\left(\ell_{1}+\ell_{2}\right) \pi$, it follows that $k$ is even.

Now let us assume that $j=i+1$, i.e., $P_{1}$ and $P_{2}$ end in consecutive outer vertices. Let $C$ be the cycle of length $\ell_{1}+\ell_{2}+3$ obtained by adding $Q_{1}$ and $Q_{2}$ and the outer edge $a_{i} a_{i+1}$. Further, let $k_{1}$ and $k_{2}$ be the number of incoming edges at $a_{i}$ and $a_{i+1}$ inside $C$, respectively. Then we have $\sum_{i=1}^{\ell_{1}} \mathrm{r}$-angle ${ }_{Q_{1}}\left(v_{i}\right)=\ell_{1} \pi$ and $\sum_{i=1}^{\ell_{2}}$ l-angle ${ }_{Q_{2}}\left(v_{i}^{\prime}\right)=\ell_{2} \pi$. Due to Lemma 3.42 the value of the inner angle of $C$ at $w$ is at least $\frac{2 \pi}{K}$. The value of the inner angle of $C$ at $a_{i}$ is $\frac{(K-2) \pi}{2 K}+\left(k_{1} \bmod 2\right) \frac{2 \pi}{K}$ and the value of the inner angle of $C$ at $a_{i+1}$ is $\frac{(K-2) \pi}{2 K}-\left(k_{2} \bmod 2\right) \frac{2 \pi}{K}$. Therefore, the sum of the values of the inner angles of $C$ is at least $\left(\ell_{1}+\ell_{2}+1\right) \pi+\left(\left(k_{1} \bmod 2\right)-\left(k_{2} \bmod 2\right)\right) \frac{2 \pi}{K}$. Since, due to Lemma 3.45, this sum is $\left(\ell_{1}+\ell_{2}+1\right) \pi$, it follows that $k_{1}$ is even or $k_{2}$ is odd.

Now we have all the tools at hand we need to prove the existence and uniqueness of a $K$-proper coloring of $2 G_{+}^{\star}$.

Theorem 3.52. The graph $2 G_{+}^{\star}$ has a unique $K$-proper coloring.
Proof. We begin with the proof of the existence of a $K$-proper coloring. Let $P$ be a color preserving path. Let $e^{\prime}$ be the last edge of $P$ and let $a_{i}$ be the end vertex of $e^{\prime}$. If $e^{\prime}$ is the $k$ th incoming edge of $a_{i}$ in the clockwise order of the incoming edges of $a_{i}$ between the edges $a_{i} a_{i+1}$ and $a_{i} a_{i-1}$, we assign to $P$ the color $i$, if $k$ is odd, and the color $i+1$ if $k$ is even. Now let $e$ be an inner edge of $2 G_{+}^{\star}$. Then $e$ is an inner edge of $2 G_{++}^{\star}$ starting at a normal vertex and we color $e$ in the color assigned to the color preserving paths in $\mathcal{P}(e)$. Due to Lemmas 3.49 and 3.50 this coloring is well-defined. It immediately follows from property ( P 1 ) of Definition 3.46 that property ( C 1 ) is fulfilled.

Claim 1. The coloring fulfills property (C2).
Proof. Let $v$ be an inner normal vertex. Then, due to Lemma 3.51, the outgoing edges of $v$ have pairwise different colors. Let $e_{1}$ and $e_{2}$ be two consecutive outgoing edges of $v$ in the clockwise order of outgoing edges of $v$. Let $P_{1} \in \mathcal{P}\left(e_{1}\right)$ and $P_{2} \in \mathcal{P}\left(e_{2}\right)$ be color preserving paths starting with $e_{1}$ and $e_{2}$, respectively. Let $i$ be the color of $e_{1}$ and suppose that the color of $e_{2}$ is not $i+1$. Further, let $P$ be a color preserving path starting at $v$ with assigned color $i+1$. We distinguish three cases.
i) If $P$ ends in $a_{i}$, then also $P_{1}$ ends in $a_{i}$ and thus, due to Lemma 3.51, its assigned color is $i-1 \neq i+1$, a contradiction.
ii) If $P$ ends in $a_{i+1}$ and $P_{2}$ also ends in $a_{i+1}$, then, due to Lemma 3.51, the color assigned to $P_{2}$ is $i+2 \neq i+1$, a contradiction.
iii) If $P$ ends in $a_{i+1}$ and $P_{2}$ does not end in $a_{i+1}$, then $P$ and $P_{2}$ cross, in contradiction to Lemma 3.51.
Therefore, property (C2) is fulfilled.
Claim 2. The coloring fulfills property (C3).
Proof. Let $v$ be an inner normal vertex and let $e$ and $e^{\prime}$ be two consecutive outgoing edges of $v$ in the clockwise order of outgoing edges of $v$. Further, let $e_{0}, e_{1}, \ldots$ be the incoming normal edges of $v$ between $e$ and $e^{\prime}$ in clockwise order. We distinguish two cases concerning the edges $e$ and $e_{0}$.
i) If $e$ and $e_{0}$ are parallel edges, the value of the angle at $v$ between $e$ and $e_{0}$ is 0 . Then the color of $e_{0}$ is the color of the outgoing edge $e^{\prime \prime}$ of $v$ opposite to $e$, i.e., the value of the angle at $v$ between $e$ and $e^{\prime \prime}$ is $\pi$. Due to Lemma 3.42 this is the outgoing edge of color $i+\frac{K}{2}$.
ii) If $e$ and $e_{0}$ are not parallel, the value of the angle at $v$ between $e$ and $e_{0}$ is $\frac{2 \pi}{K}$. Then the color of $e_{0}$ is the color of the outgoing edge $e^{\prime \prime \prime}$ of $v$ such that the value of the counterclockwise angle at $v$ between $e$ and $e^{\prime \prime \prime}$ is $\pi-\frac{2 \pi}{K}$. Due to Lemma 3.42 this is the outgoing edge of color $i+\frac{K}{2}+1$.
Hence, the color of $e_{0}$ fulfills property (C3) in both cases. That also the colors of the edges $e_{1}, e_{2}, \ldots$ fulfill this property, follows from the fact that the value of the angle at a normal vertex between two parallel incoming normal edges is $-\frac{2 \pi}{K}$ and the value of the angle at a normal vertex between two consecutive, non-parallel incoming normal edges without an outgoing edge in-between is $\frac{2 \pi}{K}$.

Due to Claims 1 and 2 the given coloring also fulfills the remaining two properties of a $K$-proper coloring and, hence, is a $K$-proper coloring.

Now we show the uniqueness of the $K$-proper coloring. Because of properties (C2) and (C3) the knowledge of the color of an edge incident to an inner normal vertex $v$ implies the knowledge of the colors of all edges incident to $v$. Due to property (C1), the colors of the edges incident to the outer vertices are fixed. Since $G$ and thus also $2 G_{+}^{\star}$ is connected, this implies that the colors of all inner edges are fixed.

Corollary 3.53. The mapping from a $K$-color forest of $G$ to the induced $K$-contact structure is a bijective mapping from the set of $K$-color forests of $G$ to the set of $K$-contact structures of $G$.

### 3.3.3 The distributive lattice

We want to conclude this chapter by proving that also the set of $K$-color forests for even $K$ carries the structure of a distributive lattice.

Similar as for odd $K$ in the last section, we can describe $K$-contact structures for even $K$ as $\omega$-flows. Therefore, let $D$ be a fixed orientation of $2 G^{\star}$ without the edges of the outer face in which each stack edge is oriented towards its incident stack vertex and each normal edge has an arbitrary fixed orientation. Let $\omega_{K}: V(D) \rightarrow \mathbb{Z}$ and $c_{l}, c_{u}: E(D) \rightarrow \mathbb{Z}$ be defined as follows: If $v$ is a normal vertex, we set $\omega_{K}(v)=$ $\operatorname{deg}_{D}^{-}(v)-K$ and, if $v$ is a stack vertex, we set $\omega_{K}(v)=\frac{K-6}{2}$. If $e$ is a normal edge, we set $c_{l}(e)=0$ and $c_{u}(v)=1$ and, if $e$ is a stack edge, we set $c_{l}(e)=0$ and $c_{u}(e)=\frac{K-6}{2}$. Then the following describes a bijective mapping from a $K$-contact structure $S$ to an $\left(\omega_{K}, c_{l}, c_{u}\right)$-flow $f$ of $D$. We set

$$
f(e)= \begin{cases}0 & \text { if } e \text { is a normal edge and has different orientations in } S \text { and } D, \\ 1 & \text { if } e \text { is a normal edge and has the same orientation in } S \text { and } D \\ w(e) & \text { if } e \text { is a stack edge. }\end{cases}
$$

and call $f$ the induced $\omega_{K}$-flow of $S$.
Since the set of all $\omega$-flows of a graph carries the structure of a distributive lattice (Theorem 2.12), we immediately obtain a distributive lattice on the set of all $K$-contact structures of a graph $G$. We want to figure out the cover relation in this distributive lattice.

Definition 3.54 (Flip (even $K$-contact structure)). Let $S$ be a $K$-contact structure of $G$. We call the reorientation of a digon in $S$, i.e., a face of degree two consisting of normal edges, from counterclockwise to clockwise a digon flip in $S$. If $K=6$, we call the reorientation of a triangle in $S$ (consisting of normal edges) from counterclockwise to clockwise a triangle flip in $S$. If $K \geq 8$, let $(u, v)$ be a normal edge in $S$ and let $w$ be the stack vertex such that the face $u v w$ lies on the left side of $(u, v)$. Then we call the reorientation of $(u, v)$ combined with decreasing the weight of $v w$ by one and increasing the weight of $u w$ by one a triangle flip in $S$. A fip in $S$ is either a digon flip or a triangle flip in $S$.

Theorem 3.55. The flip operation is the cover relation of a distributive lattice on the set of all $K$-contact structures of a graph $G$.

Proof. Let $C$ be an essential cycle in $2 G^{\star}$. Then there exists an $\omega_{K}$-flow $f$ such that $C$ is an oriented cycle in the residual graph $D_{f}$ and has no chordal path in $D_{f}$. We can assume that $D$ is the orientation of $2 G^{\star}$ given by the $K$-contact structure $S$ corresponding to $f$. Further, let $2 G_{+}^{\star}:=2 G_{+}^{\star}(S)$.
Claim 1. There is no edge pointing from $C$ into the interior of $C$ in $D$.
Proof. Suppose there is an edge $e=(v, w)$ pointing from $C$ into the interior of $C$. We distinguish two cases concerning the vertex $v$.
i) If $v$ is a normal vertex, let $P$ be a color preserving walk starting with $e$. Due to Lemma 3.49 the walk $P$ is a path ending in an outer vertex. Hence, $P$ starts with a chordal path $P^{\prime}$ of $C$ in $D$.
ii) If $v$ is a stack vertex, let $P$ be an arbitrary color preserving walk starting with an edge $(w, u)$ with $u \neq v$. Then the walk $e+P$ is a walk ending in an outer vertex whose only repeated vertex can be the start vertex $v$. Hence, also in this case $e+P$ starts with a chordal path $P^{\prime}$ of $C$ in $D$.
Therefore, the reversed path $\overline{P^{\prime}}$ of $P^{\prime}$ is a chordal path in $D_{f}$ (compare the proof of Theorem 3.29), in contradiction to the assumption that $C$ is an essential cycle. $\triangle$

Claim 2. If $K=6$, the cycle $C$ has length 2 or it has length 3 and only consists of normal vertices. If $K \geq 8$, the cycle $C$ has length 2 or it contains at least one stack vertex.

Proof. Assume that the length of $C$ is at least 3. Further, assume that $C$ contains only normal vertices. Since $C$ is an essential cycle, there are no edges in the interior of $C$ which are parallel to an edge of $C$. Then, according to Lemma 3.37, there are exactly $\frac{K-2}{2} \ell(C)-K$ edges pointing from a vertex on $C$ into the interior of $C$. Thus, due to Claim 1, we have $\frac{K-2}{2} \ell(C)-K=0$ and therefore $\ell(C)=\frac{2 \frac{K}{2}}{\frac{K}{2}-1}$. Since $\frac{K}{2}$ and $\frac{K}{2}-1$ are relative prime for all $K \geq 6$, the only solution of this equation is $\ell(C)=\frac{K}{2}=3$.

Further, if $K=6$, the cycle $C$ only consists of normal vertices as in an $\omega_{6}$-flow the capacities for stack edges $e$ are $c_{l}(e)=c_{u}(e)=0$ whence there are no stack edges in $2 G_{f}^{\star}$.


Figure 3.38: The geometric effect of a flip of the induced $K$-contact structure on the parallel-sided even $K$-gon contact representation. The first row shows a digon flip, the second row a triangle flip.

Now let $K \geq 8$ and let $v$ be a stack vertex on $C$. Let $w_{1}$ and $w_{2}$ be the predecessor and the successor of $v$ on $C$, respectively. Let $u \neq w_{1}, w_{2}$ be the third neighbor of $v$ in $2 G^{\star}$. Then, due to Claim 1, the edge $(v, u)$ is pointing to the outside of $C$. Now, unless $C$ is a facial cycle, the edge $w_{1} w_{2}$ is an inner chord of $C$. In either orientation the edge forms a chordal path, hence, $C$ is not an essential cycle.

Figure 3.38 shows the effect of a flip of the $K$-contact structure on the contact representation.

## Chapter 4

## Systems of linear equations

In this chapter we study the following computational problem: We are given an inner triangulation $G$ of the $K$-cycle $a_{0}, \ldots, a_{K-1}$, a $K$-contact structure $S$ of $G$, for each inner vertex $v$ of $G$ a convex polygon $P_{v}$, and for the cycle $a_{0}, \ldots, a_{K-1}$ a $K$-gon $Q$ as prototypes such that the $P_{v}$ and $Q$ are similarly-aligned odd $K$-gons, if $K$ is odd, and parallel-sided even $K$-gons if $K$ is even. Then we want to decide whether $G$ has a similarly-aligned odd $K$-gon or parallel-sided even $K$-gon contact representation $\mathcal{C}$, respectively, with the following properties: $\mathcal{C}$ induces the $K$-contact structure $S$, in $\mathcal{C}$ each inner vertex $v$ of $G$ is represented by a homothetic copy of its prototype $P_{v}$, and the cycle $a_{0}, \ldots, a_{K-1}$ is represented by a $K$-gon whose sides have the same slopes as $Q$. We will see that this problem can be solved via a system of linear equations that is supposed to compute the side lengths of the polygons in this contact representation. If all side lengths given by the solution of this system are non-negative, the wanted contact representation exists, otherwise it does not exist. We will see that, especially in the latter case, the solution of the system has many useful properties.

In Section 4.1, we will recall similar, known systems of equations for the computation of contact representations with triangles and rectangles. The knowledge of these systems of equations will help understanding the remaining sections of this chapter. In Section 4.2, we prove a lemma that is crucial for the approach of computing a contact representation by solving a system of linear equations since it states that a non-negative solution of such a system of equations allows us to construct the wanted contact representation. In Section 4.3, we will study equations that enable us to handle the pseudotriangles that appear in contact representations with convex polygons between these convex polygons. Then we will apply these results to come up with systems of linear equations for similarly-aligned odd $K$-gon contact representations and parallel-sided even $K$-gon contact representations in Sections 4.4 and 4.5, respectively. Afterwards, in Section 4.6, we will study structural properties of the solutions of these systems of equations. Finally, in Section 4.7, we will see that, if some side lengths given by the solution of the system of equations are negative, the solution still induces a drawing of non-overlapping $K$-gons representing the vertices of $G$ that is not a contact representation of $G$ anymore.

### 4.1 Equations for triangle and rectangle contact representations

In this section we will recall the systems of linear equations for the computation of triangle and rectangle contact representations that have been studied before the start of the work on this thesis.

### 4.1. 1 Equations for triangle contact representations

Let $G$ be an inner triangulation of the 3 -cycle $a_{0}, a_{1}, a_{2}$. Remember that in an equilateral triangle contact representation of $G$ each inner vertex of $G$ is represented by an equilateral triangle with a horizontal side at the bottom. The inner faces of $G$ are also represented by equilateral triangles but with a horizontal side at the top (see Fig. 1.3a on Page 4). We will describe a system $\mathcal{A}_{S}$ of linear equations, depending on a Schnyder wood $S$ of $G$, for the computation of the sizes of the triangles in an equilateral triangle contact representation of $G$ that induces the Schnyder wood $S$ if such a contact representation exists.

The system $\mathcal{A}_{S}$ has a variable $x_{v}$ for each inner vertex $v$ of $G$ and a variable $x_{f}$ for each inner face $f$ of $G$. Each variable represents the side length of the triangle representing the corresponding vertex or face, respectively, in the contact representation.

Every inner vertex $v$ induces three equations, one for each color of the Schnyder wood. For $i=0,1,2$, let $F_{i}(v)$ be the set of incident faces of $v$ that are located in the clockwise sector between the outgoing edges of $v$ of colors $i+1$ and $i-1$. Then the equation corresponding to vertex $v$ and color $i$ is

$$
x_{v}=\sum_{f \in F_{i}(v)} x_{f} .
$$



Figure 4.1: Examples for the different kinds of equations for the computation of equilateral triangle contact representations.

The system $\mathcal{A}_{S}$ has one more equation that concerns the incident faces of the outer vertex $a_{0}$. Let $F\left(a_{0}\right)$ be the set of incident inner faces of $a_{0}$. Then this last equation is

$$
\sum_{f \in F\left(a_{0}\right)} x_{f}=1
$$

Figure 4.1 visualizes the different kinds of equations.
This system of equations has first been described in [Fel09] and then further studied in [Ruc11]. They show that the system is uniquely solvable.
Theorem 4.1 (Felsner [Fel09], Rucker [Ruc11]). The system $\mathcal{A}_{S}$ is uniquely solvable.
It is clear that an equilateral triangle contact representation of $G$ with induced Schnyder wood $S$ induces a non-negative solution of $\mathcal{A}_{S}$ with $x_{v}>0$ for all inner vertices $v$ of $G$ and $x_{f} \geq 0$ for all inner faces $f$ of $G$. If the graph $G$ is 4 -connected or we allow some but not all triangles to collapse to a single point in a triangle contact representation of $G$ (see Fig. 4.2), also the converse holds (in the latter case we might have $x_{v}=0$ for some vertices $v$ ). This can be proved via a simple application of the theory that we develop in Section 4.2 as we will see in the end of Section 4.4.

Theorem 4.2 (Felsner [Fel09]). The solution of $\mathcal{A}_{S}$ is non-negative if and only if $G$ has an equilateral triangle contact representation inducing the Schnyder wood $S$.


Figure 4.2: If the three triangles corresponding to a separating 3-cycle of $G$ touch in a common point, all triangles corresponding to the vertices inside this 3-cycle are degenerated to a single point.

Surprisingly, if the solution is not non-negative, it still induces a drawing which is no longer a contact representation of $G$. We will generalize this result to arbitrary similarly-aligned odd $K$-gon contact representations and parallel-sided even $K$-gon contact representations in Section 4.7.
Theorem 4.3 (Felsner (unpublished), Rucker [Ruc11]). If the solution of $\mathcal{A}_{S}$ has negative entries, it induces a dissection of an equilateral triangle into equilateral triangles, that is not a contact representation of $G$. The triangles of the dissection still correspond to the vertices and inner faces of $G$. Vertices $v$ with $x_{v}>0$ and faces $f$ with $x_{f}<0$ are represented by triangles with a horizontal side at the bottom, vertices $v$ with $x_{v}<0$ and faces $f$ with $x_{f}>0$ are represented by triangles with a horizontal side at the top. Further, for $i=0,1,2$ and each inner vertex $v$, the triangles representing the faces in $F_{i}(v)$ and the triangle representing $v$ still touch a common line segment of the drawing with one of their sides.

Further, the solution of $\mathcal{A}_{S}$ has the following structural property.
Theorem 4.4 (Felsner [Fel09], Rucker [Ruc11]). If the solution of $\mathcal{A}_{S}$ has negative entries, then the edges of $G$ between faces $f$ and $f^{\prime}$ with $x_{f} \geq 0$ and $x_{f^{\prime}}<0$ can be decomposed into cycles that are directed cycles in the Schnyder wood $S$.

This property implies that changing the orientation of the edges between negative and non-negative faces results in a new Schnyder wood of $G$. This kind of property will play a key role in an algorithmic approach for the computation of contact representations that we will study in Chapter 6. A similar statement has been proven by the author of this thesis for the case of a non-negative solution.

Theorem 4.5 (Schrezenmaier [Sch16; Sch17]). If the solution of $\mathcal{A}_{S}$ is non-negative, then the edges of $G$ between faces $f$ and $f^{\prime}$ with $x_{f}>0$ and $x_{f^{\prime}}=0$ can be decomposed into 3-cycles that are directed cycles in the Schnyder wood $S$.

Further, reorienting such an oriented 3-cycle $C$ in the Schnyder wood $S$ (these are exactly the essential cycles, remember Definition 2.4 and Theorem 3.3) induces a change of the signs of the variables corresponding to the faces and vertices inside $C$. This kind of property will play a key role in another algorithmic approach we will study in Chapter 6 and in Chapter 5.

Theorem 4.6 (Schrezenmaier [Sch16; Sch17]). Let $S$ and $S^{\prime \prime}$ be Schnyder woods of $G$ that are related by a flip of the essential cycle $C$, i.e., $S$ and $S^{\prime}$ are a covering pair in the distributive lattice of Schnyder woods of $G$. Let $\mathbf{x}$ and $\mathbf{x}^{\prime}$ be the solutions of the systems $\mathcal{A}_{S}$ and $\mathcal{A}_{S^{\prime}}$, respectively. Then, for each face $f$ inside $C$, we have $x_{f}=x_{f}^{\prime}=0$ or $x_{f} x_{f}^{\prime}<0$ and, for each vertex $v$ inside $C$, we have $x_{v}=x_{v}^{\prime}=0$ or $x_{v} x_{v}^{\prime}<0$.

We will prove analogous results to Theorems 4.4 to 4.6 for similarly-aligned odd $K$-gon and parallel-sided even $K$-gon contact representations in Section 4.6.

### 4.1.2 Equations for square contact representations

Now let $G$ be an inner triangulation of the 4 -cycle $v_{N}, v_{E}, v_{S}, v_{W}$ without separating 3 -cycles. A square contact representation of $G$ is a rectangle contact representation of $G$ in which each inner vertex of $G$ is represented by a square. We will describe a system $\mathcal{A}_{T}$ of linear equations, depending on a transversal structure $T$ of $G$, which computes the sizes of the squares in a square contact representation of $G$ that induces the transversal structure $T$ if such a contact representation exists.

The skeleton graph of a rectangle contact representation is the plane graph whose vertices are the touching points of the line segments of the contact representation and whose edges are the connected components of the contact representation without the vertices. Note that the edges of the skeleton graph of a rectangle contact representation of $G$ correspond to the inner edges of $G$, see Fig. 3.5 on Page 16.

The system $\mathcal{A}_{T}$ has a variable $x_{v}$ for each inner vertex $v$ of $G$ and a variable $x_{e}$ for each edge $e$ of $G$ that is not incident to the outer face. Each variable $x_{v}$ represents


Figure 4.3: Examples for the different kinds of equations for the computation of square contact representations.
the side length of the square representing $v$ and each variable $x_{e}$ represents the length of the line segment of the contact representation corresponding to $e$.

Every inner vertex $v$ of $G$ induces four equations. Let $E_{\mathrm{r}}^{-}(v)$ be the set of incoming red, $E_{\mathrm{b}}^{-}(v)$ the set of incoming blue, $E_{\mathrm{r}}^{+}(v)$ be the set of outgoing red, and $E_{\mathrm{b}}^{+}(v)$ the set of outgoing blue edges of $v$ in the transversal structure $T$. Then these four equations are

$$
x_{v}=\sum_{e \in E_{i}^{\alpha}(v)} x_{e}, \quad i=\mathrm{r}, \mathrm{~b}, \alpha=-,+
$$

The system $\mathcal{A}_{T}$ has one more equation that concerns the incident edges of the outer vertex $v_{N}$. This last equation is

$$
\sum_{e \in E_{\mathrm{r}}^{-}\left(v_{N}\right)} x_{e}=1
$$

Figure 4.3 visualizes the different kinds of equations.
This system has been described in [Fel13] and then further studied in [Ruc11]. They show that the system is uniquely solvable.

Theorem 4.7 (Felsner [Fel13], Rucker [Ruc11]). The system $\mathcal{A}_{T}$ is uniquely solvable.
As in the case of equilateral triangle contact representations, it is clear that a square contact representation of $G$ with induced transversal structure $T$ induces a non-negative solution of $\mathcal{A}_{T}$. If the graph $G$ has no separating 4 -cycles or we allow squares to collapse to a single point in a square contact representation of $G$ (see Fig. 4.4) and, if for four squares touching in a common point we count the contact of one pair of opposite squares but not of the other one, then also the converse holds. Again, this can be proven via a simple application of the theory that we develop in Section 4.2.


Figure 4.4: If the four squares corresponding to a separating 4-cycle of $G$ touch in a common point, all squares corresponding to the vertices inside this 4 -cycle are degenerated to a single point.

Theorem 4.8 (Felsner [Fel13], Rucker [Ruc11]). The solution of $\mathcal{A}_{T}$ is non-negative if and only if $G$ has a square contact representation inducing the transversal structure $T$.

Also for the remaining results cited in Section 4.1.1, there are analogous results for square contact representations. The first one we want to mention says that, if the solution of $\mathcal{A}_{T}$ is not non-negative, it still induces a drawing which is no longer a contact representation of $G$.
Theorem 4.9 (Seibert [Sei15]). If the solution of $\mathcal{A}_{T}$ has negative entries, it induces a dissection of a rectangle into squares, each representing an inner vertex of $G$, that is not a contact representation of $G$. In this drawing, the squares that would touch a common line segment in a square contact representation inducing $T$ still touch a common line segment.

To be able to state results about structural properties of the solution of $\mathcal{A}_{T}$, we want to recall the bijection between transversal structures and $\alpha_{4,1}$-orientations of the angular graph $\widetilde{G}$ of $G$ mentioned in the end of Section 3.1.2. Note that the inner faces of $\widetilde{G}$ correspond to the edges of the skeleton graph of the wanted square contact representation, see Fig. 3.7 on Page 18. If $f$ is an inner face of $\widetilde{G}$ and $e$ the corresponding edge of the skeleton graph, we thus can set $x_{f}:=x_{e}$.
Theorem 4.10 (Felsner [Fel13], Rucker [Ruc11]). If the solution of $\mathcal{A}_{T}$ has negative entries, the edges of $\widetilde{G}$ between faces $f, f^{\prime}$ with $x_{f} \geq 0$ and $x_{f^{\prime}}<0$ can be decomposed into cycles that are oriented cycles in the $\alpha_{4,1}$-orientation corresponding to $T$.

Again, there is a similar result for the case of non-negative solutions.
Theorem 4.11 (Schrezenmaier [Sch16]). If the solution of $\mathcal{A}_{T}$ is non-negative, the edges of $\widetilde{G}$ between faces $f$ and $f^{\prime}$ with $x_{f}>0$ and $x_{f^{\prime}}=0$ can be decomposed into essential cycles that are directed cycles in the $\alpha_{4,1}$-orientation corresponding to $T$.

As for triangle contact representations, a flip of the transversal structure induces sign changes for all variables corresponding to vertices and edges inside the essential cycle that is reoriented.
Theorem 4.12 (Schrezenmaier [Sch16]). Let $T$ and $T^{\prime}$ be transversal structures of $G$ that are related by a fip of an essential cycle $C$ in the $\alpha_{4,1}$-orientations corresponding to $T$ and $T^{\prime}$, i.e., $T$ and $T^{\prime}$ are a covering pair in the distributive lattice of transversal structures of $G$. Let $\mathbf{x}$ and $\mathbf{x}^{\prime}$ be the solutions of the systems $\mathcal{A}_{T}$ and $\mathcal{A}_{T^{\prime}}$, respectively. Then, for each edge e of $G$ corresponding to a face inside $C$, we have $x_{e}=x_{e}^{\prime}=0$ or $x_{e} x_{e}^{\prime}<0$ and, for each vertex $v$ inside $C$, we have $x_{v}=x_{v}^{\prime}=0$ or $x_{v} x_{v}^{\prime}<0$.

### 4.1.3 Parametrization of the equations

In the last two subsections we have seen systems of linear equations for the computation of two quite restricted classes of contact representations: contact representations with homothetic equilateral triangles and contact representations with axis-aligned, and thus also homothetic, squares. These systems of equations can be slightly modified to compute more general classes of contact representations with individually prescribed prototypes for each vertex of the given graph.

Rectangles. A natural way to generalize the problem of finding a square contact representation of a given graph is the problem of finding a rectangle contact representation of a given graph with a prescribed aspect ratio, i.e., the ratio of the height and the width of the rectangle, for each vertex. Then the problem of finding a square contact representation is the special case of prescribing an aspect ratio of 1 for each vertex.

In this more general setting, we can follow the same approach as described in Section 4.1.2. The only thing that changes is that in the equations some coefficients change from 1 to the aspect ratio that is assigned to a vertex. More precisely, let $r_{v}$ be the aspect ratio assigned to the inner vertex $v$ of $G$. If the variable $x_{v}$ corresponds to the width of the rectangle corresponding to $v$, then the height of this rectangle is $r_{v} x_{v}$. Thus the four equations corresponding to this vertex are

$$
\begin{aligned}
x_{v} & =\sum_{e \in E_{\mathrm{r}}^{\alpha}(v)} x_{e}, \alpha=-,+ \\
r_{v} x_{v} & =\sum_{e \in E_{\mathrm{b}}^{\alpha}(v)} x_{e}, \alpha=-,+.
\end{aligned}
$$

This variant of the system of equations has been studied in [Sch16]. Most of the results listed in Section 4.1.2 have analogous results in this more general case. For more details on this, we refer to [Sch16].

Triangles. Asking for a contact representation with homothetic equilateral triangles is equivalent to asking for a contact representation with right, isosceles triangles


Figure 4.5: A contact representation with equilateral triangles, the equivalent contact representation with right, isosceles triangles, and a contact representation of the same graph with right triangles of different aspect ratios.
with a horizontal side at the bottom and a vertical side at the right. See Fig. 4.5 for an example. This point of view leads to a natural generalization of the problem of finding a homothetic triangle contact representation of a given graph. We can ask for a contact representation with right triangles with a horizontal side at the bottom and a vertical side at the right with an individually prescribed aspect ratio, i.e., the ratio of the vertical and the horizontal side of the triangle, for each vertex.

This variant has been studied in [Sch16; Sch17]. Again, we can follow the same approach as in the simpler variant that is described in Section 4.1.1 and only have to change some coefficients in the equations from 1 to an aspect ratio that is assigned to a vertex. Also in this case, there are analogous results for most of the results listed in Section 4.1.1. For a precise description of the system of equations and the corresponding results, we refer to [Sch16; Sch17].

### 4.2 Gluing polygons together

The following lemma shows that, if we are given a crossing-free drawing of each inner face of a plane graph and these face drawings fit together at their boundaries, these face drawings can be put together to a crossing-free drawing of the entire graph. Applying this to the skeleton graph of the wanted $K$-gon contact representation and the drawings of its faces, which are convex $K$-gons and pseudotriangles, will enable us to obtain a contact representation from a solution of a system of linear equations that ensure that the scaling factors of the prototypes locally fit together. A similar method was used in [BS93] to obtain a primal-dual circle representation from circle radii which are locally fitting together. Our proof of this lemma first appeared in [FSS18b] and then in a slightly generalized version in [FR19].
Lemma 4.13. Let $H$ be a 2-connected plane graph. For every inner face $f$ of $H$ with incident vertices $v_{0}, \ldots, v_{\operatorname{deg}(f)-1}$ in clockwise order, let $P_{f}$ be a simple polygon in the plane with corners $p_{f, v_{0}}, \ldots, p_{f, v_{\operatorname{deg}(f)-1}}$ in clockwise order and with interior angle $\beta_{f, v}$ at corner $p_{f, v}$ such that
(i) for every inner vertex $v$ of $H$ with incident faces $f_{0}, \ldots, f_{\operatorname{deg}(v)-1}$

$$
\sum_{i=0}^{\operatorname{deg}(v)-1} \beta_{f_{i}, v}=2 \pi
$$

(ii) for every outer vertex $v$ of $H$ with incident inner faces $f_{0}, \ldots, f_{\operatorname{deg}(v)-2}$

$$
\sum_{i=0}^{\operatorname{deg}(v)-2} \beta_{f_{i}, v} \leq \pi
$$

(iii) for every inner edge $v w$ of $H$ with incident faces $f_{1}, f_{2}$

$$
\left\|p_{f_{1}, v}-p_{f_{1}, w}\right\|=\left\|p_{f_{2}, v}-p_{f_{2}, w}\right\|
$$

Then there exists a crossing-free straight line drawing of $H$ in which the drawing of every inner face $f$ can be obtained from $P_{f}$ by translation and rotation.

(a) The given face polygons $P_{f}$ with selected pairs of sides in red that correspond to a spanning tree $S$ of $H^{*}$.

(b) The result of gluing the polygons together along the edges of $S$ with the forest $\bar{S}$ marked in green.

Figure 4.6: Obtaining a drawing of a plane graph from the drawings of its faces.

Proof. Let $H^{*}$ be the dual graph of $H$ without the vertex corresponding to the outer face of $H$. Further, let $S$ be a spanning tree of $H^{*}$. Then we can glue together the polygons $P_{f}$ of all inner faces $f$ of $H$ along the edges of $S$. After fixing the position of one of the polygons, this determines a well-defined position for every polygon, see Fig. 4.6. From now on, we denote by $p_{f, v}$ the position of the corner of $P_{f}$ corresponding to $v$ in this embedding.

For the edges $v w$ of $S$ (considered as a subset of the edges of $H$ ), we already know that $p_{f_{1}, v}=p_{f_{2}, v}$ and $p_{f_{1}, w}=p_{f_{2}, w}$ where $f_{1}, f_{2}$ are the two incident faces of $v w$ (we say that at the edge $v w$ the polygons are touching in the right way). For the edges of the complement $\bar{S}$ of $S$, we need to show this. Note that $\bar{S}$ is a forest in $H$. Further, each connected component of this forest is incident to at most one outer vertex of $H$ since otherwise the respective component would separate $H^{*}$, in contradiction to the connectedness of $S$. Let $v$ be a leaf of this forest that is an inner vertex of $H$ and let $e$ be the edge of $\bar{S}$ incident to $v$. Then, for all incident edges $e^{\prime} \neq e$ of $v$, we already know that the polygons are touching in the right way at $e^{\prime}$. But then also at $e$ the polygons are touching in the right way because condition (i) is fulfilled for $v$. Since the set of edges we still need to check always remains a forest with each component incident to at most one outer vertex, we can iterate this process until all inner edges of $H$ are checked. Therefore, the positioning of the polygons $P_{f}$ as defined above determines a well-defined position for the vertices of $H$. We denote the coordinates of the position $p_{v}$ of the vertex $v$ by $\left(x_{v}, y_{v}\right)$.

Claim 1. The drawing of the outer face of $H$ is a simple polygon.
Proof. See Fig. 4.7 for two examples of self-intersections of the outer face that we have to exclude. Let $k$ be the number of outer vertices of $H$ and let $\gamma$ be the sum of the inner angles at the outer vertices. Then we obtain by double counting the sum of all inner angles

$$
\sum_{f \text { inner face of } H}(\operatorname{deg}(f)-2) \pi=\gamma+\sum_{v \text { inner vertex of } H} 2 \pi
$$



Figure 4.7: Two scenarios of a self-intersecting drawing of the outer face that cannot happen if all conditions of Lemma 4.13 are fulfilled.
and therefore, using Euler's formula,

$$
\gamma=(2|E|-k) \pi-2(|F|-1) \pi-(|V|-k) 2 \pi=(k-2) \pi .
$$

Together with condition (ii) this implies that the drawing of the outer face is a convex simple polygon.

Claim 2. The drawing is crossing-free.
Proof. Due to Claim 1 the outer face is drawn as a simple polygon. We denote this polygon by $P_{f_{o}}$. Since, for each inner face $f$, each side of the polygon $P_{f}$ is contained in the boundary of the polygon $P_{f_{o}}$ or in the boundary of the polygon $P_{f^{\prime}}$ for some inner face $f^{\prime} \neq f$, the polygon $P_{f_{o}}$ is completely covered by the polygons $P_{f}$ of the inner faces $f$ of $H$. To prove that the drawing is crossing-free, we need to show that no two polygons $P_{f_{1}}$ and $P_{f_{2}}$, where $f_{1}$ and $f_{2}$ are inner faces, are overlapping. We will do this by showing that the area of $P_{f_{o}}$ is equal to the sum of the areas of the polygons $P_{f}$ of all inner faces $f$ of $H$. For an inner face $f$ with incident vertices $v_{0}, \ldots, v_{l-1}$ in clockwise order, the area of $P_{f}$ is

$$
\operatorname{area}\left(P_{f}\right)=\frac{1}{2} \sum_{i=0}^{l-1}\left(x_{v_{i+1}} y_{v_{i}}-x_{v_{i}} y_{v_{i+1}}\right)
$$

where indices are to be understood modulo $l$. For each inner edge $v w$ of $H$, there is exactly one inner face of $H$ that has the directed edge $(v, w)$ in its clockwise traversal and there is exactly one inner face that has $(w, v)$ in its clockwise traversal. For each edge $(v, w)$ in the clockwise traversal of the outer face, there is exactly one inner face that has $(v, w)$ in its clockwise traversal and there is no inner face that has $(w, v)$ in its clockwise traversal. Let $w_{0}, \ldots, w_{k-1}$ be the vertices of the outer face in clockwise order. Then

$$
\operatorname{area}\left(P_{f_{o}}\right)=\frac{1}{2} \sum_{i=0}^{k-1}\left(x_{w_{i+1}} y_{w_{i}}-x_{w_{i}} y_{w_{i+1}}\right)=\sum_{f \text { inner face of } H} \operatorname{area}\left(P_{f}\right)
$$

since all other summands in the latter sum cancel out.
By Claim 2 the drawing we constructed is crossing free. Because of the construction of the drawing, it is a drawing of $H$ and the drawing of each inner face $f$ is obtained from $P_{f}$ by translation and rotation. This completes the proof.

In [FR19] the authors give another beautiful, geometric proof of this lemma that is by induction on the number of inner vertices of $H$. In this proof, first, all polygons are triangulated. Then, in the induction step, all triangles incident to a fixed inner vertex are glued together to a single polygon which is then retriangulated (without the inner vertex) which reduces the number of inner vertices by one.

Note that, if we replace condition (iii) in Lemma 4.13 by the stronger condition
(iii*) for every inner edge $v w$ of $H$ with incident faces $f_{1}, f_{2}$

$$
p_{f_{1}, v}-p_{f_{1}, w}=p_{f_{2}, v}-p_{f_{2}, w},
$$

then we obtain a crossing-free straight line drawing of $H$ in which the drawing of every inner face $f$ can be obtained from $P_{f}$ only by translation (and no rotation).

Allowing degenerate face polygons. Let us now study the case that we require the face polygons $P_{f}$ only to be weakly simple instead of simple. Remember that weakly simple polygons are polygons that can be made simple polygons by arbitrarily small perturbations of their corners. In this case we can again obtain a drawing of $H$ where each face is drawn as the prescribed polygon. The following lemma shows which properties are still fulfilled by this drawing in this weaker setting.

Lemma 4.14. If the conditions of Lemma 4.13 are fulfilled with the exception that the polygons $P_{f}$ only have to be weakly simple, then there exists a straight line drawing of $H$ in which the drawings of the edges do not cross, i.e., their intersection is not exactly one point that is in the relative interiors of the drawings of both edges, the drawing of the outer face is a weakly simple convex polygon $P_{f_{0}}$, the drawing of the entire graph $H$ is inside $P_{f_{o}}$, and the drawing of every inner face $f$ can be obtained from $P_{f}$ by translation and rotation.

Proof. The vertex positions in the drawing can be defined exactly as in the proof of Lemma 4.13.

Let $C$ be a simple cycle in $H$. Then the drawing of $C$ is a polygon $P_{C}$ that might not be weakly simple. Nevertheless, at a corner $p_{v}$ of $P_{C}$, we can distinguish between the inner and outer angle of $P_{C}$ at $p_{v}$ by saying that the inner angle corresponds to the polygons $P_{f}$ of the incident faces $f$ of $v$ that are inside of $C$ in $H$. With this notion we can generalize the statement of Claim 1 in the proof of Lemma 4.13.
Claim 1. Let $C$ be a simple cycle of length $\ell$ in $H$. Then the sum of the inner angles of $P_{C}$ is $(\ell-2) \pi$.

Proof. The proof is analogous to the proof of Claim 1 in the proof of Lemma 4.13.
From Claim 1 it follows as in the proof of Lemma 4.13 that the drawing of the outer face is a weakly simple convex polygon $P_{f_{o}}$. That $P_{f_{o}}$ is completely covered by the polygons $P_{f}$ of the inner faces $f$ of $H$, is not as obvious as it was in Lemma 4.13.


Figure 4.8: The constellation of the proof of Claim 2 in the proof of Lemma 4.14. A cycle $C^{*}=f_{0}, \ldots, f_{4}$ in $H^{*}$ such that all edges of $C^{*}$ go through an edge of $H$ which is drawn parallel to $s$ (in the proof of Claim 2 all these drawings contain $s$, but that does not make any difference for the inner angle sums). The shown value for the sum of the inner angles of the part of $P_{f_{4}}$ that is inside $C^{*}$ is not the correct value for the actual drawing but the value that is assumed in the proof of Claim 2. Moreover, here in the figure all polygons are simple, but again it does not make any difference for the angle sums if they are only weakly simple.

Claim 2. The polygon $P_{f_{o}}$ is completely covered by the polygons $P_{f}$ of the inner faces $f$ of $H$.

Proof. Suppose that a subpolygon $P_{\text {free }}$ of $P_{f_{o}}$ is not covered. Let $s$ be a subsegment of a side of $P_{\text {free }}$ such that, for every inner face $f$ of $H$, the segment $s$ is either entirely contained in the boundary of $P_{f}$, or the intersection of $s$ and the boundary of $P_{f}$ is a single point, or $s$ and the boundary of $P_{f}$ are disjoint. Then, because of the construction of the drawing, there has to be a cycle $C^{*}=f_{0}, \ldots, f_{r-1}$ in $H^{*}$ that is only crossing edges of $H$ whose drawings contain the segment $s$ and that is entering and leaving each face $f_{i}$ through edges whose drawings are antiparallel sides of $P_{f_{i}}$. We assume that $C^{*}$ is oriented clockwise. The other case is symmetric. See Fig. 4.8 for an illustration of this situation. For each face $f_{i}, i=0, \ldots, r-1$, the cycle $C^{*}$ divides the incident vertices of $f_{i}$ into a part inside $C^{*}$ and a part outside $C^{*}$. Let $v_{0}^{(i)}, \ldots, v_{\ell_{i}-1}^{(i)}$ be the counterclockwise traversal of the part inside $C^{*}$. The sum of the inner angles of $P_{f_{i}}$ at the corners $p_{v_{j}^{(i)}}, j=0, \ldots, \ell_{i}-1$, is $\left(\ell_{i}-1\right) \pi$ since $P_{f_{i}}$ is a weakly simple polygon and $P_{f_{i}}$ is entered and left through antiparallel sides by $C^{*}$. Further, the sum of the inner angles of the polygonal drawing of the cycle $v_{0}^{(0)}, \ldots, v_{\ell_{0}-1}^{(0)}=v_{0}^{(1)}, \ldots, v_{\ell_{1}-1}^{(1)}=v_{0}^{(2)}, \ldots, v_{\ell_{r-1}-1}^{(r-1)}=v_{0}^{(0)}$ of length $\ell:=$ $\sum_{i=0}^{r-1}\left(\ell_{i}-1\right)$ is $(\ell-2) \pi$ by Claim 1. Then we have

$$
\ell \cdot 2 \pi=(\ell-2) \pi+\sum_{i=0}^{r-1}\left(\ell_{i}-1\right) \pi=(\ell-1) 2 \pi .
$$

Hence, the assumption that $P_{f_{o}}$ is not completely covered is false.
Now we can easily conclude that the entire drawing is inside $P_{f_{o}}$.

Claim 3. The entire drawing of $H$ is inside $P_{f_{o}}$.
Proof. Suppose that a part of the drawing is outside $P_{f_{o}}$. Then there is a vertex $v$ of $H$ whose drawing $p_{v}$ is outside $P_{f_{o}}$ since $P_{f_{o}}$ is convex. But then there is an incident face $f$ of $v$ with area $\left(P_{f} \cap P_{f_{o}}\right)<\operatorname{area}\left(P_{f}\right)$, i.e., a part of $P_{f}$ with positive area is outside $P_{f_{o}}$. This is a contradiction to Claim 2 and the fact that area $\left(P_{f_{o}}\right)=$ $\sum_{f \text { inner face of } H}$ area $\left(P_{f}\right)$ which can be shown as in the proof of Lemma 4.13. $\triangle$

It remains to show that the drawings of the edges of $H$ do not cross. Due to Claim 3 the drawings of the edges of the outer face do not cross the drawings of any edge of $H$. Since, due to Claim 2, there are no holes between the drawings of the inner faces of $H$, a crossing of the drawings of two inner edges of $H$ would imply the drawings of two inner faces to overlap such that their intersection has positive area, in contradiction to area $\left(P_{f_{o}}\right)=\sum_{f \text { inner face of } H}$ area $\left(P_{f}\right)$, or would imply the drawing of an inner face to overlap itself, in contradiction to the condition that the given face drawings are weakly simple polygons. Hence, also this statement of the lemma is fulfilled.

Note that also in Lemma 4.14 condition (iii) can be replaced by the stronger condition (iii*), resulting in a drawing in which the drawing of each inner face $f$ can be obtained from $P_{f}$ only by translation.

### 4.3 Handling pseudotriangles

The main ingredient that is still missing, if we want to find systems of linear equations for the computation of similarly-aligned odd $K$-gon contact representations and parallel-sided even $K$-gon contact representations that are similar to those of Section 4.1, is a way to handle the pseudotriangles that occur in these contact representations between the convex polygons. Therefore, in this section, we will construct a system of linear equations that ensures some variables to be the side lengths of a pseudotriangle with given slopes of the sides.

Remember that by the slope of a side of a polygon we mean the direction vector of this side in clockwise direction around the polygon. We denote the angle on the right side between a side of slope $s$ and a side of slope $s^{\prime}$ by $\alpha_{\mathrm{r}}\left(s, s^{\prime}\right)$. We say that $s_{0}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle if the following two properties are fulfilled (here and in the rest of this section, index arithmetic is done modulo $n$ ):
i) there are indices $A<B<C$ such that the angle $\alpha_{i}:=\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)$ is in the range $0 \leq \alpha_{i} \leq \pi$, if $i \in\{A, B, C\}$, and in the range $\pi \leq \alpha_{i} \leq 2 \pi$ if $i \notin\{A, B, C\}$,
ii) these angles fulfill $\sum_{i=0}^{n-1} \alpha_{i}=(n-2) \pi$.

It is clear that the sequence $s_{0}, \ldots, s_{n-1}$ fulfills these properties if it is the sequence of slopes of a pseudotriangle in clockwise order. In this section, we will always assume that $s_{0}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle. If $P$ is a polygon whose sequence of slopes in clockwise order is $s_{0}, \ldots, s_{n-1}$, we say that $P$ realizes $s_{0}, \ldots, s_{n-1}$. Note that a polygon realizing a slope sequence of a pseudotriangle is a pseudotriangle.


Figure 4.9: A pseudotriangle with one of its three concave arcs highlighted.

Let $P$ be a polygon realizing $s_{0}, \ldots, s_{n-1}$. If we denote the corner of $P$ between the sides of slopes $s_{i}$ and $s_{i+1}$ by $c_{i}$, then $c_{A}, c_{B}, c_{C}$ are the three convex corners of $P$ in clockwise order. For $(i, j) \in\{(A, B),(B, C),(C, A+n)\}$ we call the union of the sides of slopes $s_{i+1}, \ldots, s_{j}$ a concave arc of $P$. See Fig. 4.9 for an example.

The following lemmas show modifications that can be applied to a slope sequence of a pseudotriangle such that it remains a slope sequence of a pseudotriangle. Figure 4.10 shows pseudotriangles realizing these modified slop sequences.

Lemma 4.15. If $s_{0}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle, then also $-s_{0}, \ldots,-s_{n-1}$ is a slope sequence of a pseudotriangle.

Proof. This immediately follows from the fact that $\alpha_{\mathrm{r}}\left(s, s^{\prime}\right)=\alpha_{\mathrm{r}}\left(-s,-s^{\prime}\right)$ for arbitrary slopes $s$ and $s^{\prime}$.

Lemma 4.16. If $s_{0}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle and $s_{i}$ is not the only slope of its concave arc, i.e., not both $i-1, i \in\{A, B, C\}$, then also $s_{0}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle.

Proof. We have $\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i+1}\right)=\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i}\right)+\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)-\pi$. Therefore,

$$
\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i+1}\right)+\sum_{j=i+1}^{i-2+n} \alpha_{\mathrm{r}}\left(s_{j}, s_{j+1}\right)=\sum_{j=0}^{n-1} \alpha_{\mathrm{r}}\left(s_{j}, s_{j+1}\right)-\pi=(n-3) \pi .
$$

Now we distinguish two cases.
i) If $s_{i}$ is the first or the last slope of its concave arc, i.e., one of $i-1, i \in\{A, B, C\}$, then $\sum_{j=i+1}^{i-2+n} \geq(n-4) \pi$ and thus $\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i+1}\right) \leq \pi$. Further, since $s_{i}$ is not the only slope of its concave arc, we also have $\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i}\right) \geq \pi$ or $\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right) \geq \pi$ and, therefore, $\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i+1}\right) \geq 0$.
ii) If $s_{i}$ is not the first or the last slope of its concave arc, i.e., $i-1, i \notin\{A, B, C\}$, then $\sum_{j=i+1}^{i-2+n} \geq(n-3) \pi$ and thus $\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i+1}\right) \leq 2 \pi$. Further, we then have $\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i}\right) \geq \pi$ and $\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right) \geq \pi$ and, therefore, $\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i+1}\right) \geq \pi$.
Therefore, in both cases $s_{0}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle.


Figure 4.10: A pseudotriangle $P$ with slope sequence $s_{0}, \ldots, s_{7}$ and the results of the modifications described in Lemmas 4.15 to 4.17 applied to $P$ (from left to right).

Lemma 4.17. Let $s_{0}, \ldots, s_{n-1}$ be a slope sequence of a pseudotriangle. If $s_{i}$ is the first but not the only slope of its concave arc, i.e., $i-1 \in\{A, B, C\}$ and $i \notin\{A, B, C\}$, or $s_{i}$ is the last but not the only slope of its concave arc, i.e., $i \in\{A, B, C\}$ and $i-1 \notin\{A, B, C\}$, then also $s_{0}, \ldots, s_{i-1},-s_{i}, s_{i+1}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle.

Proof. We assume that $s_{i}$ is the first slope of its concave arc. The other case is analogous. Then $0 \leq \alpha_{\mathrm{r}}\left(s_{i-1}, s_{i}\right) \leq \pi$ and $\pi \leq \alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right) \leq 2 \pi$. Since $\alpha_{\mathrm{r}}\left(s_{i-1},-s_{i}\right)=$ $\pi+\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i}\right)$, we thus have $\pi \leq \alpha_{\mathrm{r}}\left(s_{i-1},-s_{i}\right) \leq 2 \pi$. Further, since $\alpha_{\mathrm{r}}\left(-s_{i}, s_{i+1}\right)=$ $\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)-\pi$, we also have $0 \leq \alpha_{\mathrm{r}}\left(-s_{i}, s_{i+1}\right) \leq \pi$. Finally, $\alpha_{\mathrm{r}}\left(s_{i-1},-s_{i}\right)+$ $\alpha_{\mathrm{r}}\left(-s_{i}, s_{i+1}\right)=\alpha_{\mathrm{r}}\left(s_{i-1}, s_{i}\right)+\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)$ implies that, if we set $s_{i}^{\prime}:=-s_{i}$ and $s_{j}^{\prime}:=s_{j}$ for $j \in\{0, \ldots, n-1\} \backslash\{i\}$, we have $\sum_{j=0}^{n-1} \alpha_{\mathrm{r}}\left(s_{j}^{\prime}, s_{j+1}^{\prime}\right)=\sum_{j=0}^{n-1} \alpha_{\mathrm{r}}\left(s_{j}, s_{j+1}\right)=(n-2) \pi$ whence $s_{0}^{\prime}, \ldots, s_{n-1}^{\prime}$ is a slope sequence of a pseudotriangle.

Cutting a pseudotriangle into triangles. The system of linear equations will be based on a tiling of the pseudotriangle into triangles. If we are given an actual pseudotriangle $P$ realizing the given sequence $s_{0}, \ldots, s_{n-1}$ of slopes, we can extend one of the sides ending at a concave corner $p$ of $P$ into the interior of $P$ until it hits the boundary of $P$ in a point $p^{\prime}$. Let us assume that $p^{\prime}$ is not a corner of $P$. This divides $P$ into two pseudotriangles whose total number of concave corners is one less than the number of concave corners of $P$. Then we can continue this process recursively in the two subpseudotriangles until we end up with a tiling of $P$ into triangles. See Fig. 4.11 (first row).

Since we are only given the sequence $s_{0}, \ldots, s_{n-1}$ of slopes of the pseudotriangle, we will construct such a tiling in a more abstract way. We start with an arrangement $P$ of oriented pseudosegments $l_{0}, \ldots, l_{n-1}$ which together form the clockwise traversal of a simple $n$-gon, i.e., a set of interiorly disjoint curves in the plane without selfintersections such that the endpoint of $l_{i}$ is the start point of $l_{i+1}$ for all $i$ and the region bounded by $\cup_{i=0}^{n-1} l_{i}$ is to the right side of each of the $l_{i}$. Another way to think of this initial configuration is a closed curve without self-intersections that is divided into $n$ parts. The intersection point of the pseudosegments $l_{i}$ and $l_{i+1}$ is denoted by $c_{i}$. The pseudosegment $l_{i}$ is supposed to correspond to the side of slope $s_{i}$. Since $s_{0}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle, this correspondence declares exactly three corners $c_{A}, c_{B}, c_{C}$ as convex corners. Now we choose a concave corner $c_{j}$


Figure 4.11: Construction of a tiling of a pseudotriangle into triangles. In the first row the construction is shown for the case that we are given an actual pseudotriangle. In the second row it is shown for the case that we are only given the order of convex (black vertices) and concave (white vertices) corners of the pseudotriangle.

(a) The pseudotriangle $P$ that is cut. The pseudosegment $l_{j}$ is extended through the interior of $P$ to a point $p$ on the pseudosegment $l_{k}$ between the corners $c_{k-1}$ and $c_{k}$.

(b) The two pseudotriangles $P^{\prime}$ and $P^{\prime \prime}$ the pseudotriangle $P$ is cut into. Some of the slopes corresponding to the clockwise traversals of $P^{\prime}$ and $P^{\prime \prime}$ are shown where $s_{i}$ is the slope connected to the pseudosegment $l_{i}$.

Figure 4.12: A step in the cutting process of an abstract pseudotriangle. The convex corners of the pseudotriangles are marked as black disks and some of their concave corners are marked as white disks.
with $j \notin\{A, B, C\}$ and a point $p$ to connect it to. This point $p$ has to be contained in exactly one of the pseudosegments, denoted by $l_{k}$, and has to be part of one of the two concave arcs of $P$ not containing $c_{j}$. Let $c_{A^{\prime}}$ and $c_{B^{\prime}}$ be the convex corners we reach first if we start at $c_{j}$ and go in counterclockwise and clockwise direction, respectively. Let $c_{C^{\prime}} \neq c_{A^{\prime}}, c_{B^{\prime}}$ be the third convex corner of $P$. If $l_{k}$ is part of the concave arc between $p_{A^{\prime}}$ and $p_{C^{\prime}}$, we extend the pseudosegment $l_{j+1}$ from $c_{j}$ through the interior of $P$ to the point $p$ without intersecting any other pseudosegments. If $l_{k}$ is part of the concave arc between $p_{B^{\prime}}$ and $p_{C^{\prime}}$, we extend $l_{j}$ in the same way. Assume that the latter is the case (the other case is symmetric). Figure 4.12a shows a visualization of this situation. The extension of the pseudosegment $l_{j}$ divides $P$ into two smaller parts: a part $P^{\prime}$ which is bounded by connected parts of the pseudosegments $l_{j+1}, \ldots, l_{k}, \bar{l}_{j}$ in clockwise order, where $\overline{l_{j}}$ denotes the reverted pseudosegment $l_{j}$, and a part $P^{\prime \prime}$ which is bounded by connected parts of the pseudosegments $l_{k}, \ldots, l_{j}$ in clockwise order, see Fig. 4.12b. Now we iterate this procedure in the parts $P^{\prime}$ and $P^{\prime \prime}$. Repeated application of Lemmas 4.16 and 4.17 shows that $s_{j+1}, \ldots, s_{k},-s_{j}$ and $s_{k}, \ldots, s_{j}$ are slope sequences of a pseudotriangle and thus the iteration in $P^{\prime}$ and $P^{\prime \prime}$ is well-defined.

Since in each iteration the total number of concave corners is decreased by one, the procedure terminates with an abstract tiling of a pseudotriangle with slopes $s_{0}, \ldots, s_{n-1}$ into triangles. The skeleton graph $G_{\text {skel }}$ of this tiling is the plane graph whose vertices are the intersection points of the pseudosegments and whose edges are the connected components of the union of all pseudosegments without the intersection points.

The system of equations. Let $x_{i}$ be the length of the side of slope $s_{i}$ in a pseudotriangle with slope sequence $s_{0}, \ldots, s_{n-1}$. Then these length variables fulfill the equation

$$
\begin{equation*}
\sum_{i=0}^{n-1} x_{i} s_{i}=0 \tag{4.1}
\end{equation*}
$$

since the boundary of the pseudotriangle is a closed curve. The following lemma shows that also the converse is true.

Lemma 4.18. Let $s_{i}, i=0, \ldots, n-1$, be a slope sequence of a pseudotriangle. Then, if $x_{i}, i=0, \ldots, n-1$, is a non-negative solution of (4.1), there exists a pseudotriangle with sides of slopes $s_{i}$ and lengths $x_{i}, i=0, \ldots, n-1$, in clockwise order.

Proof. It is clear that there is a unique polygon $P$ with sides of slopes $s_{i}$ and lengths $x_{i}, i=0, \ldots, n-1$, in this cyclic order. We have to show that $P$ is weakly simple, i.e., that $P$ has no proper self-intersections.
Claim 1. Two sides of the same concave arc of $P$ have no proper intersection.
Proof. Let $s_{A^{\prime}+1}, s_{A^{\prime}+2}, \ldots, s_{B^{\prime}}$ be the slopes of a concave arc of $P$. We set $\alpha_{i}^{\prime}:=\alpha_{i}-\pi$ for $i=A^{\prime}+1, \ldots, B^{\prime}-1$. If $\sum_{i=A^{\prime}+1}^{B^{\prime}-1} \alpha_{i}^{\prime} \leq \pi$, then, for $i=A^{\prime}+1, \ldots, B^{\prime}-1$, all corners $c_{i+1}, \ldots, c_{B^{\prime}}$ are on the left of the side of slope $s_{i}$ and, hence, the concave arc has no proper self-intersections. If $\sum_{i=A^{\prime}+1}^{B^{\prime}-1} \alpha_{i}^{\prime}>\pi$, then $\sum_{i=0}^{n-1} \alpha_{i}>(n-3) \pi+\pi=$
$(n-2) \pi$ since $P$ has only three convex corners. This is a contradiction to the condition that $s_{0}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle.

Claim 2. Two sides of two consecutive concave arcs of $P$ have no proper intersection.
Proof. In the situation of the proof of Claim 1, we now also take the angle $\alpha_{A^{\prime}}$ into consideration. Assume that $\alpha_{A^{\prime}}+\sum_{i=A^{\prime}+1}^{B^{\prime}-1} \alpha_{i}^{\prime} \leq \pi$. Then all corners $c_{A^{\prime}+1}, \ldots, c_{B^{\prime}}$ are on the left of the side $c_{A}^{\prime} c_{A^{\prime}-1}$ (of slope $-s_{A^{\prime}}$ ) of $P$. Due to Claim 1, all corners $c_{C^{\prime}+1}, \ldots, c_{A^{\prime}-1}$ are on the right of the side $c_{A^{\prime}} c_{A^{\prime}-1}$. Hence, in this case there are no proper intersections of the concave $\operatorname{arcs} c_{C^{\prime}}, \ldots, c_{A^{\prime}}$ and $c_{A^{\prime}}, \ldots, c_{B^{\prime}}$. If $\alpha_{A^{\prime}}+\sum_{i=A^{\prime}+1}^{B^{\prime}-1} \alpha_{i}^{\prime}>\pi$, we obtain a contradiction to the condition that $s_{0}, \ldots, s_{n-1}$ is a slope sequence of a pseudotriangle, as in the proof of Claim 1.

Since any two sides of $P$ are either on the same or on consecutive concave arcs of $P$, Claims 1 and 2 imply that $P$ has no proper self-intersections.

Finally, we want to show that each slope sequence of a pseudotriangle is indeed the sequence of slopes of a pseudotriangle with positive side lengths.

Lemma 4.19. Let $s_{0}, \ldots, s_{n-1}$ be a slope sequence of a pseudotriangle. Then there are $x_{i}>0, i=0, \ldots, n-1$, with $\sum_{i=0}^{n-1} x_{i} s_{i}=0$.

Proof. We start with the solution $x_{i}=0$ for $i=0, \ldots, n-1$ that fulfills the equation $\sum_{i=0}^{n-1} x_{i} s_{i}=0$ but not $x_{i}>0$ for $i=0, \ldots, n-1$. Now we will increase the values of the $x_{i}$ in an iterative process, maintaining the invariant that $\sum_{i=0}^{n-1} x_{i} s_{i}=0$.

Due to Lemma 4.16, if $s_{i_{0}}, s_{i_{1}}, s_{i_{2}}$ are slopes from the three different concave arcs, then they form a slope sequence of a pseudotriangle. Therefore, there exists a triangle $T$ whose sides have these slopes. Let $\tilde{x}_{i_{0}}, \tilde{x}_{i_{1}}, \tilde{x}_{i_{2}}>0$ be the lengths of the sides of $T$ with slopes $s_{i_{0}}, s_{i_{1}}, s_{i_{2}}$, respectively. Then $\tilde{x}_{i_{0}} s_{i_{0}}+\tilde{x}_{i_{1}} s_{i_{1}}+\tilde{x}_{i_{2}} s_{i_{2}}=0$ and we can increase $x_{i_{0}}, x_{i_{1}}, x_{i_{2}}$ by $\tilde{x}_{i_{0}}, \tilde{x}_{i_{1}}, \tilde{x}_{i_{2}}$, respectively. By repeating this for different triplets $i_{0}, i_{1}, i_{2}$ such that every $i \in\{0, \ldots, n-1\}$ is contained in at least one of them, we finally obtain a solution of $\sum_{i=0}^{n-1} x_{i} s_{i}=0$ with $x_{i}>0$ for all $i=0, \ldots, n-1$.

Now we will formulate another system of linear equations that is based on a tiling of the pseudotriangle into triangles and that turns out to be equivalent to (4.1). The idea is the following: For a triangle with given slopes we know the ratio of its three side lengths. Therefore, one variable per subtriangle determines all three side lengths of this subtriangle. Then the purpose of the equations is to make the side lengths of all these subtriangles fit together.

Let $P$ be an abstract pseudotriangle with slope sequence $s_{0}, \ldots, s_{n-1}$ with a fixed abstract tiling into triangles. Let $T$ be a subtriangle of this tiling and let $r_{0}, r_{1}, r_{2}$ be the slopes assigned to its sides in clockwise order. Since $r_{0}, r_{1}, r_{2}$ is a slope sequence of a pseudotriangle, there exists a geometric triangle $T^{\prime}$ with slopes $r_{0}, r_{1}, r_{2}$ in clockwise order. For $i=0,1,2$, we denote by $\ell_{i}>0$ the length of the side of $T^{\prime}$ of slope $r_{i}$. Note that triangles whose sides have the same slopes are homothetic. If also the clockwise order of the slopes is the same, they are positive homothetic. Thus
we can obtain $T^{\prime}$ from $T$ by scaling it with a unique factor $y_{T}>0$ and translating it. For each edge $e$ of the skeleton graph of the given tiling, let $z_{e}$ be a variable representing the length of this edge. For $i=0,1,2$, let $E_{i}$ be the set of edges of the skeleton graph the side of $T$ with slope $s_{i}$ is divided into. Then $y_{T} \ell_{i}=\sum_{e \in E_{i}} z_{e}$. If we denote $-y_{T}$ by $\overline{y_{T}}$, we obtain the equations

$$
\begin{equation*}
\ell_{i}(T) \overline{y_{T}}+\sum_{e \in E_{i}(T)} z_{e}=0, \quad T \text { subtriangle, } i \in\{0,1,2\} \tag{4.2}
\end{equation*}
$$

It remains to express the variables $x_{j}$ in terms of the $z_{e}$. For the pseudosegment corresponding to the slope $s_{j}$, let $E_{j}$ be the set of edges of the outer face of the skeleton graph that are part of this pseudosegment. Then $x_{j}=\sum_{e \in E_{j}} z_{e}$. If we denote $-x_{j}$ by $\overline{x_{j}}$, we obtain the equations

$$
\begin{align*}
x_{j}+\overline{x_{j}} & =0, & & j \in\{0, \ldots, n-1\},  \tag{4.3}\\
\overline{x_{j}}+\sum_{e \in E_{j}} z_{e} & =0, & & j \in\{0, \ldots, n-1\} . \tag{4.4}
\end{align*}
$$

The variable-equation incidence graph of the system of linear equations (4.2)-(4.4) has the following canonical crossing-free drawing (see Fig. 4.13): We start with a crossing-free drawing of the plane graph $G_{\text {skel }}$. The variable-vertices corresponding to the variables $z_{e}$ are placed on the corresponding edge $e$ of $G_{\text {skel }}$. In each inner


Figure 4.13: The incidence graph of the system of equations for a tiled pseudotriangle. Black vertices are variables-vertices, white vertices are equation-vertices. Black squares correspond to variables of the type $\overline{y_{T}}$, black circles correspond to variables of the type $z_{e}$, black triangles pointing up correspond to variables of the type $x_{j}$, and black triangles pointing down correspond to variables of the type $\overline{x_{j}}$. The labels of the edges are the coefficients of the variables in the equations. The coefficients of the unlabeled edges are 1.
face $f$ of $G_{\text {skel }}$ we place a star with three leaves. Let $T$ be the subtriangle the face $f$ corresponds to. Then the central vertex of the star is the variable-vertex corresponding to $\overline{y_{T}}$ and the three leaves of the star are in clockwise order the equationvertices corresponding to the equations $\ell_{i}(T) \overline{y_{T}}+\sum_{e \in E_{i}(T)} z_{e}=0$ for $i=0,1,2$. Note that the remaining adjacent variable-vertices of these three equation-vertices are on the boundary of the face $f$ and can be connected to them inside this face without producing crossings since we have chosen the clockwise order of the three equationvertices appropriately. Further, we place the equation-vertices corresponding to the equations $\overline{x_{j}}+\sum_{e \in E_{j}} z_{e}=0$ for $j=0, \ldots, n-1$ in the outer face of $G_{\text {skel }}$ and connect them to their adjacent vertices on the edges of the outer face of $G_{\text {skel }}$ without producing crossings. We do this in such a way that afterwards all these equation-vertices are incident to the outer face of the drawing of the incidence graph. Finally, we attach a path of length three to each of these equation-vertices in the outer face of the incidence graph. The three vertices of this path are a variable-vertex corresponding to a variable $\overline{x_{j}}$, an equation-vertex corresponding to an equation $x_{j}+\overline{x_{j}}=0$, and a variable-vertex corresponding to a variable $x_{j}$. The following lemma collects some properties of this drawing.

Lemma 4.20. The variable-equation incidence graph of the system of equations (4.2)-(4.4) has a crossing-free drawing such that the following four properties hold:
(i) All inner faces are simple cycles of length 10.
(ii) Each of the variable-vertices $x_{0}, \ldots, x_{n-1}$ appears exactly once in the clockwise traversal of the outer face and they appear in this order.
(iii) The walk on the outer face from $x_{i}$ to $x_{i+1}$ is a simple path of length 14 if $s_{i}$ and $s_{i+1}$ are the slopes of sides of the same concave arc of $P$.
(iv) The walk on the outer face from $x_{i}$ to $x_{i+1}$ is a simple path of length 12 if $s_{i}$ and $s_{i+1}$ are the slopes of sides of different concave arcs of $P$.

Proof. Let $H$ be the variable-equation incidence graph of the system of equations (4.2)-(4.4) with its canonical embedding. That the variable-vertices $x_{0}, \ldots, x_{n-1}$ appear exactly once in the traversal of the outer face of $H$ immediately follows from the construction of the drawing. That they appear in the correct order, follows from the correct order of the pseudosegments on the outer face of $G_{\text {skel }}$.

Note that each vertex $v$ of $G_{\text {skel }}$ either corresponds to an inner face of $H$ or to a walk on the outer face of $H$ between two vertices $x_{i}$ and $x_{i+1}$. Each vertex $v$ of $G_{\text {skel }}$ is the endpoint of either one or two peudosegments. If it is the endpoint of only one pseudosegment and the incident edge of $v$ corresponding to this pseudosegment is not part of the outer face of $G_{\text {skel }}$, then $v$ corresponds to an inner face of $H$. If $v$ is the endpoint of only one pseudosegment and the incident edge of $v$ corresponding to this pseudosegment is part of the outer face of $G_{\text {skel }}$, then $v$ corresponds to a walk on the outer face of $H$ between two vertices $x_{i}$ and $x_{i+1}$ such that $s_{i}$ and $s_{i+1}$ are the slopes of sides of the same concave arc of $P$. And if $v$ is the endpoint of two pseudosegments, then it corresponds to a walk on the outer face of $H$ between two
vertices $x_{i}$ and $x_{i+1}$ such that $s_{i}$ and $s_{i+1}$ are the slopes of sides of different concave arcs of $P$. With these observations the counts given in the statement of the lemma can easily be verified.

In the following we will show that equation (4.1) is equivalent to the system of equations (4.2)-(4.4).
Lemma 4.21. Each solution of the equations (4.2)-(4.4) fulfills the equation (4.1). Each solution of (4.1) can be extended to a solution of (4.2)-(4.4).

Proof. We will prove both directions by induction on the number of triangles the pseudotriangle is decomposed into.

If there is only one triangle, both directions are clear. So let us assume that the pseudotriangle $P$ is decomposed into at least two triangles. We will use the same notations for the first cut of $P$ as earlier in this section when we described the cutting of $P$, compare Fig. 4.12. We also assume that $l_{k}$ is part of the concave arc between $p_{B^{\prime}}$ and $p_{C^{\prime}}$. The case that $l_{k}$ is part of the concave arc between $p_{C^{\prime}}$ and $p_{A^{\prime}}$ is symmetric.

Let $G_{\text {skel }}^{\prime}$ and $G_{\text {skel }}^{\prime \prime}$ be the skeleton graphs of $P^{\prime}$ and $P^{\prime \prime}$, respectively. For a pseudosegment $l$ and two vertices $v$ and $w$ on $l$ in $G_{\text {skel }}$, we denote by $E_{l[v, w]}$ the set of edges of $G_{\text {skel }}$ belonging to the part of $l$ between $v$ and $w$. If $\left|E_{[[v, w]}\right|=1$, we also use the notation $e_{l[v, w]}$. For the edges of $G_{\text {skel }}^{\prime}$ and $G_{\text {skel }}^{\prime \prime}$, we use the analogous notations $E_{l[v, w]}^{\prime}, e_{l[v, w]}^{\prime}$ and $E_{l[v, w]}^{\prime \prime}, e_{l[v, w]}^{\prime \prime}$, respectively.

In the following, we consider the system of equations (4.2)-(4.4) for the entire pseudotriangle $P$ but also the systems for the two subpseudotriangles $P^{\prime}$ and $P^{\prime \prime}$. We denote these systems of linear equations by $\mathcal{A}_{P}, \mathcal{A}_{P^{\prime}}$, and $\mathcal{A}_{P^{\prime \prime}}$, respectively. Analogously, we denote equation (4.1) for $P, P^{\prime}$, and $P^{\prime \prime}$ by $\mathcal{B}_{P}, \mathcal{B}_{P^{\prime}}$, and $\mathcal{B}_{P^{\prime \prime}}$, respectively. In this proof, for $i=0, \ldots, n-1$, we denote the variables $x_{i}$ by $x_{l_{i}}$. Apart from that, we use the same names for the variables of $\mathcal{A}_{P}$ and $\mathcal{B}_{P}$ as before. The names of the variables of $\mathcal{A}_{P^{\prime}}, \mathcal{B}_{P^{\prime}}$ and $\mathcal{A}_{P^{\prime \prime}}, \mathcal{B}_{P^{\prime \prime}}$ are primed versions of the variable names for $\mathcal{A}_{P}, \mathcal{B}_{P}$, i.e., $x_{l}^{\prime}, y_{T}^{\prime}, z_{e}^{\prime}$ and $x_{l}^{\prime \prime}, y_{T}^{\prime \prime}, z_{e}^{\prime \prime}$, respectively.

Now let us assume that we have a solution of $\mathcal{A}_{P}$. We will assign values to the variables of $\mathcal{A}_{P^{\prime}}$ that fulfill the equations of $\mathcal{A}_{P^{\prime}}$. For all edges $e_{l_{j}[v, w]}^{\prime}$ of $G_{\text {skel }}^{\prime}$ on the pseudosegment $l_{j}$, we set $z_{e_{l_{j}}^{\prime}(v, w]}^{\prime}:=\sum_{e \in E_{l_{j}[v, w]}} z_{e}$. Further, we set $x_{l_{j}}^{\prime}:=-\sum_{e \in E_{l_{j}\left[c_{j}, p\right]}} z_{e}$ and $\bar{x}_{\bar{l}_{j}}^{\prime}:=-x_{\bar{l}_{j}}^{\prime}$. Finally, we set $x_{l_{k}}^{\prime}:=\sum_{e \in E_{l_{k}\left[c_{k-1}, p\right]}}$ and $\bar{x}_{l_{k}}^{\prime}:=-x_{l_{k}}^{\prime}$ and take the values of all other variables of $\mathcal{A}_{P^{\prime}}$ from the solution of $\mathcal{A}_{P}$, i.e., we set $x^{\prime}:=x$ for all variables $x^{\prime}$ of $\mathcal{A}_{P^{\prime}}$ not explicitly mentioned. By construction, this is a solution of $\mathcal{A}_{P^{\prime}}$. Therefore, by induction we have

$$
\sum_{i=j+1}^{k-1} x_{l_{i}} s_{i}+\left(\sum_{e \in E_{l_{k}\left[c_{k-1}, p\right]}} z_{e}\right) s_{k}-\left(\sum_{e \in E_{l_{j}\left[c_{j}, p\right]}} z_{e}\right) s_{j}=\sum_{i=j+1}^{k} x_{l_{i}}^{\prime} s_{i}+x_{\overline{l_{j}}}^{\prime}\left(-s_{j}\right)=0
$$

Similarly, for $P^{\prime \prime}$, we obtain by induction

$$
\sum_{i=k+1}^{j-1} x_{l_{i}} s_{i}+\left(\sum_{e \in E_{l_{j}\left[c_{j-1}, c_{j}\right]}} z_{e}+\sum_{e \in E_{l_{j}\left[c_{j}, p\right]}} z_{e}\right) s_{j}+\left(\sum_{e \in E_{l_{k}\left[p, c_{k}\right]}}\right) z_{e} s_{k}=0
$$

By adding these two equations, we obtain

$$
\sum_{i \in\{0, \ldots, n-1\} \backslash\{j, k\}} x_{l_{i}} s_{i}+\left(\sum_{e \in E_{l_{k}\left[c_{k-1}, c_{k}\right]}} z_{e}\right) s_{k}+\left(\sum_{e \in E_{l_{j}\left[c_{j-1}, c_{j}\right]}} z_{e}\right) s_{l}=0
$$

which is equivalent to $\mathcal{B}_{P}$ since $\sum_{e \in E_{l_{k}\left[c_{k-1}, c_{k}\right]}} z_{e}=x_{l_{k}}$ and $\sum_{e \in E_{l_{j}\left[c_{j-1}, c_{j}\right]}} z_{e}=x_{l_{j}}$ by $\mathcal{A}_{P}$.

Now assume that we have a solution of $\mathcal{B}_{P}$.
Claim 1. There are $x_{\bar{l}_{j}}^{\prime}, x_{l_{k}}^{\prime} \in \mathbb{R}$ such that $\sum_{i=j+1}^{k-1} x_{l_{i}} s_{i}+x_{l_{k}}^{\prime} s_{k}-x_{\bar{l}_{j}}^{\prime} s_{j}=0$.
Proof. If $s_{j}$ and $s_{k}$ are linearly independent in $\mathbb{R}^{2}$, this is clear. So we assume that $s_{j}$ and $s_{k}$ are parallel or antiparallel and distinguish these two cases.
i) Let $s_{j}=s_{k}$. Then

$$
\pi=\alpha_{\mathrm{r}}\left(s_{j}, s_{k}\right)=\sum_{i=j}^{k-1} \alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)-(k-j-1) \pi
$$

and, therefore,

$$
\sum_{i=k}^{j-1+n} \alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)=(n-2) \pi-\sum_{i=j}^{k-1} \alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)=((j-1+n)-(k-1)-2) \pi .
$$

Since $\sum_{i=k}^{j-1+n} \alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)$ attains this value only if two of the angles $\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)$, $i=k, \ldots, j-1+n$, are 0 and the remaining angles are $\pi$, this implies that $\sum_{i=k+1}^{j-1+n} x_{l_{i}} s_{i}, s_{j}$, and $s_{k}$ are pairwise linearly dependent. Hence, also $\sum_{i=j+1}^{k-1} x_{l_{i}} s_{i}=-\sum_{i=k}^{j+n} x_{l_{i}} s_{i}, s_{j}$, and $s_{k}$ are pairwise linearly dependent.
ii) Let $s_{j}=-s_{k}$. Then

$$
0=\alpha_{\mathrm{r}}\left(s_{j}, s_{k}\right)=\sum_{i=j}^{k-1} \alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)-(k-j-1) \pi
$$

Since $\sum_{i=j}^{k-1} \alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right)=(k-j-1) \pi$ is only possible if one of the angles $\alpha_{\mathrm{r}}\left(s_{i}, s_{i+1}\right), i=j, \ldots, k-1$, is 0 and the remaining angles are $\pi$, this implies that $\sum_{i=j+1}^{k-1} x_{l_{i}} s_{i}, s_{j}$, and $s_{k}$ are pairwise linearly dependent.
Hence, in both cases we can set $x_{\bar{l}_{j}}^{\prime}:=0$ and choose $x_{l_{k}}^{\prime}$ appropriately.
Taking the values $x_{\bar{l}_{j}}^{\prime}, x_{l_{k}}^{\prime}$ from Claim 1, it follows from $\mathcal{B}_{P}$ that $\sum_{i=k+1}^{j-1} x_{l_{i}} s_{i}+$ $\left(x_{l_{k}}-x_{l_{k}}^{\prime}\right) s_{k}+\left(x_{l_{j}}-x_{\bar{l}_{j}}^{\prime}\right) s_{j}=0$. Thus we obtain a solution of $\mathcal{B}_{P^{\prime}}$ by setting $x_{l_{i}}^{\prime}:=x_{l_{i}}$ for $i=j+1, \ldots, k-1$ and a solution of $\mathcal{B}_{P^{\prime \prime}}$ by setting $x_{l_{j}}^{\prime \prime}:=x_{l_{j}}+x_{\bar{l}_{j}}^{\prime}, x_{l_{k}}^{\prime \prime}:=x_{l_{k}}-x_{l_{k}}^{\prime}$, and $x_{l_{i}}^{\prime \prime}:=x_{l_{i}}$ for $i=k+1, \ldots, j-1$. By induction, these solutions can be extended to solutions of $\mathcal{A}_{P^{\prime}}$ and $\mathcal{A}_{P^{\prime \prime}}$, respectively.

Let $p=v_{0}, v_{1}, \ldots, v_{m}=c_{l}$ be the path in $G_{\text {skel }}$ on the pseudosegment $l_{j}$ from $p$ to $c_{l}$. Note that $p$ is a vertex of $G_{\text {skel }}^{\prime}$ and $G_{\text {skel }}^{\prime \prime}$ and that, for $i=1, \ldots, m$, the
vertex $v_{i}$ is a vertex of exactly one of the graphs $G_{\text {skel }}^{\prime}$ and $G_{\text {skel }}^{\prime \prime}$. For $i=1, \ldots, m$, if $v_{i}$ is a vertex of $G_{\text {skel }}^{\prime}$, we set

$$
z_{e_{l_{j}\left[v_{i-1}, v_{i}\right]}}:=\sum_{e \in E_{l_{j}\left[c, c, v_{i}\right]}^{\prime}} z_{e}^{\prime}-\sum_{e \in E_{l_{j}\left[c, v_{i}, v_{i-1}\right]}} z_{e}
$$

and, if $v_{i}$ is a vertex of $G_{\text {skel }}^{\prime \prime}$, we set

$$
z_{e_{l_{j}\left[v_{i-1}, v_{i}\right]}}:=\sum_{e \in E_{l_{j}\left[c_{l}, v_{i}\right]}^{\prime}} z_{e}^{\prime \prime}-\sum_{e \in E_{l_{j}\left[c_{l}, v_{i-1}\right]}} z_{e} .
$$

All other variables of $\mathcal{A}_{P}$ are variables of exactly one of the systems $\mathcal{A}_{P^{\prime}}$ and $\mathcal{A}_{P^{\prime \prime}}$. By taking their values from the solutions of these systems, we obtain a solution of $\mathcal{A}_{P}$ that extends the given solution of $\mathcal{B}_{P}$.

In the following we will prove that the variable-equation incidence graph $H$ of the system of equations (4.2)-(4.4) has a matching in which all equation-vertices are matched. Further, we can choose to some extent which of the variable-vertices are matched. For two different indices $i_{1}, i_{2} \in\{0, \ldots, n-1\}$, we call a perfect matching of $H\left[V(H) \backslash\left\{x_{i}: i \in\{0, \ldots, n-1\} \backslash\left\{i_{1}, i_{2}\right\}\right\}\right]$ an $\left\{x_{i_{1}}, x_{i_{2}}\right\}$-perfect matching of $H$.

Lemma 4.22. Let $i_{1}, i_{2} \in\{0, \ldots, n-1\}$ with $i_{1} \neq i_{2}$. Then there exists an $\left\{x_{i_{1}}, x_{i_{2}}\right\}$ perfect matching of $H$.

Proof. First of all, we remove all variable-vertices of the form $x_{i}$ and their incident equation-vertices from $H$. We call this new graph the reduced variable-equation incidence graph and denote it by $\widetilde{H}$. Note that the existence of an $\left\{x_{i_{1}}, x_{i_{2}}\right\}$ perfect matching of $H$ is equivalent to the existence of a perfect matching of $\widetilde{H}\left[V(\widetilde{H}) \backslash\left\{\overline{x_{i}}: i \in\{0, \ldots, n-1\} \backslash\left\{i_{1}, i_{2}\right\}\right\}\right]$. We call such a matching an $\left\{\overline{x_{i_{1}}}, \overline{x_{i_{2}}}\right\}$ perfect matching of $\vec{H}$.

The proof will be by induction on the number of triangles the pseudotriangle $P$ is decomposed into. If $P$ is a triangle, the existence of the wanted matching is clear, see Fig. 4.14.


Figure 4.14: A maximum matching of the reduced variable-equation incidence graph $\widetilde{H}$ of the system of equations (4.2)-(4.4) in the trivial case $n=3$. Two of the variables $\overline{x_{i}}$ are marked with a red boundary and all vertices except the unmarked variable of the type $\overline{x_{i}}$ are matched.


Figure 4.15: The construction of an $\left\{\overline{x_{i 1}}, \overline{x_{i_{2}}}\right\}$-perfect matching of $\widetilde{H}$ from an $\left\{\overline{x_{i_{1}^{\prime}}}, \overline{x_{i_{2}^{\prime}}}\right\}$ perfect matching of $H^{\prime}$ and an $\left\{\overline{x_{1}^{\prime \prime}}, \overline{x_{i_{2}^{\prime \prime}}}\right\}$-perfect matching of $H^{\prime \prime}$.

Now let us assume that the pseudotriangle $P$ is decomposed into at least two triangles. As in the proof of Lemma 4.21, we will use the same notations for the first cut of $P$ as earlier in this section, when we described the cutting of $P$ (compare Fig. 4.12), and we assume that $l_{k}$ is part of the concave arc between $p_{B^{\prime}}$ and $p_{C^{\prime}}$. The case that $l_{k}$ is part of the concave arc between $p_{C^{\prime}}$ and $p_{A^{\prime}}$ is symmetric.

Let $H^{\prime}$ and $H^{\prime \prime}$ be the reduced variable-equation incidence graphs of the systems of linear equations corresponding to $P^{\prime}$ and $P^{\prime \prime}$, respectively. We choose indices $i_{1}^{\prime}, i_{2}^{\prime}, i_{1}^{\prime \prime}, i_{2}^{\prime \prime}$ such that $i_{1}^{\prime} \neq i_{2}^{\prime}, i_{1}^{\prime \prime} \neq i_{2}^{\prime \prime}$, and $\left\{i_{1}^{\prime}, i_{2}^{\prime}, i_{1}^{\prime \prime}, i_{2}^{\prime \prime}\right\}=\left\{i_{1}, i_{2}, j, k\right\}$ as an equality of multisets. By induction there exists an $\left\{\overline{x_{i_{1}^{\prime}}}, \overline{x_{i_{2}^{\prime}}}\right\}$-perfect matching $M^{\prime}$ of $H^{\prime}$ and an $\left\{\overline{x_{i 1}^{\prime \prime}}, \overline{x_{i_{2}^{\prime \prime}}}\right\}$-perfect matching $M^{\prime \prime}$ of $H^{\prime \prime}$. We will construct an $\left\{\overline{x_{i_{1}}}, \overline{x_{i_{2}}}\right\}$ perfect matching $M$ of $\widetilde{H}$ from $M^{\prime}$ and $M^{\prime \prime}$. Figure 4.15 illustrates this construction.

We add all edges of $M^{\prime}$ and $M^{\prime \prime}$ to $M$ that are not incident to $\overline{x_{j}}$, to $\overline{x_{k}}$, or to $z_{e}$ for an $e \in E_{l_{j}}$. Let $u_{j}$ and $u_{k}$ denote the equation-vertices incident to $\overline{x_{j}}$ and $\overline{x_{k}}$, respectively. Note that all vertices, except $u_{k}$, that are incident to an edge that is currently in $M$ are either vertices of $H^{\prime}$ or vertices of $H^{\prime \prime}$. We distinguish two cases.
i) If $k \in\left\{i_{1}, i_{2}\right\}$, then $k \in\left\{i_{1}^{\prime}, i_{2}^{\prime}\right\}$ and $k \in\left\{i_{1}^{\prime \prime}, i_{2}^{\prime \prime}\right\}$. Thus $\overline{x_{k}}$ is matched with its incident equation-vertex $u_{k}$ in $M^{\prime}$ and $\underline{M}^{\prime \prime}$. Hence, we can add the edge $\overline{x_{k}} u_{k}$ to $M$ and $M$ is currently a matching of $\widetilde{H}$.
ii) If $k \notin\left\{i_{1}, i_{2}\right\}$, then either $k \in\left\{i_{1}^{\prime}, i_{2}^{\prime}\right\}$ or $k \in\left\{i_{1}^{\prime \prime}, i_{2}^{\prime \prime}\right\}$. In this case, we do not add $\overline{x_{k}} u_{k}$ to $M$ and, hence, also in this case, $M$ is currently a matching of $\widetilde{H}$.
The only vertices that still need to be matched to make $M$ an $\left\{\overline{x_{i_{1}}}, \overline{x_{i_{2}}}\right\}$-perfect matching of $\widetilde{H}$ are the variable-vertices $z_{e}$ with $e \in E_{l_{j}}$, some of their incident equation-vertices, and the vertex $\overline{x_{j}}$ if $\overline{x_{j}} \in\left\{i_{1}, i_{2}\right\}$. We denote the variable-vertices $z_{e}$ with $e \in E_{l_{j}\left[p, c_{j}\right]}$ in the order from $p$ to $c_{j}$ by $z_{0}, \ldots, z_{q-1}$ and the variable-vertices $z_{e}$ with $e \in E_{l_{j}\left[c_{j}, c_{j-1}\right]}$ in the order from $c_{j}$ to $c_{j-1}$ by $z_{q}, \ldots, z_{m-1}$. Similarly, in $H^{\prime}$ we denote the variable-vertices $z_{e}^{\prime}$ with $e \in E_{l_{j}\left[p, c_{j}\right]}^{\prime}$ in the order from $p$ to $c_{j}$ by $z_{0}^{\prime}, \ldots, z_{m^{\prime}-1}^{\prime}$ and in $H^{\prime \prime}$ we denote the variable-vertices $z_{e}^{\prime \prime}$ with $e \in E_{l_{j}\left[p, c_{j-1}\right]}^{\prime \prime}$ in the order from $p$


Figure 4.16: Construction of the matching $M$ from the matchings $M^{\prime}$ and $M^{\prime \prime}$ in the different cases distinguished in the proof of Lemma 4.22.
to $c_{j-1}$ by $z_{0}^{\prime \prime}, \ldots, z_{m^{\prime \prime}-1}^{\prime \prime}$. Further, let $q^{\prime \prime}$ be the index such that $z_{q^{\prime \prime}}^{\prime \prime}=z_{e}^{\prime \prime}$ for the edge $e$ of $G_{\text {skel }}^{\prime \prime}$ containing the point $c_{j}$. For $i=0, \ldots, m^{\prime}-1$, we denote the adjacent equation-vertex of $z_{i}^{\prime}$ that is not adjacent to $\overline{x_{j}}$ by $w_{i}^{\prime}$ and, for $i=0, \ldots, m^{\prime \prime}-1$, we denote the adjacent equation-vertex of $z_{i}^{\prime \prime}$ that is not adjacent to $\overline{x_{j}}$ by $w_{i}^{\prime \prime}$. We distinguish two cases.
i) If $j \in\left\{i_{1}, i_{2}\right\}$, then $j \in\left\{i_{1}^{\prime}, i_{2}^{\prime}\right\}$ and $j \in\left\{i_{1}^{\prime \prime}, i_{2}^{\prime \prime}\right\}$ (Fig. 4.16a shows this case). Therefore, $M^{\prime}$ contains all edges $z_{i}^{\prime} w_{i}^{\prime}, i=0, \ldots, m^{\prime}-1$, and $M^{\prime \prime}$ contains all edges $z_{i}^{\prime \prime} w_{i}^{\prime \prime}, i=0, \ldots, m^{\prime \prime}-1$. Then, for $i=0, \ldots, m^{\prime}-1$, we add the edge $w_{i}^{\prime} z_{r}$ to $M$ with $r$ chosen maximal such that there is an edge $w_{i}^{\prime} z_{r}$ in $\widetilde{H}$. Further, for $i=0, \ldots, m^{\prime \prime}-1$, we add the edge $w_{i}^{\prime \prime} z_{s}$ to $M$ with $s$ chosen maximal such that there is an edge $w_{i}^{\prime \prime} z_{s}$ in $\widetilde{H}$. Finally, we add the edge between $x_{j}$ and its incident equation-vertex to $M$.
ii) If $j \notin\left\{i_{1}, i_{2}\right\}$, then either $j \in\left\{i_{1}^{\prime}, i_{2}^{\prime}\right\}$ or $j \in\left\{i_{1}^{\prime \prime}, i_{2}^{\prime \prime}\right\}$.
a) Let us first consider the case that $j \notin\left\{i_{1}^{\prime}, i_{2}^{\prime}\right\}$ (Fig. 4.16b shows this case). Then $z_{i}^{\prime \prime} w_{i}^{\prime \prime} \in M^{\prime \prime}$ for all $i \in\left\{0, \ldots, m^{\prime \prime}-1\right\}$ and there is exactly one $t^{\prime} \in\left\{0, \ldots, m^{\prime}-1\right\}$ such that $z_{t^{\prime}}^{\prime} w_{t^{\prime}}^{\prime} \notin M^{\prime}$. Let $t$ be maximal such that $w_{t^{\prime}}^{\prime} z_{t}$ is an edge of $\widetilde{H}$ and choose $t^{\prime \prime}$ such that $w_{t^{\prime \prime}}^{\prime \prime} z_{t}$ is an edge of $\widetilde{H}$. Then, for $i=0, \ldots, t^{\prime}-1$, we add the edge $w_{i}^{\prime} z_{r}$ to $M$ with $r$ chosen maximal such that there is an edge $w_{i}^{\prime} z_{r}$ in $\widetilde{H}$ and, for $i=t^{\prime}+1, \ldots, m^{\prime}-1$, we add the edge $w_{i}^{\prime} z_{r}$ to $M$ with $r$ chosen minimal such that $w_{i}^{\prime} z_{r}$ is an edge of $\widetilde{H}$. Further, for $i=0, \ldots, t^{\prime \prime}-1$, we add the edge $w_{i}^{\prime \prime} z_{s}$ to $M$ with $s$ maximal such that there is an edge $w_{i}^{\prime \prime} z_{s}$ in $\widetilde{H}$ and, for $i=t^{\prime \prime}, \ldots, m^{\prime \prime}-1$, we add the edge $w_{i}^{\prime \prime} z_{s}$ to $M$ with $s$ chosen minimal such that there is an edge $w_{i}^{\prime \prime} z_{s}$ in $\widetilde{H}$. Note that $z_{q}$ is the only edge-variable-vertex that is still unmatched. Therefore, we add the edge $z_{q} u_{j}$ to $M$ to make $M$ an $\left\{\overline{x_{i}}, \overline{x_{2}}\right\}$-perfect matching of $\widetilde{H}$.
b) Now let us consider the case that $j \in\left\{i_{1}^{\prime}, i_{2}^{\prime}\right\}$. Then $z_{i}^{\prime} w_{i}^{\prime} \in M^{\prime}$ for all $i \in\left\{0, \ldots, m^{\prime}-1\right\}$ and there is exactly one $t^{\prime \prime} \in\left\{0, \ldots, m^{\prime \prime}-1\right\}$ such that $z_{t^{\prime \prime}}^{\prime \prime} w_{t^{\prime \prime}}^{\prime \prime} \notin M^{\prime \prime}$. Let $t$ be maximal such that $w_{t^{\prime \prime}}^{\prime \prime} z_{t}$ is an edge of $\widetilde{H}$. We distinguish two cases.
A) If $t<q$ (Fig. 4.16c shows this case), we choose $t^{\prime}$ such that $w_{t^{\prime}}^{\prime \prime} z_{t}$ is an edge of $\widetilde{H}$. Then, for $i=0, \ldots, t^{\prime}-1$, we add the edge $w_{i}^{\prime} \frac{z_{r}}{H}$ to $M$ with $r$ chosen maximal such that there is an edge $w_{i}^{\prime} z_{r}$ in $\widetilde{H}$ and, for $i=t^{\prime}, \ldots, m^{\prime}-1$, we add the edge $w_{i}^{\prime} z_{r}$ to $M$ with $r$ chosen minimal such that $w_{i}^{\prime} z_{r}$ is an edge of $\widetilde{H}$. Further, for $i=0, \ldots, t^{\prime \prime}-1$, we add the edge $w_{i}^{\prime \prime} z_{s}$ to $M$ with $s$ maximal such that there is an edge $w_{i}^{\prime \prime} z_{s}$ in $\widetilde{H}$ and, for $i=t^{\prime \prime}+1, \ldots, m^{\prime \prime}-1$, we add the edge $w_{i}^{\prime \prime} z_{s}$ to $M$ with $s$ chosen minimal such that there is an edge $w_{i}^{\prime \prime} z_{s}$ in $\widetilde{H}$. Then $z_{q}$ is the only edge-variable-vertex that is still unmatched and we make $M$ an $\left\{\overline{x_{i_{1}}}, \overline{x_{i_{2}}}\right\}$-perfect matching of $\widetilde{H}$ by adding the edge $z_{q} u_{j}$ to it.
B) If $t \geq q$ (Fig. 4.16d shows this case), for $i=0, \ldots, m^{\prime}-1$, we add the edge $w_{i}^{\prime} z_{r}$ to $M$ with $r$ chosen maximal such that there is an edge $w_{i}^{\prime} z_{r}$ in $\widetilde{H}$ and, for $i=0, \ldots, q^{\prime \prime}-1, q^{\prime \prime}+1, \ldots, m^{\prime \prime}-1$, we add the edge $w_{i}^{\prime \prime} z_{s}$ to $M$ with $s$ chosen maximal such that there is an edge $w_{i}^{\prime \prime} z_{r}$ in $\widetilde{H}$. Then $z_{t}$ is the only edge-variable-vertex that is still unmatched and we make $M$ an $\left\{\overline{x_{i_{1}}}, \overline{x_{i_{2}}}\right\}$-perfect matching of $\widetilde{H}$ by adding the edge $z_{t} u_{j}$ to it.
Hence, in each case there exists an $\left\{\overline{x_{1}}, \overline{x_{i_{2}}}\right\}$-perfect matching of $\widetilde{H}$.

### 4.4 Equations for similarly-aligned odd $K$-gon contact representations

In this section, let $K \geq 3$ be an odd integer, let $G$ be an inner triangulation of the $K$-cycle $a_{0}, \ldots, a_{K-1}$ (in clockwise order), let $S$ be a $K$-contact structure of $G$, and let $G_{+}^{\star}:=G_{+}^{\star}(S)$. Further, for each inner vertex $v$ of $G$, let $P_{v}$ be a convex $K$-gon and let $Q$ be a convex $K$-gon with sides $q_{0}, \ldots, q_{K-1}$ in clockwise order such that the $P_{v}$ and $Q$ are similarly-aligned odd $K$-gons. We call $P_{v}$ the prototype of $v$ and $q_{i}$ the prototype of the outer vertex $a_{i}$. We will propose a system of linear equations that allows us to compute a similarly-aligned odd $K$-gon contact representation of $G$ in which each inner vertex $v$ is represented by a homothetic copy of its prototype $P_{v}$ and the outer face is represented by a $K$-gon whose sides have the same slopes as the sides of $Q$ and which induces the $K$-contact structure $S$. If such a contact representation does not exist, the solution of the system will have negative variables.

Description of the system of equations. We start by describing how to obtain the skeleton graph of the contact representation. See Fig. 4.17 for an example of the following construction. The skeleton graph $G_{\text {skel }}$ is a subgraph of the medial graph of $G_{+}^{\star}$. It contains exactly those edges of the medial graph that correspond to


Figure 4.17: Left: the graph $G_{+}^{\star}$ with its 5 -proper coloring. Middle: equiangular prototypes for this graph. Right: the skeleton graph $G_{\text {skel }}$ of the contact representation corresponding to $G_{+}^{\star}$ with colors representing the slopes assigned to the edges (since the prototypes are equiangular, there are only 5 different slopes in total). The contact representation in Fig. 3.13 is a drawing of $G_{\text {skel }}$ using these slopes.
an angle of a normal vertex in an inner face of $G_{+}^{\star}$. We orient the edges of $G_{\text {skel }}$ in clockwise order around each normal vertex of $G_{+}^{\star}$ and assign a slope to each of these oriented edges (if we assign the slope $s$ to the edge $(v, w)$, we also assign the slope $-s$ to the edge $(w, v)$ ). If the edge corresponds to an angle of an inner normal vertex $v$ and this angle lies between the outgoing edges of colors $i$ and $i+1$ in clockwise order in the $K$-proper coloring of $G_{+}^{\star}$ (we denote the set of these edges by $E_{i+\frac{K+1}{2}}(v)$ ), then we assign the slope of $\operatorname{side}_{i+\frac{K+1}{2}}\left(P_{v}\right)$ to this edge. If the edge corresponds to an angle of the outer normal vertex $a_{j}$, then we assign the negation of the slope of the side $q_{j}$ of $Q$ to this edge. Note that the wanted contact representation of $G$ is a straight-line drawing of $G_{\text {skel }}$ in which each edge has the slope that has been assigned to it. Further, note that an inner face of $G_{\text {skel }}$ either corresponds to an inner vertex of $G$ or to an inner face of $G$.

The purpose of the system of linear equations is to find edge lengths for the edges of $G_{\text {skel }}$ in such a drawing with the additional property that the faces of $G_{\text {skel }}$ corresponding to the inner vertices of $G$ are homothets of the given prototypes. We have a variable $x_{e}$ for each edge $e$ of $G_{\text {skel }}$ representing its length and a variable $x_{v}$ for each inner vertex $v$ of $G$ representing the scaling factor of its prototype $P_{v}$. We have equations which ensure that the scaling factor $x_{v}$ of each normal vertex $v$ fits together with the edge lengths $x_{e}$ of the face of $G_{\text {skel }}$ corresponding to $v$. For $i=0, \ldots, K-1$, let $\ell_{i}\left(P_{v}\right)$ be the length of $\operatorname{side}_{i}\left(P_{v}\right)$. Then the sum of the lengths of the edges in $E_{i}(v)$ has to be equal to $x_{v} \ell_{i}\left(P_{v}\right)$, the scaled side length of the prototype:

$$
\begin{equation*}
\sum_{e \in E_{i}(v)} x_{e}-\ell_{i}\left(P_{v}\right) x_{v}=0 \tag{4.5}
\end{equation*}
$$

Further, we have two equations for each inner face $f$ of $G$ ensuring that the edges of the face of $G_{\text {skel }}$ corresponding to $f$ form a closed curve (these are the pseudotriangles). Let $e_{0}, \ldots, e_{k-1}$ be the edges of this face of $G_{\text {skel }}$ and, for $i=0, \ldots, k-1$, let $s_{i}$ be
the slope assigned to $e_{i}$. Then

$$
\begin{equation*}
\sum_{i=0}^{k-1} x_{i} s_{i}=0 \tag{4.6}
\end{equation*}
$$

Finally, we add one more equation to our system stating that the perimeter of the outer $K$-gon of the contact representation is one. With $E_{\text {out }}$ denoting the set of edges of the outer face of $G_{\text {skel }}$, this last equation is

$$
\begin{equation*}
\sum_{e \in E_{\text {out }}} x_{e}=1 \tag{4.7}
\end{equation*}
$$

This equation is the only inhomogeneous equation and will ensure that the solution of the system is unique and not degenerate. We denote the entire system by $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ where $A_{S}$ is a matrix depending on the $K$-contact structure $S$ and $\mathbf{e}_{\mathbf{1}}=(1,0,0, \ldots, 0)$.

For the analysis of the system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ we want to make use of the theory developed in the last section and replace the equations of the type (4.6) by equivalent equations as shown in Lemma 4.21. Therefore, we have to show that the polygons corresponding to the faces of $G$ are pseudotriangles.

Lemma 4.23. Let $e_{0}, \ldots, e_{k-1}$ be the edges of a face $f$ of $G_{\text {skel }}$ corresponding to an inner face of $G$ in clockwise order. Further, for $i=0, \ldots, k-1$, let $s_{i}$ be the slope assigned to $e_{i}$ (in the direction of the clockwise traversal of the face). Then $s_{0}, \ldots, s_{k-1}$ is a slope sequence of a pseudotriangle.

Proof. For all $i$, let $v_{i}$ be the common incident vertex of $e_{i}$ and $e_{i+1}$. By the construction of $G_{\text {skel }}$, exactly three vertices $v_{A}, v_{B}, v_{C}$ incident to $f$ are of degree four and the vertices $v_{i}$ with $i \notin\{A, B, C\}$ are of degree two. Since the prototypes are similarly-aligned odd $K$-gons, for $i \in\{A, B, C\}$, the right angle $\alpha_{i}$ between a side of slope $s_{i}$ and a side of slope $s_{i+1}$ is in the range $0 \leq \beta<\pi$. Since the prototypes are convex polygons, for $i \notin\{A, B, C\}$, the right angle $\alpha_{i}$ between a side of slope $s_{i}$ and a side of slope $s_{i+1}$ is in the range $\pi \leq \alpha_{i}<2 \pi$.

These ranges of the angles $\alpha_{i}$ immediately imply $\sum \alpha_{i} \geq(k-3) \pi$. If the angle between sides of slopes $s$ and $s^{\prime}$ is $\pi$, then $s=s^{\prime}$ and, if the angle is 0 , then $s=-s^{\prime}$. Therefore, it is not possible that $\alpha_{i}=0$ for all $i \in\{A, B, C\}$ and $\alpha_{i}=\pi$ for all $i \notin\{A, B, C\}$. Hence, we have $\sum \alpha_{i}>(k-3) \pi$ and thus $\sum \alpha_{i} \geq(k-2) \pi$.

The slopes assigned to the edges of $G_{\text {skel }}$ define a value for each angle between two consecutive incident edges of a vertex of $G_{\text {skel }}$. For the vertices of degree two, it is clear that the sum of the values of the two incident angles is $2 \pi$. For a vertex $v$ of degree four, let $r_{0}, \ldots, r_{3}$ be the slopes assigned to the incident edges of $v$ (in outgoing orientation for $v$ ) in clockwise order. Then the sum of the values of the four incident angles of $v$ is $2 \pi$ if and only if the slopes $r_{0}, \ldots, r_{3}$ are sorted in clockwise direction in this order (otherwise the sum is $4 \pi$ or $6 \pi$ ). Since the prototypes are similarly-aligned, this is the case for all vertices $v$ of degree four. Therefore, for all vertices of $G_{\text {skel }}$, the sum of the values of the two incident angles is $2 \pi$.

The values of the outer angles of the outer face $f_{0}$ of $G_{\text {skel }}$ are equal to the outer angles of a subdivision of $Q$. Since $Q$ is a simple polygon, the sum of the values of
the outer angles of $f_{\mathrm{o}}$ is $\left(\operatorname{deg}\left(f_{\mathrm{o}}\right)+2\right) \pi$. For an inner face $f^{\prime}$ of $G_{\text {skel }}$ corresponding to an inner vertex $v$ of $G$, the values of the inner angles of $f^{\prime}$ are equal to the inner angles of a subdivision of the prototype $P_{v}$. Thus, since $P_{v}$ is a simple polygon, the sum of the values of the inner angles of $f^{\prime}$ is $\left(\operatorname{deg}\left(f^{\prime}\right)-2\right) \pi$. For the inner faces $f$ of $G_{\text {skel }}$ corresponding to an inner face of $G$, we have shown above that the sum of the values of the inner angles of $f^{\prime}$ is at least $\left(\operatorname{deg}\left(f^{\prime}\right)-2\right) \pi$. Let $V, E, F$ be the sets of vertices, edges, and faces of $G_{\text {skel }}$. Then, by double counting the sum of the values of all these angles, we obtain

$$
|V| \cdot 2 \pi \geq \sum_{f^{\prime} \in F \backslash\left\{f_{0}\right\}}\left(\operatorname{deg}\left(f^{\prime}\right)-2\right) \pi+\left(\operatorname{deg}\left(f_{\mathrm{o}}\right)+2\right) \pi=(2|E|-2|F|+4) \pi=2|V| \pi
$$

where the last equality is due to Euler's formula. Therefore, the first inequality has to be fulfilled with equality. In particular, coming back to the face $f$, this implies $\sum \alpha_{i}=(k-2) \pi$. Hence, $s_{0}, \ldots, s_{k-1}$ is a slope sequence of a pseudotriangle.

We denote the system of equations obtained from $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ by replacing each equation of the type (4.6) according to Lemma 4.21 by $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$.

Unique solvability. Now we will prove that the system of equations $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is uniquely solvable. For this purpose we need a technical lemma about perfect matchings in plane bipartite graphs. The lemma is well known from the context of Pfaffian orientations, see, e.g., [Tho06]. We include a proof for completeness. Let $H$ be a bipartite graph with vertex classes $\left\{v_{1}, \ldots, v_{k}\right\}$ and $\left\{w_{1}, \ldots, w_{k}\right\}$. Then a perfect matching of $H$ induces a permutation $\sigma \in \mathcal{S}_{k}$ via $\sigma(i)=j: \Leftrightarrow\left\{v_{i}, w_{j}\right\} \in M$. We define the $\operatorname{sign} \operatorname{sgn}(M)$ of a perfect matching $M$ of $H$ as the sign of the corresponding permutation. Note that the $\operatorname{sign} \operatorname{sgn}(M)$ of a perfect matching $M$ depends on the labeling of the vertices of $H$, but the product $\operatorname{sgn}(M) \operatorname{sgn}\left(M^{\prime}\right)$ of the signs of two perfect matchings $M, M^{\prime}$ does not depend on it.

Lemma 4.24. Let $H$ be a bipartite graph and let $M, M^{\prime}$ be two perfect matchings of $H$. Then the symmetric difference of $M$ and $M^{\prime}$ is the disjoint union of a set $\mathcal{C}$ of simple cycles. For $r=0,2$, let $\mathcal{C}_{r}=\{C \in \mathcal{C}: \ell(C) \equiv r(\bmod 4)\}$ where $\ell(C)$ is the length of $C$. Then $\operatorname{sgn}(M)=\operatorname{sgn}\left(M^{\prime}\right)$ if and only if $\left|\mathcal{C}_{0}\right|$ is even.

Proof. Let $\mathcal{C}_{0}=\left\{C_{1}, \ldots, C_{k}\right\}$ and $\mathcal{C}_{2}=\left\{C_{1}^{\prime}, \ldots, C_{m}^{\prime}\right\}$. Further, for $i=1, \ldots, k$, let $\ell\left(C_{i}\right)=4 n_{i}$ and, for $j=1, \ldots, m$, let $\ell\left(C_{j}^{\prime}\right)=4 n_{j}^{\prime}+2$. For each $C \in \mathcal{C}$, on the vertices of $C$, the permutations $\sigma$ and $\sigma^{\prime}$ corresponding to $M$ and $M^{\prime}$, respectively, differ in a cyclic permutation $\tau_{C}$ of length $\frac{\ell(C)}{2}$, see Fig. 4.18. Hence, we have $\sigma^{\prime}=\sigma \circ \tau_{C_{1}} \circ \cdots \circ \tau_{C_{k}} \circ \tau_{C_{1}^{\prime}} \circ \cdots \circ \tau_{C_{m}^{\prime}}$ and therefore

$$
\begin{aligned}
\operatorname{sgn}\left(\sigma^{\prime}\right) & =\operatorname{sgn}(\sigma) \cdot \operatorname{sgn}\left(\tau_{C_{1}}\right) \cdots \operatorname{sgn}\left(\tau_{C_{k}}\right) \cdot \operatorname{sgn}\left(\tau_{C_{1}^{\prime}}\right) \cdots \operatorname{sgn}\left(\tau_{C_{m}^{\prime}}\right) \\
& =\operatorname{sgn}(\sigma) \cdot(-1)^{2 n_{1}-1} \cdots(-1)^{2 n_{k}-1} \cdot(-1)^{2 n_{1}^{\prime}} \cdots(-1)^{2 n_{m}^{\prime}} \\
& =\operatorname{sgn}(\sigma) \cdot(-1)^{k},
\end{aligned}
$$

which implies the statement.


Figure 4.18: Two perfect matchings (solid and dashed) of the same bipartite graph and the corresponding permutations $\sigma$ and $\sigma^{\prime}$ in red and blue, respectively. With the cyclic permutations $\tau_{i}$ we have $\sigma^{\prime}=\sigma \circ \tau_{1} \circ \tau_{2} \circ \tau_{3}$.

Lemma 4.25. If $H$ is a plane graph such that every inner face $f$ of $H$ is bounded by a simple cycle of length $\ell_{f} \equiv 2(\bmod 4)$, then any two perfect matchings $M, M^{\prime}$ of $H$ fulfill $\operatorname{sgn}(M)=\operatorname{sgn}\left(M^{\prime}\right)$.

Proof. We will first show a relation between the length of a simple cycle and the number of vertices enclosed by it.

Claim 1. Let $C$ be a simple cycle of length $\ell$ in $H$ with $k$ vertices in its interior. Then $\ell+2 k \equiv 2(\bmod 4)$.

Proof. The proof is by induction on the number of faces enclosed by $C$. If $C$ is a facial cycle, then $k=0$ and $\ell \equiv 2(\bmod 4)$ by the conditions of this lemma. Otherwise, let $P$ be a simple chordal path of $C$ that intersects $C$ exactly at its two endpoints. Further, let $\ell_{P}$ be the length of $P$. The path $P$ splits $C$ into two simple cycles $C^{\prime}$ and $C^{\prime \prime}$. Let $\ell^{\prime}$ and $\ell^{\prime \prime}$ be the lengths of $C^{\prime}$ and $C^{\prime \prime}$, respectively, and let $k^{\prime}$ and $k^{\prime \prime}$ be the numbers of vertices in the interiors of $C^{\prime}$ and $C^{\prime \prime}$, respectively. Then $\ell^{\prime}+\ell^{\prime \prime}=\ell+2 \ell_{P}$ and $k=k^{\prime}+k^{\prime \prime}+\ell_{P}-1$. Together, this gives $\ell+2 k=\left(\ell^{\prime}+2 k^{\prime}\right)+\left(\ell^{\prime \prime}+2 k^{\prime \prime}\right)-2$. Since, by induction, we have $\ell^{\prime}+2 k^{\prime} \equiv 2(\bmod 4)$ and $\ell^{\prime \prime}+2 k^{\prime \prime} \equiv 2(\bmod 4)$, this implies $\ell+2 k \equiv 2(\bmod 4)$.

The symmetric difference of $M$ and $M^{\prime}$ is the disjoint union of simple cycles $C_{1}, \ldots, C_{m}$ each of which contains an even number of vertices in its interior. Therefore, due to Claim $1, \ell_{i} \equiv 2(\bmod 4)$ for $i=1, \ldots, m$ and the statement of the lemma follows from Lemma 4.24.

Now we have everything together that we need to prove the unique solvability of the system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$.

Theorem 4.26. The system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is uniquely solvable.
Proof. Due to Lemma 4.21 it suffices to show that the system $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is uniquely solvable. The matrix $A_{S}^{\prime}$ is a square matrix as we will implicitly show later in Claim 1. Therefore, we can prove the unique solvability by showing that $\operatorname{det}\left(A_{S}^{\prime}\right) \neq 0$. Note that all entries of $A_{S}^{\prime}$ are non-negative.

Let $H$ be the incidence graph of the system $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$. Then we have

$$
\operatorname{det}\left(A_{S}^{\prime}\right)=\sum_{\sigma} \operatorname{sgn}(\sigma) \prod_{i}\left(A_{S}^{\prime}\right)_{i, \sigma(i)}=\sum_{M} \operatorname{sgn}(M) p_{M},
$$

where the second sum goes over all perfect matchings $M$ of $H$ and where $p_{M}>0$ is a product of positive entries of $A_{S}^{\prime}$ for all perfect matchings $M$.

Next we will define a crossing-free embedding of $H$ into the plane. We start with a crossing-free drawing of $G_{+}^{\star}$, in which single edges are straight lines and multiple edges are allowed to have one bend. Then we put pairwise disjoint disks around all normal vertices. We put a second, smaller circle around the inner normal vertices. The smaller circle around a normal vertex $u$ is cut at the outgoing edges of $u$ into $K$ arcs. These $K$ arcs are the drawings of the $K$ equation-vertices incident to $u$. The larger circle around $u$ is cut into arcs at all incident edges of $u$. These arcs are the drawings of edge-variable-vertices. Then we add edges between $u$ and all arcs on the smaller circle around $u$, and we add edges between an arc on the smaller and an arc on the larger circle around $u$ if there is a straight line crossing $u$ and both arcs. See Fig. 4.19 for an illustration.

Each inner face $f$ of the induced drawing of $G$ contains the drawings of the edge-variable-vertices corresponding to exactly those edges of $G_{\text {skel }}$ that are part of the boundary of the corresponding pseudotriangle $P_{f}$. The remaining variables and equations corresponding to $P_{f}$ can then be embedded inside this face according to Lemma 4.20.

We want to mention that, except for Fig. 4.19, we will not draw vertices as arcs in figures. The arcs only serve as a tool to define the embedding.


Figure 4.19: Gadget for embedding the incidence graph $H$ of $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ into the plane. In the center we have an inner normal vertex. Its incident edges of $G_{+}^{\star}$ are drawn in gray. The gadget itself is drawn in black with white equation-vertices and black variable-vertices.

Claim 1. The graph $H$ has a perfect matching.
Proof. We describe an explicit construction of a perfect matching of $H$. We look at the unique $K$-proper coloring of $G_{+}^{\star}$. The $K$ equation-vertices adjacent to an inner normal vertex $u$ of $G_{+}^{\star}$ are corresponding to the $K$ colors: an equation-vertex has color $c$ if it is opposite to the outgoing edge of color $c$. We always match the vertex $u$ with the equation-vertex of color $\frac{K-1}{2}$. The equation-vertices of colors $0, \ldots, \frac{K-3}{2}$ are matched with the adjacent edge-variable-vertex that precedes $u$ in the clockwise order of adjacent vertices and the equation-vertices of colors $\frac{K+1}{2}, \ldots, K-1$ are matched with the adjacent edge-variable-vertex that succeeds $u$ in the clockwise order of adjacent vertices. See Fig. 4.20 for an illustration.

Now we will show that exactly two edge-variable-vertices of every stack vertex $f$ remain unmatched. Let $v_{0}^{(0)}, \ldots, v_{k_{0}-1}^{(0)}, v_{0}^{(1)}, \ldots, v_{k_{1}-1}^{(1)}$, and $v_{0}^{(2)}, \ldots, v_{k_{2}-1}^{(2)}$ be the edge-variable-vertices of the three concave arcs of $P_{f}$ in counterclockwise order (see Fig. 4.21), and let $c_{i}^{(j)}$ be the color of $v_{i}^{(j)}$. Further, for $j=0,1,2$, let $v_{j}$ be the vertex-variable-vertex corresponding to the vertices $v_{i}^{(j)}$ (we also denote the corresponding normal vertex of $G^{\star}$ by $v_{j}$ ). Note that $c_{k_{j}-1}^{(j)}=c_{0}^{(j+1)}+\frac{K-1}{2}$ for $j=0,1,2$ and upper indices taken modulo 3 .

We will now take a closer look which of the vertices $v_{i}^{(j)}$ are already matched. Let $j \in\{0,1,2\}$. If $i \notin\left\{0, k_{j}-1\right\}$, then $v_{i}^{(j)}$ and $v_{j}$ are the only neighbors of their common adjacent equation-vertex. Since $v_{j}$ is matched with its adjacent equation-vertex of color $\frac{K-1}{2}$, this leads to the following observation.
Fact 1. Let $i \in\left\{1, \ldots, k_{j}-2\right\}$. Then the vertex $v_{i}^{(j)}$ is already matched if and only if $c_{i}^{(j)} \neq \frac{K-1}{2}$.

If the edge $v_{j} v_{j+1}$ is oriented from $v_{j}$ to $v_{j+1}$ in $G_{+}^{\star}$, then $v_{k_{j}-1}^{(j)}$ precedes $v_{j}$ in the clockwise order of adjacent vertices of its adjacent equation-vertex and $v_{0}^{j+1}$ does not succeed $v_{j+1}$ in the clockwise order of adjacent vertices of its adjacent equation-


Figure 4.20: Illustration of the matching rule for the $K$ equation-vertices corresponding to an inner vertex of $G$. In the center there is a vertex-variable-vertex $u$. The white vertices are its adjacent equation-vertices corresponding to the colors $0, \ldots, K-1$. The outer black vertices are their adjacent edge-variable-vertices.


Figure 4.21: The edge-variable-vertices corresponding to stack vertex.
vertex. Therefore, if $c_{k_{j}-1}^{(j)} \in\left\{0, \ldots, \frac{K-3}{2}\right\}$ (and thus $c_{0}^{(j+1)} \in\left\{\frac{K+1}{2}, \ldots, K-1\right\}$ ), the vertex $v_{k_{j}-1}^{(j)}$ is already matched and $v_{0}^{(j+1)}$ is not matched yet. Similarly, it follows that if the edge $v_{j} v_{j+1}$ is oriented from $v_{j+1}$ to $v_{j}$ in $G_{+}^{\star}$ and the colors $c_{k_{j}}^{(j)}$ and $c_{0}^{(j+1)}$ are in the same ranges as before, then $v_{0}^{(j+1)}$ is already matched, but $v_{k_{j}}^{(j)}$ is not matched yet. This leads to the following observation.
Fact 2. If $c_{k_{j}-1}^{(j)} \in\left\{0, \ldots, \frac{K-3}{2}\right\}$ (or equivalently $c_{0}^{(j+1)} \in\left\{\frac{K+1}{2}, \ldots, K-1\right\}$ ), then exactly one of $v_{k_{j}-1}^{(j)}$ and $v_{0}^{(j+1)}$ is already matched.

Now we distinguish two cases. See Fig. 4.22 for examples of these two cases.
i) First, we assume that there is an edge-variable-vertex of color $\frac{K-1}{2}$. After possibly relabeling the three concave arcs, we can assume that $c_{i^{*}}^{(0)}=\frac{K-1}{2}$ for some $i^{*}$. Then $v_{i^{*}}^{(0)}$ is not matched yet. Since the colors $c_{i}^{(j)}$ are pairwise different, it follows from Fact 1 that, for all $j$ and $i$ with $i \notin\left\{0, k_{j}-1\right\}$ and $(j, i) \neq\left(0, i^{*}\right)$, the vertex $v_{i}^{(j)}$ is already matched. We will now consider the cases where $i \in\left\{0, k_{j}-1\right\}$. If $i^{*} \neq 0$, then $c_{0}^{(0)} \in\left\{1, \ldots, \frac{K-3}{2}\right\}$ and, since $k_{0} \neq 1$, the vertex $v_{0}^{(0)}$ precedes $v_{0}$ in the clockwise order of adjacent vertices of their common adjacent equation-vertex. Hence, $v_{0}^{(0)}$ is already matched in this case. Analogously, it follows that $v_{k_{0}-1}^{(0)}$ is already matched if $i^{*} \neq k_{0}-1$. If $k_{1}=1$, then $v_{0}^{(1)}=v_{k_{1}-1}^{(1)}$ and will be considered when we consider $v_{k_{1}-1}^{(1)}$. Otherwise, if $k_{1} \neq 1$, then $c_{0}^{(1)} \in\left\{0, \ldots, \frac{K-3}{2}\right\}$ and $v_{0}^{(1)}$ precedes $v_{1}$ in the clockwise order of adjacent vertices of their common adjacent equation-vertex. Hence, $v_{0}^{(1)}$ is already matched in this case. Analogously, it follows that $v_{k_{2}-1}^{(2)}$ is already matched if $k_{2} \neq 1$. Finally, since $c_{k_{1}-1}^{(1)}\left\{0, \ldots, \frac{K-3}{2}\right\}$, it follows from Fact 2 that exactly one of $v_{k_{1}-1}^{(1)}$ and $v_{0}^{(2)}$ is already matched.


Figure 4.22: Left: examples of the two cases in the proof of Claim 1. In each case exactly two of the edge-variable-vertices are not matched. Right: visualizations of the three arcs of each of the two pseudotriangles explaining the matching edges.
ii) Now we assume that there is no edge-variable-vertex of color $\frac{K-1}{2}$. Then, for $j=0,1,2$, exactly one of $c_{k_{j}-1}^{(j)}$ and $c_{0}^{(j+1)}$ is contained in $\left\{0, \ldots, \frac{K-3}{2}\right\}$ and the other one in $\left\{\frac{K+1}{2}, \ldots, K-1\right\}$. Therefore, exactly three of the $c_{0}^{(j)}$ and $c_{k_{j}-1}^{(j)}$ are contained in each of these two parts. Thus, after possibly relabeling the three concave arcs, we can assume that $c_{k_{0}-1}^{(0)}, c_{0}^{(2)}, c_{k_{2}-1}^{(2)} \in\left\{0, \ldots, \frac{K-3}{2}\right\}$ and $c_{0}^{(1)}, c_{k_{1}-1}^{(1)}, c_{0}^{(0)} \in\left\{\frac{K+1}{2}, \ldots, K-1\right\}$. Then, by Fact 2 , exactly one of $v_{0}^{(0)}$ and $v_{k_{2}-1}^{(2)}$ and exactly one of $v_{k_{0}-1}^{(0)}$ and $v_{0}^{(1)}$ are already matched. Further, if $k_{1} \neq 1$, then $v_{k_{1}-1}^{(1)}$ succeeds $v_{1}$ in the clockwise order of adjacent vertices of their common adjacent equation-vertex and, hence, $v_{k_{1}-1}^{(1)}$ is already matched in this case. Analogously, it follows that $v_{0}^{(2)}$ is already matched if $k_{2} \neq 1$. The remaining edge-variable-vertices we have not considered yet are already matched due to Fact 1.
Since in both cases exactly two of the edge-variables-vertices are unmatched, we can apply Lemma 4.22 in each inner face of $G$ to extend the matching to a perfect matching of $H$.

Claim 2. Let $M_{1}, M_{2}$ be perfect matchings of $H$. Then $\operatorname{sgn}\left(M_{1}\right)=\operatorname{sgn}\left(M_{2}\right)$.
Proof. Due to Lemma 4.25, it suffices to show that each inner face $f$ of $H$ is bounded by a simple cycle of length $\ell_{f} \equiv 2(\bmod 4)$. This can be verified by distinguishing all different types of inner faces of $H$, see Fig. 4.23:
i) The inner faces of the pseudotriangle gadgets have length $10 \equiv 2(\bmod 4)$ by Lemma 4.20.


Figure 4.23: A part of the incidence graph of the system $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ showing the different lengths of its faces.
ii) The inner faces corresponding to a polygon corner which is not touching another polygon have length $4+14 \equiv 2(\bmod 4)$ where the 4 comes from the part inside the polygon (a path consisting of an edge-variable-vertex, an equation-vertex, a vertex-variable-vertex, another equation-vertex, and another edge-variable-vertex) and the 14 comes from the part inside the pseudotriangle due to Lemma 4.20.
iii) The inner faces corresponding to a corner of a polygon $P_{1}$ which is touching the side of another polygon $P_{2}$ have length $4+2+2 \cdot 12 \equiv 2(\bmod 4)$ where the 4 comes from the part inside $P_{1}$ as in the previous case, the 2 comes from the part inside $P_{2}$ (a path consisting of an edge-variable-vertex, an equation-vertex, and another edge-variable-vertex), and the two 12 's come from the parts inside the two pseudotriangles due to Lemma 4.20.
Since these are all types of inner faces of $H$, this finishes the proof.
Finally, from Claims 1 and 2 we immediately obtain

$$
\operatorname{det}\left(A_{S}^{\prime}\right)=\sum_{M} \operatorname{sgn}(M) p_{M} \neq 0 .
$$

We want to remark that, in the proof of Theorem 4.26, we only considered the signs of the entries of $A_{S}^{\prime}$ to show that $\operatorname{det}\left(A_{S}^{\prime}\right) \neq 0$. Matrices with this property are known as sign non-singular matrices. See, e.g., [BS95] for more information on this topic.

From the solution to a drawing. Next we will show that the system of equations $A_{S} \mathbf{X}=\mathbf{e}_{\mathbf{1}}$ is appropriate for computing similarly-aligned odd $K$-gon contact representations.

Theorem 4.27. The unique solution of the system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative if and only if the $K$-contact structure $S$ is induced by a similarly-aligned odd $K$-gon contact representation of $G$ in which each vertex is represented by a homothetic copy of its prototype.

Proof. Assume that there is a contact representation $\mathcal{S}$ of $G$ with the given prototypes that induces the $K$-contact-structure $S$. Then the edge lengths and prototype scaling factors given by $\mathcal{S}$ define a non-negative solution of $A_{S} \mathbf{x}=\mathbf{e}_{1}$.

For the opposite direction, assume that the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative. Let $f$ be an inner face of $G$. Further, let $x_{0}, \ldots, x_{k-1}$ be the edge-variables of the corresponding face of $G_{\text {skel }}$ in clockwise order and, for $i=0, \ldots, k-1$, let $s_{i}$ be the slope assigned to the edge of $G_{\text {skel }}$ corresponding to $x_{i}$. Then, due to Lemma 4.18, there exists a pseudotriangle $P_{f}$ with slopes $s_{0}, \ldots, s_{k-1}$ and side lengths $x_{0}, \ldots, x_{k-1}$ in clockwise order. Thus the existence of the wanted contact representation of $G$ follows from Lemma 4.13 by assigning to each inner face of $G_{\text {skel }}$ which corresponds to a face $f$ of $G$ the pseudotriangle $P_{f}$ and to each face of $G_{\text {skel }}$ which corresponds to a vertex $v$ of $G$ the prototype $P_{v}$ scaled by the factor $x_{v}$.

### 4.5 Equations for parallel-sided even $K$-gon contact representations

In this section let $K \geq 6$ be an even integer, let $G$ be an inner triangulation of the $K$-cycle $a_{0}, \ldots, a_{K-1}$ (in clockwise order), let $S$ be a $K$-contact structure of $G$, and let $2 G_{+}^{\star}:=2 G_{+}^{\star}(S)$. Further, for each inner vertex $v$ of $G$, let $P_{v}$ be a convex $K$-gon and let $Q$ be a convex $K$-gon with sides $q_{0}, \ldots, q_{K-1}$ in clockwise order such that the $P_{v}$ and $Q$ are parallel-sided even $K$-gons. We call $P_{v}$ the prototype of $v$ and $q_{i}$ the prototype of the outer vertex $a_{i}$. We will propose a system of linear equations that allows us to compute a parallel-sided even $K$-gon contact representation of $G$ in which each inner vertex $v$ is represented by a homothetic copy of its prototype $P_{v}$ and the outer face is represented by a $K$-gon whose sides have the same slopes as the sides of $Q$ and which induces the $K$-contact structure $S$. If such a contact representation does not exist, the solution of the system will have negative variables.

Description of the system of equations. The skeleton graph $G_{\text {skel }}$ of the wanted contact representation can be constructed in a similar way as in the last section. See Fig. 4.24 for an example of the following construction. The skeleton graph $G_{\text {skel }}$ is a subgraph of the medial graph of $2 G_{+}^{\star}$. It contains exactly those edges of the medial graph of $2 G_{+}^{\star}$ that correspond to an angle of an inner normal vertex. In particular, it contains all vertices of the medial graph except those corresponding to the outer edges of $2 G_{+}^{\star}$. As in the last section, we assign slopes to the orientations of the edges of $G_{\text {skel }}$. Here we have to be a bit more careful than in the last section. Since $2 G_{+}^{\star}$ has faces of degree two, some edges of $G_{\text {skel }}$ do not correspond to a unique angle of $2 G_{+}^{\star}$. Therefore, the slopes of these edges are multiply defined. Let $e$ be such an edge and let $v$ and $w$ be the two normal vertices of $2 G_{+}^{\star}$ to whose angles the edge $e$ corresponds.


Figure 4.24: Left: the graph $2 G_{+}^{\star}$ with its 8 -proper coloring. Middle: equiangular prototypes for this graph. Right: the skeleton graph $G_{\text {skel }}$ of the contact representation corresponding to $2 G_{+}^{\star}$ with colors representing the slopes assigned to the edges (since the prototypes are parallel-sided even 8 -gons, there are only 4 different slopes in total). The contact representation in Fig. 3.25 is a drawing of $G_{\text {skel }}$ using these slopes.

If $e \in E_{i}(v)$, then by definition of the $K$-proper coloring, $e \in E_{i+\frac{K}{2}}(w)$. Therefore, we assign the slope $\operatorname{slope}_{i}\left(P_{v}\right)$ to one orientation of $e$ and the slope slope ${ }_{i+\frac{K}{2}}\left(P_{w}\right)$ to the opposite orientation of $e$. Since $P_{v}$ and $P_{w}$ are parallel-sided even $K$-gons, we have $\operatorname{slope}_{i}\left(P_{v}\right)=-\operatorname{slope}_{i+\frac{K}{2}}\left(P_{w}\right)$. Hence, the assignment of the slopes to the edges of $G_{\text {skel }}$ is well-defined. Note that, as in the last section, the wanted contact representation of $G$ is a straight-line drawing of $G_{\text {skel }}$ in which each edge has the slope that has been assigned to it.

The variables and equations are defined as in the last section. We have a vertexvariable $x_{v}$ for each inner vertex $v$ of $G$ and an edge-variable $x_{e}$ for each edge $e$ of $G_{\text {skel }}$ fulfilling equations (4.5)-(4.7). The entire system is denoted by $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$. Analogously to Lemma 4.21 in the last section, it can be shown that the slopes assigned to the edges of a face of $G_{\text {skel }}$ form a slope sequence of a pseudotriangle. Therefore, we can replace the equations of the type (4.6) according to Lemma 4.21. We denote the resulting system of equations by $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$.

Unique solvability. We will prove the unique solvability of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ using the same technique as in the last section.

Theorem 4.28. The system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is uniquely solvable.
Proof. As in the proof of Theorem 4.26, it suffices to show that $\operatorname{det}\left(A_{S}^{\prime}\right) \neq 0$. For this purpose, we will define a crossing-free embedding of the incidence graph $H$ of the system $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{1}$ into the plane. This embedding is defined as in the proof of Theorem 4.26 with the following difference: Let $f$ be a face of $2 G_{+}^{\star}$ with $\operatorname{deg}(f)=2$. Then $f$ intersects the larger circles around its two incident vertices. We merge the two
corresponding edge-variable-vertices to a single edge-variable-vertex by connecting them inside $f$. Only the edge-variable-vertices inside an inner face of $2 G_{+}^{\star}$ of degree at least 3 (these faces correspond to the inner faces of $G$ ) contribute to the boundary of a pseudotriangle.

Claim 1. The graph $H$ has a perfect matching.
Proof. We describe an explicit construction of a perfect matching of $H$. We look at the unique $K$-proper coloring of $2 G_{+}^{\star}$. The $K$ equation-vertices adjacent to an inner normal vertex $u$ of $2 G_{+}^{\star}$ are corresponding to the $K$ colors: an equation-vertex has color $c$ if it is opposite to the outgoing edges of colors $c$ and $c+1$. The equation-vertices of colors $0, \ldots, \frac{K}{2}-2$ are always matched with the adjacent edge-variable-vertex that precedes $u$ in the clockwise order of adjacent vertices. The equation-vertices of colors $\frac{K}{2}+1, \ldots, K-1$ are always matched with the adjacent edge-variable-vertex that succeeds $u$ in the clockwise order of adjacent vertices. For the remaining two equation-vertices, we distinguish three cases concerning the outgoing edge $e$ of color 0 in $2 G_{+}^{\star}$, see Fig. 4.25 for an illustration.
i) If $e$ is a stack edge, we can choose either of the constructions for the two remaining cases.
ii) If $e$ is a normal edge and the parallel edge of $e$ is the predecessor of $e$ in the clockwise order of the incident edges of $u$, then $u$ is matched with the equationvertex of color $\frac{K}{2}$ and the equation-vertex of color $\frac{K}{2}-1$ with the adjacent edge-variable-vertex that precedes $u$ in the clockwise order of adjacent vertices.


Figure 4.25: Illustration of the matching rule for the $K$ equation-vertices corresponding to an inner vertex of $G$, compare Fig. 4.20. Two cases are distinguished concerning the segment ending in the upper left corner.
iii) If $e$ is a normal edge and the parallel edge of $e$ is the successor of $e$ in the clockwise order of the incident edges of $u$, then $u$ is matched with the equationvertex of color $\frac{K}{2}-1$ and the equation-vertex of color $\frac{K}{2}$ with the adjacent edge-variable-vertex that succeeds $u$ in the clockwise order of adjacent vertices.
It is clear that all vertex-variable-vertices and their adjacent equation-vertices are incident to exactly one matching edge. Now we will show that also the edge-variablevertices corresponding to a face of $2 G_{+}^{\star}$ of degree two are incident to exactly one matching edge. Let $u$ be such an edge-variable-vertex. Then $u$ is adjacent to two equation-vertices $v$ and $v^{\prime}$ corresponding to colors $i$ and $i+\frac{K}{2}$, respectively, for some $i$. By possibly exchanging the names of $v$ and $v^{\prime}$, we can assume that $i \in\left\{0, \ldots, \frac{K}{2}-1\right\}$. Let $w$ and $w^{\prime}$ be the vertex-variable-vertices adjacent to $v$ and $v^{\prime}$, respectively. Note that $u$ precedes $w$ in the clockwise order of adjacent vertices of $v$ if and only if $u$ does not succeed $w^{\prime}$ in the clockwise order of adjacent vertices of $v^{\prime}$. Therefore, if $i \neq \frac{K}{2}-1$, then $u$ is matched with $v$ if and only if it is not matched with $v^{\prime}$. The same holds if $i=\frac{K}{2}-1$ and $w$ is not matched with $v$. If $w$ is matched with $v$, then we are in case iii) of the above case distinction, see Fig. 4.25 (right). Thus $u$ is not the vertex preceding $w$ in the clockwise order of adjacent vertices of $v$ since that vertex does not correspond to a face of $2 G_{+}^{\star}$ of degree two. Hence, in this last case, $u$ is matched with $v^{\prime}$ and not with $v$.

Next we will show that exactly two edge-variable-vertices of every stack vertex $f$ remain unmatched. Let $v_{0}^{(0)}, \ldots, v_{k_{0}-1}^{(0)}, v_{0}^{(1)}, \ldots, v_{k_{1}-1}^{(1)}$, and $v_{0}^{(2)}, \ldots, v_{k_{2}-1}^{(2)}$ be the edge-variable-vertices of the three concave arcs of $P_{f}$ in counterclockwise order (see Fig. 4.26), and let $c_{i}^{(j)}$ be the color of $v_{i}^{(j)}$. Further, for $j=0,1,2$, let $v_{j}$ be the vertex-variable-vertex corresponding to the vertices $v_{i}^{(j)}$ (we also denote the corresponding normal vertex of $2 G^{\star}$ by $\left.v_{j}\right)$. Note that $c_{k_{j}-1}^{(j)}=c_{0}^{(j+1)}+\frac{K}{2}-1$ for $j=0,1,2$ and upper indices taken modulo 3 .

We will now take a closer look which of the vertices $v_{i}^{(j)}$ are already matched.


Figure 4.26: The edge-variable-vertices corresponding to stack vertex.

Let $j \in\{0,1,2\}$. If $i \notin\left\{0, k_{j}-1\right\}$, then $v_{i}^{(j)}$ and $v_{j}$ are the only neighbors of their common adjacent equation-vertex. This leads to the following observation.
Fact 1. Let $i \in\left\{1, \ldots, k_{j}-2\right\}$ and let $c \in\left\{\frac{K}{2}-1, \frac{K}{2}\right\}$ be the color of the equationvertex that $v_{j}$ is matched with. Then the vertex $v_{i}^{(j)}$ is already matched if and only if $c_{i}^{(j)} \neq c$.

Let $e$ be the first one of the two edges between $v_{j}$ and $v_{j+1}$ in the clockwise order of incident edges of $v_{j}$. If $e$ is oriented from $v_{j}$ to $v_{j+1}$ in $2 G_{+}^{\star}$, then $v_{k_{j}-1}^{(j)}$ precedes $v_{j}$ in the clockwise order of adjacent vertices of its adjacent equation-vertex and $v_{0}^{j+1}$ does not succeed $v_{j+1}$ in the clockwise order of adjacent vertices of its adjacent equationvertex. Therefore, if $c_{k_{j}-1}^{(j)} \in\left\{0, \ldots, \frac{K}{2}-2\right\}$ (and thus $c_{0}^{(j+1)} \in\left\{\frac{K}{2}+1, \ldots, K-1\right\}$ ), the vertex $v_{k_{j}-1}^{(j)}$ is already matched and $v_{0}^{(j+1)}$ is not matched yet. Similarly, it follows that if $e$ is oriented from $v_{j+1}$ to $v_{j}$ in $2 G_{+}^{\star}$ and the colors $c_{k_{j}}^{(j)}$ and $c_{0}^{(j+1)}$ are in the same ranges as before, then $v_{0}^{(j+1)}$ is already matched, but $v_{k_{j}}^{(j)}$ is not matched yet. This leads to the following observation.
Fact 2. If $c_{k_{j}-1}^{(j)} \in\left\{0, \ldots, \frac{K}{2}-2\right\}$ (or equivalently $c_{0}^{(j+1)} \in\left\{\frac{K}{2}+1, \ldots, K-1\right\}$ ), then exactly one of $v_{k_{j}-1}^{(j)}$ and $v_{0}^{(j+1)}$ is already matched.

Now we distinguish three cases. See Fig. 4.27 for examples of these three cases.
i) First, we assume that there are edge-variable-vertices of colors $\frac{K}{2}-1$ and $\frac{K}{2}$. After possibly relabeling the three concave arcs, we can assume that $c_{i^{*}}^{(0)}=\frac{K}{2}-1$ and $c_{i^{*}+1}^{(0)}=\frac{K}{2}$ for some $i^{*}$. Then, exactly one of $v_{i^{*}}^{(0)}$ and $v_{i^{*}+1}^{(0)}$ is already matched. Since the colors $c_{i}^{(j)}$ are pairwise different, it follows from Fact 1 that, for all $j$ and $i$ with $i \notin\left\{0, k_{j}-1\right\}$ and $(j, i) \neq\left(0, i^{*}\right)$, the vertex $v_{i}^{(j)}$ is already matched. We will now consider the cases where $i \in\left\{0, k_{j}-1\right\}$. If $i^{*} \neq 0$, then $c_{0}^{(0)} \in\left\{3, \ldots, \frac{K}{2}-2\right\}$ and, since $k_{0} \neq 1$, the vertex $v_{0}^{(0)}$ precedes $v_{0}$ in the clockwise order of adjacent vertices of their common adjacent equationvertex. Hence, $v_{0}^{(0)}$ is already matched in this case. Analogously, it follows that $v_{k_{0}-1}^{(0)}$ is already matched if $i^{*} \neq k_{0}-1$. If $k_{1}=1$, then $v_{0}^{(1)}=v_{k_{1}-1}^{(1)}$ and will be considered when we consider $v_{k_{1}-1}^{(1)}$. Otherwise, if $k_{1} \neq 1$, then $c_{0}^{(1)} \in\left\{1, \ldots, \frac{K}{2}-3\right\}$ and $v_{0}^{(1)}$ precedes $v_{1}$ in the clockwise order of adjacent vertices of their common adjacent equation-vertex. Hence, $v_{0}^{(1)}$ is already matched in this case. Analogously, it follows that $v_{k_{2}-1}^{(2)}$ is already matched if $k_{2} \neq 1$. Finally, since $c_{k_{1}-1}^{(1)} \in\left\{1, \ldots \frac{K}{2}-3\right\}$, it follows from Fact 2 that exactly one of $v_{k_{1}-1}^{(1)}$ and $v_{0}^{(2)}$ is already matched.
ii) Now we assume that there is an edge-variable-vertex of color $\frac{K}{2}-1$ but none of color $\frac{K}{2}$ (the case that there is an edge-variable-vertex of color $\frac{K}{2}$ but none of color $\frac{K}{2}-1$ is symmetric). After possibly relabeling the three concave arcs, we can assume that $c_{k_{0}-1}^{(0)}=\frac{K}{2}-1$. If $v_{k_{0}-1}^{(0)}$ precedes $v_{0}$ in the clockwise order of adjacent vertices of their common adjacent equation vertex, then $v_{0}$ is matched with this equation-vertex and $v_{k_{0}-1}^{(0)}$ is not matched yet. Otherwise, $v_{k_{0}-1}^{(0)}$ is


Figure 4.27: Left: examples of the three cases in the proof of Claim 1. In each case exactly two of the edge-variable-vertices are not matched. Right: visualizations of the three arcs of each of the three pseudotriangles explaining the matching edges.
not matched yet anyways. Analogously to case i), it follows that exactly one of $v_{k_{1}-1}^{(1)}$ and $v_{0}^{(2)}$ is already matched and the remaining edge-variable-vertices are already matched.
iii) Finally, we assume that there are no edge-variable-vertices of colors $\frac{K}{2}-1$ and $\frac{K}{2}$. Then, for $j=0,1,2$, exactly one of $c_{k_{j}-1}^{(j)}$ and $c_{0}^{(j+1)}$ is contained in the set $\left\{0, \ldots, \frac{K}{2}-2\right\}$ and the other one in $\left\{\frac{K}{2}+1, \ldots, K-1\right\}$. Therefore, exactly three of the $c_{0}^{(j)}$ and $c_{k_{j}-1}^{(j)}$ are contained in each of these two parts. Thus, after possibly relabeling the three concave arcs, we can assume that $c_{k_{0}-1}^{(0)}, c_{0}^{(2)}, c_{k_{2}-1}^{(2)} \in\left\{0, \ldots, \frac{K}{2}-2\right\}$ and $c_{0}^{(1)}, c_{k_{1}-1}^{(1)}, c_{0}^{(0)} \in\left\{\frac{K}{2}+1, \ldots, K-1\right\}$. Then, by Fact 2, exactly one of $v_{0}^{(0)}$ and $v_{k_{2}-1}^{(2)}$ and exactly one of $v_{k_{0}-1}^{(0)}$ and $v_{0}^{(1)}$ are already matched. Further, if $k_{1} \neq 1$, then $v_{k_{1}-1}^{(1)}$ succeeds $v_{1}$ in the clockwise order of adjacent vertices of their common adjacent equation-vertex and,
hence, $v_{k_{1}-1}^{(1)}$ is already matched in this case. Analogously, it follows that $v_{0}^{(2)}$ is already matched if $k_{2} \neq 1$. The remaining edge-variable-vertices we have not considered yet are already matched due to Fact 1.
Since in all three cases exactly two of the edge-variables-vertices are not matched yet, we can apply Lemma 4.22 to extend the matching to a perfect matching of $H . \triangle$

Claim 2. Let $M_{1}, M_{2}$ be perfect matchings. Then $\operatorname{sgn}\left(M_{1}\right)=\operatorname{sgn}\left(M_{2}\right)$.
Proof. Due to Lemma 4.25, it suffices to show that each inner face $f$ of $H$ is bounded by a simple cycle of length $\ell_{f} \equiv 2(\bmod 4)$. This can be verified by distinguishing all different types of inner faces of $H$, see Fig. 4.28:
i) The inner faces of the pseudotriangle gadgets have length $10 \equiv 2(\bmod 4)$ by Lemma 4.20 .
ii) The inner faces corresponding to a polygon corner which is not touching another polygon have length $4+14 \equiv 2(\bmod 4)$ where the 4 comes from the part inside the polygon (a path consisting of an edge-variable-vertex, an equation-vertex, a vertex-variable-vertex, another equation-vertex, and another edge-variable-vertex) and the 14 comes from the part inside the pseudotriangle due to Lemma 4.20.
iii) The inner faces corresponding to a corner of a polygon $P_{1}$ which is touching the side of another polygon $P_{2}$ have length $4+2+12 \equiv 2(\bmod 4)$ where the 4 comes from the part inside $P_{1}$ as in the previous case, the 2 comes from the part inside $P_{2}$ (a path consisting of an edge-variable-vertex, an equation-vertex, and another edge-variable-vertex), and the 12 comes from the part inside the pseudotriangle due to Lemma 4.20.
Since these are all types of inner faces of $H$, this finishes the proof.


Figure 4.28: A part of the incidence graph of the system $A_{S}^{\prime} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ showing the different lengths of its faces.

From Claims 1 and 2 we immediately obtain

$$
\operatorname{det}\left(A_{S}^{\prime}\right)=\sum_{M} \operatorname{sgn}(M) P_{M} \neq 0
$$

which closes the proof.

From the solution to a drawing. Analogously to the similarly-aligned odd $K$-gon contact representations in the last section, it can be shown that the system of equations $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is appropriate for computing parallel-sided even $K$-gon contact representations.

Theorem 4.29. The unique solution of the system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative if and only if the $K$-contact structure $S$ is induced by a parallel-sided even $K$-gon contact representation of $G$ in which each vertex is represented by a homothetic copy of its prototype.

### 4.6 Properties of the solutions

It turns out that the signs of the variables in the solution of the system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ have some special properties. These properties play a central role in the following chapters. We will first prove these properties for the general case where the solution contains negative variables and then prove similar properties for the case that the solution is non-negative.

### 4.6.1 Solutions with negative variables

In this section we consider solutions of the system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ that may contain negative variables. First, we study in detail the case that $K$ is odd. Afterwards, we briefly consider the case that $K$ is even.

Equations for odd K. We will introduce a notion of edges of $G^{\star}$ that separate edges of $G_{\text {skel }}$ whose corresponding edge-variable-vertices have different signs in the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$, considering the canonical simultaneous embedding of $G_{+}^{\star}$ and $G_{\text {skel }}$ (remember that $G_{\text {skel }}$ is a subgraph of the medial graph of $G_{+}^{\star}$ and see Figs. 2.1 and 4.17). In the following, if we refer to the value of a variable $x$, we always refer to the value of $x$ in the unique solution of $A_{S} \mathbf{x}=\mathbf{e}_{1}$. Further, we set $\operatorname{sign}(x):=+1$, if $x \geq 0$, and $\operatorname{sign}(x):=-1$ otherwise. If $\operatorname{sign}(x)=+1$, we say that $x$ is non-negative and, if $\operatorname{sign}(x)=-1$, we say that $x$ is negative. We also translate this notion to the edges $e$ of $G_{\text {skel }}$ by $\operatorname{setting} \operatorname{sign}(e):=\operatorname{sign}\left(x_{e}\right)$.

Now we will define a multiset $E_{+,-}$of orientations of edges of $G^{\star}$ and call it the set of sign-separating edges. The definition we give here is not exactly the definition given in [FSS18a]. It is simpler and also allows simpler proofs. We distinguish different types of vertices $z$ of $G_{\text {skel }}$ and the signs of their incident edges, see Fig. 4.29.


Figure 4.29: Definition of the set $E_{+,-}$of sign-separating edges. The edges of $G_{\text {skel }}$ are drawn in green, if they are non-negative, in red, if they are negative, and in gray if the sign does not matter. The sign-separating edges are drawn in blue.
i) If $\operatorname{deg}(z)=2$, its two incident faces correspond to a normal vertex $v$ and a stack vertex $w$ of $G^{\star}$. If the two incident edges of $z$ have different signs, i.e., one of them is non-negative and the other one is negative, we add the edge ( $v, w$ ) to $E_{+,-}$and say that it is a sign-separating edge of type (I).
ii) If $\operatorname{deg}(z)=4$, its incident faces correspond in clockwise order to a normal vertex $v_{1}$, a stack vertex $w_{1}$, a normal vertex $v_{2}$, and a stack vertex $w_{2}$ of $G^{\star}$. We denote these faces by $f_{v_{1}}, f_{w_{1}}, f_{v_{2}}$, and $f_{w_{2}}$, respectively. We assume that in $S$ the edge $v_{1} v_{2}$ is oriented from $v_{1}$ to $v_{2}$. If the two common incident edges of $z$ and $f_{v_{2}}$ have different signs, then we add the edge $\left(v_{1}, v_{2}\right)$ to $E_{+,-}$and say that it is a sign-separating edge of type (II).
iii) If $\operatorname{deg}(z)=4$ and if the two common incident edges of $z$ and $f_{w_{i}}$ for an $i \in\{1,2\}$ have different signs, we add the edge $\left(w_{i}, v_{1}\right)$ to $E_{+,-}$and say that it is a sign-separating edge of type (III).
Next we will study the sign-separating edges incident to a fixed stack vertex $w$ of $G^{\star}$. Let $f$ be the face of $G_{\text {skel }}$ corresponding to $w$ and let $e_{0}, \ldots, e_{k-1}$ be the clockwise traversal of the corresponding facial cycle. For $i=0, \ldots, k-1$, let $s_{i}$ be the slope assigned to $e_{i}$. Further, let $A, B, C \in\{0, \ldots, k-1\}$ be the three indices such that $s_{i}$ and $s_{i+1}$ induce a convex corner between the drawings of $e_{i}$ and $e_{i+1}$ in the pseudotriangle corresponding to $f$, compare Section 4.3. If, for some $i$, one of the edges $e_{i}$ and $e_{i+1}$ is non-negative and the other one is negative, we call this a sign change at the common incident vertex of $e_{i}$ and $e_{i+1}$. If $i \in\{A, B, C\}$, we call this sign change a convex sign change and otherwise a concave sign change. The following lemma shows that in $E_{+,-}$there are at least as many incoming as outgoing edges for $w$.

Lemma 4.30. In the facial cycle of a face $f$ of $G_{\text {skel }}$ corresponding to a stack vertex of $G^{\star}$, there are at least as many concave sign changes as convex sign changes.

Proof. Let $P_{f}$ be the pseudotriangle corresponding to the face $f$. We will prove that the statement of the lemma is not only true for $P_{f}$ itself but also for any subpseudotriangle $P$ of $P_{f}$ in an arbitrary cutting of $P_{f}$ into triangles. The proof is by induction on the number of concave corners of $P$. If there is no concave corner, i.e., $P$ is a triangle, then the equations for this pseudotriangle ensure that all three
edge-variables have the same sign as the triangle-variable corresponding to the unique triangle of the trivial cutting of $P$ into triangles. Therefore, there is no sign change and the statement of the lemma holds.

Now we consider the case that $P$ has at least one concave corner. The following claim allows us to apply the induction hypothesis to $P$.

Claim 1. If $P$ has a convex sign change at the corner $c_{j}$ and one of the corners $c_{j-1}$ and $c_{j+1}$ is a concave corner without a sign change, then we can cut $P$ into two subpseudotriangles such that one of these two subpseudotriangles has the same number of convex and concave sign changes as $P$.

Proof. This proof is illustrated in Fig. 4.30 (first row). Because of symmetry we can assume that $c_{j+1}$ is a concave corner without a sign change. We cut $P$ along a line from the corner $c_{j+1}$ to a point $p$ on the side between the corners $c_{j-1}$ and $c_{j}$ into two subpseudotriangles. Let $P^{\prime}$ be the resulting subpseudotriangle that has $c_{j}$ as one of its corners and let $P^{\prime \prime}$ be the other resulting subpseudotriangle. Then $P^{\prime}$ is in fact a triangle and thus all three sides of $P^{\prime}$ have the same sign. In the following, we denote the edge-variable corresponding to the edge $v w$ of the skeleton graph by $x_{v, w}$. Then the fact, that $P^{\prime}$ is a triangle, implies that $\operatorname{sign}\left(x_{p, c_{j+1}}\right)=\operatorname{sign}\left(x_{c_{j}, c_{j+1}}\right)=\operatorname{sign}\left(x_{c_{j+1}, c_{j+2}}\right)$ and, therefore, $\operatorname{sign}\left(x_{p, c_{j+2}}\right)=\operatorname{sign}\left(x_{p, c_{j+1}}\right)$. Further, it implies that $\operatorname{sign}\left(x_{p, c_{j}}\right)=$ $\operatorname{sign}\left(x_{p, c_{j+1}}\right)=\operatorname{sign}\left(x_{p, c_{j+2}}\right)$. Together with $x_{c_{j-1}, c_{j}}=x_{c_{j-1}, p}+x_{p, c_{j}}$ and $\operatorname{sign}\left(x_{c_{j-1}, c_{j}}\right) \neq$ $\operatorname{sign}\left(x_{c_{j}, c_{j+1}}\right)$, it follows that $\operatorname{sign}\left(x_{c_{j-1}, p}\right)=\operatorname{sign}\left(x_{c_{j-1}, c_{j}}\right) \neq \operatorname{sign}\left(x_{p, c_{j+2}}\right)$. Hence, $P^{\prime \prime}$ has a convex sign change at $p$ and it has sign changes at $c_{j-1}$ and $c_{j+2}$ if and only


Figure 4.30: On the left, two pseudotriangles with some sides marked as negative (red) or non-negative (green) and a cutting into two subpseudotriangles $P^{\prime}$ and $P^{\prime \prime}$ are shown. On the right, the resulting signs of the edges of the skeleton of the respective cut pseudotriangle are shown.
if $P$ has sign changes at $c_{j-1}$ and $c_{j+2}$, respectively. Therefore, $P^{\prime \prime}$ has the same number of convex and concave sign changes as $P$.

Since a pseudotriangle has only three convex corners, there are at most three convex sign changes. Further, the total number of sign changes is even. We distinguish four cases concerning the number of convex sign changes of $P$.
i) If there is no convex sign change, the statement of the lemma trivially holds.
ii) If there is exactly one convex sign change, there is at least one concave sign change since the total number of sign changes is even. Thus the statement of the lemma also holds in this case.
iii) If there are exactly two convex sign changes, there is either no concave sign change or there are at least two concave sign changes. Since in the latter case the statement of the lemma holds, we assume the former case. One of the two convex corners with a sign change has a neighboring concave corner. Since $P$ has no concave sign changes, we can apply Claim 1 to $P$. Therefore, there is a proper subpseudotriangle of $P$ that also has two convex but no concave sign changes, in contradiction to the induction hypothesis.
iv) If there are three convex sign changes, there is either exactly one concave sign change or there are at least three concave sign changes. Since in the latter case the statement of the lemma holds, we assume the former case. If $P$ has at least two concave corners, there are also at least two concave corners that have a neighboring convex corner. Then there exists a concave corner without a sign change that has a neighboring convex corner. Since there are sign changes at all convex corners, we can apply Claim 1 to $P$ in this case and obtain a proper subpseudotriangle of $P$ that also has three convex sign changes and only one concave sign change, in contradiction to the induction hypothesis.

It remains to consider the case that $P$ has only one concave corner. See Fig. 4.30 (second row) for an illustration of this situation. We denote the corners of $P$ by $c_{0}, \ldots, c_{3}$ in clockwise order. By relabeling the corners, we can assume that $c_{1}$ is the unique concave corner. Note that there is a sign change at each of the four corners. We cut $P$ along a line from $c_{1}$ to a point $p$ on the side between $c_{2}$ and $c_{3}$ into two subpseudotriangles. Let $P^{\prime}$ be the resulting subpseudotriangle that has $c_{2}$ as one of its corners and let $P^{\prime \prime}$ be the other resulting subpseudotriangle. Then $P^{\prime}$ and $P^{\prime \prime}$ are in fact triangles. Since $P^{\prime}$ is a triangle, we have $\operatorname{sign}\left(x_{c_{2}, p}\right)=\operatorname{sign}\left(x_{c_{1}, c_{2}}\right)$. Because of $\operatorname{sign}\left(x_{c_{2}, c_{3}}\right) \neq \operatorname{sign}\left(x_{c_{1}, c_{2}}\right)$ and $x_{c_{2}, c_{3}}=x_{c_{2}, p}+x_{p, c_{3}}$, this implies $\operatorname{sign}\left(x_{p, c_{3}}\right)=\operatorname{sign}\left(x_{c_{2}, c_{3}}\right)$. Then, because of $\operatorname{sign}\left(x_{c_{2}, c_{3}}\right) \neq \operatorname{sign}\left(x_{c_{3}, c_{1}}\right)$, the triangle $P^{\prime \prime}$ has a sign change at $c_{3}$. This contradicts the fact that there are no sign changes in a triangle.
Hence, in all four cases the statement of the lemma holds.
In the following lemmas we prove some basic properties of the set $E_{+,-}$.
Lemma 4.31. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is not non-negative, then $E_{+,-} \neq \emptyset$.
Proof. We distinguish two cases concerning the existence of a sign change in a face of $G_{\text {skel }}$ corresponding to a stack vertex of $G^{\star}$.
i) Assume that there exists such a sign change. Since each concave sign change induces a sign-separating edge of type (I) and each convex sign change induces a sign-separating edge of type (III), we have $E_{+,-} \neq \emptyset$ in this case.
ii) Assume that there is no such sign change. Since each edge of $G_{\text {skel }}$ is incident to a face corresponding to a stack vertex of $G^{\star}$, there exists such a face with only negative edges and another one with only non-negative edges in this case. Therefore, since $G_{\text {skel }}$ is connected, there is a vertex of $G_{\text {skel }}$ that is incident to such a face with only negative edges and such a face with only non-negative edges, implying the existence of a sign separating edge of type (II). Therefore, also in this case, we have $E_{+,-} \neq \emptyset$.
Hence, in both cases the statement of the lemma is true.
Lemma 4.32. In $E_{+,-}$every vertex appears the same number of times as the start vertex and as the end vertex of an edge.

Proof. The strategy of the proof is the following: We assign to each edge $e \in E_{+,-}$a predecessor $\operatorname{pred}(e) \in E_{+,--}$. This assignment will be injective and fulfill the property that, for each edge $e \in E_{+,-}$, the endpoint of $\operatorname{pred}(e)$ is the starting point of $e$. Since this assignment is a function from the finite set $E_{+,-}$to the same set $E_{+,-}$, it has to be bijective. Finally, this implies the statement of the lemma.

First, let $e=(v, w)$ be a sign-separating edge of type (I). The following construction is illustrated in Fig. 4.31. Let $z$ be the vertex of $G_{\text {skel }}$ the edge $e$ corresponds to. Assume that $\operatorname{sign}\left(x_{v}\right)=+1$ (the case that $\operatorname{sign}\left(x_{v}\right)=-1$ is analogous). Let $e_{0}, e_{1}, \ldots, e_{k-1}$ be the edges of the cyclic traversal of the facial cycle of $G_{\text {skel }}$ corresponding to $v$, starting at $z$ with its negative incident edge (the other incident edge of $z$ in this facial cycle is non-negative since $e$ is a sign-separating edge of type (I)) and ending at the next vertex of $G_{\text {skel }}$ that corresponds to an outgoing edge of $v$ in $G_{+}^{\star}$, i.e., all intermediate vertices correspond to incoming edges of $v$ in $G_{+}^{\star}$.


Figure 4.31: Construction of the predecessor edge of a sign-separating edge $e$ of type (I). Normal vertices of $G^{\star}$ are drawn as disks. A green ring indicates that the corresponding variable is non-negative. The vertices of $G_{\text {skel }}$ are drawn as squares. The edges of $G_{\text {skel }}$ are drawn in green, if they are non-negative, in red, if they are negative, and in gray, if their sign does not matter.

(a) First case: two edges incident to $z$ are non-negative and two are negative.

(b) Second case: three edges incident to $z$ are non-negative and one is negative, or vice versa.

Figure 4.32: Construction of the predecessor edge of a sign-separating edge $e$ of type (II). Stack vertices are drawn as circles. See Fig. 4.31 for an explanation of the remaining vertex shapes and the edge colors used in this figure.

Then $A_{S} \mathbf{x}=\mathbf{e}_{1}$ contains the equation $x_{v}=\sum_{i=0}^{k-1} x_{e_{i}}$. Since $x_{v} \geq 0$ and $x_{e_{0}}<0$, there is a $j \in\{1, \ldots, k-1\}$ with $x_{e_{j}} \geq 0$. We choose the minimal $j$ with this property. Let $z^{\prime}$ be the start vertex of $e_{j}$ in the oriented path $e_{0}, e_{1}, \ldots, e_{k-1}$. Then $z^{\prime}$ is a vertex of degree four and we have $\operatorname{sign}\left(e_{j-1}\right)=-1$ and $\operatorname{sign}\left(e_{j}\right)=+1$. Therefore, $z^{\prime}$ corresponds to a sign-separating edge $e^{\prime}$ of type (II) that is incoming for $v$ and we set $\operatorname{pred}(e)=e^{\prime}$.

Now let $e=\left(v_{1}, v_{2}\right)$ be a sign-separating edge of type (II). Let $z$ be the vertex of $G_{\text {skel }}$ the edge $e$ corresponds to. Further, let $f_{v_{1}}$ and $f_{v_{2}}$ be the faces of $G_{\text {skel }}$ corresponding to $v_{1}$ and $v_{2}$, respectively. If the two common incident edges of $z$ and $f_{v_{1}}$ have different signs, we define $\operatorname{pred}(e)$ as in the case that $e$ is a sign-separating edge of type (I), see Fig. 4.32a. Thus let us assume that these two edges have the same sign. The following construction is illustrated in Fig. 4.32b. Since $e$ is a sign-separating edge of type (II), the two common incident edges of $z$ and $f_{v_{2}}$ have different signs. Let $w_{1}$ and $w_{2}$ be the stack vertices of $G^{\star}$ corresponding to the two remaining incident faces of $z$. We denote these faces by $f_{w_{1}}$ and $f_{w_{2}}$, respectively. Then there is exactly one $i \in\{1,2\}$ such that the two common incident edges of $z$ and $f_{w_{i}}$ have different signs. Therefore, there is a sign-separating edge $e^{\prime}=\left(w_{i}, v_{1}\right)$ of type (III) corresponding to $z$ and we set $\operatorname{pred}(e)=e^{\prime}$.

Finally, let $e=(w, v)$ be a sign-separating edge of type (III). Let $f_{w}$ be the face of $G_{\text {skel }}$ corresponding to $w$. Each sign-separating edge of type (III) that is starting at $w$ corresponds to a convex sign change in the facial cycle of $f_{w}$. Further, each concave sign change in this facial cycle corresponds to a sign-separating edge of type (I) that is ending at $w$. Due to Lemma 4.30 this facial cycle has at least as many concave sign changes as convex sign changes. Therefore, we can find an injective assignment from the sign-separating edges of type (III) starting at $w$ to the sign-separating edges of type (I) ending at $w$. This assignment defines pred $(e)$.

It remains to prove the injectivity of the predecessor assignment. A sign-separating edge $e=(w, v)$ of type (I) can only be the predecessor of a sign-separating edge of type (III) starting at $w$. Since the assignment of the predecessor edges of the sign-separating edges of type (III) starting at $w$ is injective by definition, there is at most one edge $e^{\prime}$ with $\operatorname{pred}\left(e^{\prime}\right)=e$.

Now let $e=\left(v_{1}, v_{2}\right)$ be a sign-separating edge of type (II). Let $f_{v_{2}}$ be the face of $G_{\text {skel }}$ corresponding to $v_{2}$. Then $e$ corresponds to a sign change in the facial cycle of $f_{v_{2}}$. Let $z$ be the vertex of $G_{\text {skel }}$ at which this sign change happens. If $x_{v_{2}} \geq 0$, a sign-separating edge $e^{\prime}$ with $\operatorname{pred}\left(e^{\prime}\right)=e$ has to be a sign-separating of type (I) or (II) corresponding to the first vertex $z^{\prime}$ in the traversal of the facial cycle of $f_{v_{2}}$ that corresponds to an edge of $G_{+}^{\star}$ that is outgoing for $v_{2}$ in $S$ when starting at $z$ and going in the direction of the negative incident edge of $z$. Analogously, if $x_{w}<0$, the edge $e^{\prime}$ has to correspond to the first vertex $z^{\prime}$ in this traversal that corresponds to an edge of $G_{+}^{\star}$ that is outgoing for $v_{2}$ in $S$ when going from $z$ in the direction of the non-negative incident edge of $z$. If $\operatorname{deg}\left(z^{\prime}\right)=2$, there is at most one sign-separating edge of type (I) corresponding to it and none of type (II) and, if $\operatorname{deg}\left(z^{\prime}\right)=4$, there is at most one sign-separating edge of type (II) corresponding to it and none of type (I). Therefore, there is at most one edge $e^{\prime}$ with $\operatorname{pred}\left(e^{\prime}\right)=e$.

Finally, let $e=(w, v)$ be a sign-separating edge of type (III). Then $e$ corresponds to a sign change at a vertex $z$ in the facial cycle of the face of $G_{\text {skel }}$ corresponding to $w$. Further, a sign-separating edge $e^{\prime}$ with $\operatorname{pred}\left(e^{\prime}\right)=e$ has to be a sign-separating edge of type (I) or (II) that is outgoing for $v$ and corresponds to the vertex $z$. As in the previous case, this edge is unique and, therefore, there is at most one edge $e^{\prime}$ with $\operatorname{pred}\left(e^{\prime}\right)=e$. Hence, the predecessor assignment is injective.

This immediately implies the following for the solution values of the variables corresponding to the edges of the outer face of $G_{\text {skel }}$.

Lemma 4.33. The solution values of all variables corresponding to edges of the outer face of $G_{\text {skel }}$ are non-negative.

Proof. Since there are no sign-separating edges that are outgoing edges of outer normal vertices of $G^{\star}$, Lemma 4.32 implies that there are no sign-separating edges incident to outer normal vertices of $G^{\star}$. Therefore, either all variables corresponding to the edge of the outer face of $G_{\text {skel }}$ are non-negative or all of them are negative. But since their sum is 1 (this is one of the equations), the latter is not possible and, hence, all of them are non-negative.

The fact that the predecessor assignment in the proof of Lemma 4.32 is a bijection has implications for the signs of the edges of $G_{\text {skel }}$. For sign-separating edges $e$ and $e^{\prime}$ with $\operatorname{pred}(e)=e^{\prime}$, we call $e$ the successor of $e^{\prime}$.

Lemma 4.34. In a facial cycle of $G_{\text {skel }}$ corresponding to a stack vertex $w$ of $G^{\star}$, there are exactly as many concave sign changes as convex sign changes.

Proof. The concave sign changes in this facial cycle correspond to the sign-separating edges of type (I) ending at $w$ and the convex sign changes of this facial cycle correspond to the sign-separating edges of type (III) starting at $w$. Since the predecessor assignment induces a bijection between these two kinds of sign-separating edges, the numbers of concave and convex sign changes have to be equal.


Figure 4.33: All possible (first row) and impossible (second row) combinations of signs of the incident edges of a vertex $z$ of $G_{\text {skel }}$ of degree four (in the case that $K$ is odd), up to symmetry and the exchange of non-negative and negative edges. The sign-separating edges corresponding to sign changes at $z$ are shown in blue.

Lemma 4.35. Let $z$ be a vertex of $G_{\text {skel }}$ corresponding to the normal edge $\left(v_{1}, v_{2}\right)$ of $G_{+}^{\star}$. Let $e_{1}, \ldots, e_{4}$ be the incident edges of $z$ in clockwise order, starting with the two edges incident to the face of $G_{\text {skel }}$ corresponding to $v_{1}$. Then $\operatorname{sign}\left(e_{1}\right)=\operatorname{sign}\left(e_{4}\right)$ or $\operatorname{sign}\left(e_{2}\right)=\operatorname{sign}\left(e_{3}\right)$. Further, if $\operatorname{sign}\left(e_{3}\right)=\operatorname{sign}\left(e_{4}\right)$, then $\operatorname{sign}\left(e_{1}\right)=\operatorname{sign}\left(e_{2}\right)=$ $\operatorname{sign}\left(e_{3}\right)=\operatorname{sign}\left(e_{4}\right)$, see Fig. 4.33.

Proof. Let $w_{1}$ and $w_{2}$ be the stack vertices of $G^{\star}$ such that $e_{2}, e_{3}$ are incident edges of the face of $G_{\text {skel }}$ corresponding to $w_{1}$ and $e_{1}, e_{4}$ are incident edges of the face of $G_{\text {skel }}$ corresponding to $w_{2}$. If $\operatorname{sign}\left(e_{1}\right) \neq \operatorname{sign}\left(e_{4}\right)$, then $\left(w_{2}, v_{1}\right)$ is a sign-separating edge and its successor is $\left(v_{1}, v_{2}\right)$. If $\operatorname{sign}\left(e_{2}\right) \neq \operatorname{sign}\left(e_{3}\right)$, then $\left(w_{1}, v_{1}\right)$ is a sign-separating edge and its successor is also $\left(v_{1}, v_{2}\right)$. Since $\left(v_{1}, v_{2}\right)$ is contained at most once in $E_{+,-}$, this proves the first part of the statement of the lemma.

If $\operatorname{sign}\left(e_{1}\right) \neq \operatorname{sign}\left(e_{4}\right)$ or $\operatorname{sign}\left(e_{2}\right) \neq \operatorname{sign}\left(e_{3}\right)$, then, as we showed above, $\left(v_{1}, v_{2}\right)$ is a sign-separating edge and, therefore, $\operatorname{sign}\left(e_{3}\right) \neq \operatorname{sign}\left(e_{4}\right)$. This proves the second part of the statement of the lemma.

Equations for even $K$. If $K$ is even, we can define the set $E_{+,-}$of sign-separating edges similar as in the case that $K$ is odd. Again, we distinguish different types of vertices $z$ of $G_{\text {skel }}$ and the signs of their incident edges, see Fig. 4.34.
i) If $\operatorname{deg}(z)=2$, its two incident faces correspond to a normal vertex $v$ and a stack vertex $w$ of $2 G^{\star}$. If the two incident edges of $z$ have different signs, i.e., one of them is non-negative and the other one is negative, we add the edge ( $v, w$ ) to $E_{+,-}$and say that it is a sign-separating edge of type (I).
ii) If $\operatorname{deg}(z)=3$, its incident faces correspond to two normal vertices $v_{1}$ and $v_{2}$ and a stack vertex $w$. We denote these faces by $f_{v_{1}}, f_{v_{2}}$, and $f_{w}$, respectively. We assume that in $S$ the edge $v_{1} v_{2}$ is oriented from $v_{1}$ to $v_{2}$. If the two common incident edges of $z$ and $f_{v_{2}}$ have different signs, then we add the edge ( $v_{1}, v_{2}$ ) to $E_{+,-}$and say that it is a sign-separating edge of type (II).


Figure 4.34: Definition of the set $E_{+,-}$of sign-separating edges for even $K$. The edges of $G_{\text {skel }}$ are drawn in green, if they are non-negative, in red, if they are negative, and in gray if the sign does not matter. The sign-separating edges are drawn in blue.
iii) If $\operatorname{deg}(z)=3$ and if the two common incident edges of $z$ and $f_{w}$ have different signs, we add the edge $\left(w, v_{1}\right)$ to $E_{+,-}$and say that it is a sign-separating edge of type (III).
In the following we will prove results for even $K$ similar to those we have proven for odd $K$.

Lemma 4.36. In the facial cycle of a face $f$ of $G_{\text {skel }}$ corresponding to a stack vertex of $G^{\star}$, there are at least as many concave sign changes as convex sign changes.

In the proof of Lemma 4.30 we do not make use of the fact that $K$ is odd. Therefore, we can prove Lemma 4.36 in exactly the same way.

Lemma 4.37. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is not non-negative, then $E_{+,-} \neq \emptyset$.
Proof. We distinguish two cases concerning the existence of a sign change in a face of $G_{\text {skel }}$ corresponding to a stack vertex of $2 G^{\star}$.
i) If there exists such a sign change, it follows as in the proof for odd $K$ (Lemma 4.31) that there exists a sign-separating edge.
ii) Assume that there is no such sign change. Let $G_{\text {skel }}^{\prime}$ be the graph obtained from $G_{\text {skel }}$ by contracting all edges that are incident to two faces corresponding to normal vertices. Then in $G_{\text {skel }}^{\prime}$ each edge is incident to a face corresponding to a stack vertex. Now it follows as in the proof for odd $K$ (Lemma 4.31) that in $G_{\text {skel }}^{\prime}$ there exists a vertex $z$ that is incident to such a face $f_{1}$ with only negative edges and such a face $f_{2}$ with only non-negative edges. In $G_{\text {skel }}$, the vertex $z$ corresponds to an edge $e=z_{1} z_{2}$ that is incident to two faces corresponding to normal vertices of $2 G^{\star}$. For $i=1,2$, let $z_{i}$ be the endpoint of $e$ incident to $f_{i}$. If $\operatorname{sign}(e)=+1$, then there exists a sign-separating edge of type (II) corresponding to a sign change at $z_{1}$ and, if $\operatorname{sign}(e)=+1$, then there exists a sign-separating edge of type (II) corresponding to a sign change at $z_{2}$.
Hence, in each case we have $E_{+,-} \neq \emptyset$.

Lemma 4.38. In $E_{+,-}$every vertex appears the same number of times as the start vertex and as the end vertex of an edge.

Proof. As in the proof for odd $K$ (Lemma 4.32), we assign to each edge $e \in E_{+,-}$a predecessor $\operatorname{pred}(e) \in E_{+,-}$that ends at the starting point of $e$ and show that this assignment is injective.

For sign-separating edges of types (I) and (III), the predecessor is defined exactly as in the case that $K$ is odd. So let $e$ be a sign separating edge of type (II). Let $z$ be the vertex of $G_{\text {skel }}$ the edge $e$ corresponds to. Further, let $f_{v_{1}}$ and $f_{v_{2}}$ be the faces of $G_{\text {skel }}$ corresponding to $v_{1}$ and $v_{2}$, respectively. Let $f_{w}$ be the third face of $G_{\text {skel }}$ incident to $z$ and let $w$ be the stack vertex it corresponds to. If the two common incident edges of $z$ and $f_{v_{1}}$ have different signs, we define $\operatorname{pred}(e)$ as in the case that $e$ is a sign-separating edge of type ( I ). Otherwise, the two common incident edges of $z$ and $f_{w}$ have different signs whence there exists a sign-separating edge $e^{\prime}=\left(w, v_{1}\right)$ of type (III) corresponding to the sign change of the facial cycle of $f_{w}$ at $z$. Then we set $\operatorname{pred}(e)=e^{\prime}$.

It follows analogously to the proof for odd $K$ that this predecessor assignment is injective.

As for odd $K$, this has an immediate implication for the solution values of the variables corresponding to the edges of the outer face of $G_{\text {skel }}$.

Lemma 4.39. The solution values of all variables corresponding to edges of the outer face of $G_{\text {skel }}$ are non-negative.

Lemma 4.40. In a facial cycle of $G_{\text {skel }}$ corresponding to a stack vertex $w$ of $2 G^{\star}$, there are exactly as many concave sign changes as convex sign changes.

Possible:


Figure 4.35: All possible (first row) and impossible (second row) combinations of signs of the incident edges of a vertex $z$ of $G_{\text {skel }}$ of degree three (in the case that $K$ is even), up to symmetry and the exchange of non-negative and negative edges. The sign-separating edges corresponding to sign changes at $z$ are shown in blue.

Since the definition of the predecessor of a sign-separating edge of type (III) is the same for odd and for even $K$, the proof of Lemma 4.34 also proves Lemma 4.40.

For Lemma 4.35 we can formulate the following analogous lemma for the case that $K$ is even.

Lemma 4.41. Let $z$ be a vertex of $G_{\text {skel }}$ corresponding to the normal edge $\left(v_{1}, v_{2}\right)$ of $2 G_{+}^{\star}$. Let $e_{1}, e_{2}, e_{3}$ be the incident edges of $z$ where $e_{1}$ and $e_{2}$ are the two edges incident to the face of $G_{\text {skel }}$ corresponding to $v_{1}$. Then, if $\operatorname{sign}\left(e_{1}\right)=\operatorname{sign}\left(e_{2}\right)$, we have $\operatorname{sign}\left(e_{1}\right)=\operatorname{sign}\left(e_{2}\right)=\operatorname{sign}\left(e_{3}\right)$, see Fig. 4.35.

Proof. Let $w$ be the stack vertex corresponding to one of the incident faces of $z$. If $\operatorname{sign}\left(e_{1}\right)=\operatorname{sign}\left(e_{2}\right) \neq \operatorname{sign}\left(e_{3}\right)$, then $\left(w, v_{1}\right)$ is a sign-separating edge of type (III). Thus ( $v_{1}, v_{2}$ ) is its successor and, in particular, a sign-separating edge of type (II), in contradiction to $\operatorname{sign}\left(e_{1}\right)=\operatorname{sign}\left(e_{2}\right)$.

### 4.6.2 Solutions without negative variables

In this section we consider non-negative solutions of the system $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$, i.e., solutions that do not contain negative variables. As in the previous section, we first study the case that $K$ is odd in detail and afterwards briefly consider the case that $K$ is even.

Equations for odd K. We will introduce a notion of edges of $G^{\star}$ similar to the sign-separating edges in the case that the solution is not non-negative. Since there are no negative edges, we aim at separating the edges of $G_{\text {skel }}$ whose corresponding edge-variables have a positive value in the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ from those whose corresponding edge-variables have value zero in this solution. As before, if we refer to the value of a variable $x$, we always refer to the value of $x$ in the unique solution of $A_{S} \mathbf{x}=\mathbf{e}_{1}$. We set $\operatorname{sign}_{+}(x):=+1$, if $x>0$, and $\operatorname{sign}_{+}(x):=0$ otherwise. If $\operatorname{sign}_{+}(x)=+1$, we say that $x$ is positive and, if $\operatorname{sign}_{+}(x)=0$, we say that $x$ is degenerate. Again, we also translate this notion to the edges $e$ of $G_{\text {skel }}$ by setting $\operatorname{sign}_{+}(e):=\operatorname{sign}_{+}\left(x_{e}\right)$.

We define the multiset $E_{+, 0}$ of weak sign-separating edges analogously to the set $E_{+,-}$of sign-separating edges, just considering $\operatorname{sign}{ }_{+}(x)$ instead of $\operatorname{sign}(x)$ for the variables $x$. In particular, there are weak sign-separating edges of types (I), (II), and (III). Further, if in a facial cycle of $G_{\text {skel }}$ there are consecutive edges one of which is positive and the other one degenerate, we call this a weak sign change.

All properties of sign-separating edges proven in the last paragraph are also true for weak sign-separating edges and can be proven in the same way.

Lemma 4.42. In a facial cycle of $G_{\text {skel }}$ corresponding to a stack vertex $w$ of $G^{\star}$, there are exactly as many concave weak sign changes as convex weak sign changes.

Lemma 4.43. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is not positive, then $E_{+, 0} \neq \emptyset$.
Lemma 4.44. In $E_{+, 0}$ every vertex appears the same number of times as the start vertex and as the end vertex of an edge.

Lemma 4.45. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative, then the solution values of all variables corresponding to edges of the outer face of $G_{\text {skel }}$ are positive.

In the following, we prove additional properties of weak sign-separating edges.
Lemma 4.46. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative, in the facial cycle of a face $f$ of $G_{\text {skel }}$ corresponding to a stack vertex of $G^{\star}$, either all edges are degenerate or in each concave arc there is at least one positive edge.

Proof. Let $P_{f}$ be the pseudotriangle corresponding to $f$. We will prove the following strengthening of the statement of the lemma: For any subpseudotriangle $P$ of $P_{f}$ in an arbitrary cutting of $P_{f}$ into triangles, if $P$ has only non-negative sides (note that a subpseudotriangle of $P_{f}$ can have negative sides), it either has only degenerate sides or it has at least one positive side in each concave arc. The proof is by induction on the number of concave corners of $P$. If there is no concave corner, there is also no concave weak sign change. Then it follows from Lemma 4.42 that there is also no convex weak sign change. Therefore, either all three side-variables of $P$ are degenerate or all of them are positive.

Now we consider the case that $P$ has at least one concave corner. If $P$ has only positive sides or only degenerate sides, the statement is fulfilled. Therefore, we assume that there are positive and degenerate sides. We distinguish two cases concerning the existence of a degenerate side with incident corners of special types (see the first and the second row of Fig. 4.36 for illustrations of these two cases).
i) If $P$ has a degenerate side that is incident to a convex and a concave corner of $P$, we can assume, because of symmetry, that this side lies between the convex corner $c_{j}$ and the concave corner $c_{j+1}$. Then we cut $P$ along a line from the corner $c_{j+1}$ to a point $p$ on the side between the corners $c_{j-1}$ and $c_{j}$ into two subpseudotriangles. Let $P^{\prime}$ be the resulting pseudotriangle that has $c_{j}$ as one of its corners and let $P^{\prime \prime}$ be the other resulting subpseudotriangle. Then $P^{\prime}$ is in fact a triangle and thus all three sides of $P^{\prime}$ have the same sign, i.e., $x_{p, c_{j}}=x_{p, c_{j+1}}=x_{c_{j}, c_{j+1}}=0$. Therefore, we have $x_{c_{j-1}, p}=x_{c_{j-1}, c_{j}}-x_{p, c_{j}}=x_{c_{j-1}, c_{j}}$ and $x_{p, c_{j+2}}=x_{p, c_{j+1}}+x_{c_{j+1}, c_{j+2}}=x_{c_{j+1}, c_{j+2}}$. Hence, all sides of $P^{\prime \prime}$ are nonnegative with at least one being positive. Thus, by induction, in each concave $\operatorname{arc}$ of $P^{\prime \prime}$ there is at least one positive side. Each side of $P^{\prime \prime}$ except the sides between $c_{j-1}$ and $p$ and between $p$ and $c_{j+2}$ are also sides of $P$. If $x_{c_{j-1}, p}>0$, we have $x_{c_{j-1}, c_{j}}=x_{c_{j-1}, p}+x_{p, c_{j}}=x_{c_{j-1}, p}>0$ and, if $x_{p, c_{j+2}}>0$, we have $x_{c_{j+1}, c_{j+2}}=$ $x_{p, c_{j+2}}-x_{p, c_{j+1}}=x_{p, c_{j+2}}>0$. Hence, also $P$ has a positive side in each concave arc.
ii) Since $P$ has positive and degenerate sides, it follows from Lemma 4.42 that there is a convex weak sign change in $P$. Therefore, if there is no degenerate side that is incident to a convex and a concave corner, there is a degenerate side that is incident to two convex corners. We denote these corners by $c_{j-1}$ and $c_{j}$. Because of symmetry, we can assume that $c_{j+1}$ is a concave corner. Then $x_{c_{j}, c_{j+1}}>0$ since otherwise we would be in the previous case. We cut $P$ along a line from the corner $c_{j+1}$ to a point $p$ on the side between the corners $c_{j-1}$ and $c_{j}$ into two subpseudotriangles. Let $P^{\prime}$ be the resulting pseudotriangle that has $c_{j}$ as one of


Figure 4.36: On the left: two pseudotriangles with some sides marked as positive (green), zero (orange), negative (red), or non-negative (green-orange) and a cutting into two subpseudotriangles $P^{\prime}$ and $P^{\prime \prime}$. On the right: the resulting signs of the edges of the skeleton of the respective cut pseudotriangle.
its corners and let $P^{\prime \prime}$ be the other resulting subpseudotriangle. Then $P^{\prime}$ is in fact a triangle and thus all three sides of $P^{\prime}$ have the same sign. Since $x_{c_{j}, c_{j+1}}>0$, this implies $x_{p, c_{j}}, x_{p, c_{j+1}}>0$. Because of $x_{c_{j-1}, p}+x_{p, c_{j}}=x_{c_{j-1}, c_{j}}=0$, this implies $x_{c_{j-1}, p}<0$. Further, we have $x_{p, c_{j+2}}=x_{p, c_{j+1}}+x_{c_{j+1}, c_{j+2}}>0$. Therefore, since all sides of $P^{\prime \prime}$ except the sides between $c_{j-1}$ and $p$ and between $p$ and $c_{j+2}$ are also sides of $P$, the side between $c_{j-1}$ and $p$ is the only negative side of $P^{\prime \prime}$. As $c_{j-1}$ and $p$ are convex corners of $P^{\prime \prime}$, this contradicts Lemma 4.30 and the assumption that $P$ has no degenerate side that is incident to a convex and a concave corner is wrong.
Hence, the first case is the only one that is possible and the claimed statement is fulfilled.

If all edges incident to a face $f$ of $G_{\text {skel }}$ are degenerate, we call the face $f$ and the vertex of $G^{\star}$ corresponding to $f$ degenerate. Note that a normal vertex $v$ of $G^{\star}$ is degenerate if and only if $x_{v}=0$. The following lemma shows that vertices of $G^{\star}$ can only be degenerate if $K=3$.

Lemma 4.47. If $K \geq 5$, the graph $G^{\star}$ has no degenerate vertices.
Proof. Let $H$ be a maximal connected component of the subgraph of $G^{\star}$ induced by the degenerate vertices. From the following claims we obtain some structural properties of $H$.

Claim 1. All stack vertices adjacent to a degenerate normal vertex are degenerate.
Proof. Let $w$ be a stack vertex that is adjacent to the degenerate normal vertex $v$. Let $f_{w}$ and $f_{v}$ be the faces of $G_{\text {skel }}$ corresponding to $w$ and $v$, respectively. Then all common incident edges of $f_{w}$ and $f_{v}$ are degenerate. Since these edges form one of the three concave arcs of the facial cycle of $f_{w}$, it follows from Lemma 4.46 that all edges incident to $f_{w}$ are degenerate. Hence, $w$ is degenerate.

Claim 2. No stack vertices adjacent to an outer normal vertex $a_{i}$ is degenerate.
Proof. Let $w$ be a stack vertex of $G^{\star}$ incident to an outer normal vertex. Let $f_{w}$ be the face of $G_{\text {skel }}$ corresponding to $w$. Then $f_{w}$ is adjacent to the outer face of $G_{\text {skel }}$. By Lemma 4.45, the outer edges of $G_{\text {skel }}$ are positive. Since the common incident edges of $f_{w}$ and the outer face are the only edges of their concave arcs of the facial cycle of $f_{w}$, it follows with Lemma 4.46 that $f_{w}$ and therefore also $w$ are not degenerate.

Claims 1 and 2 together also imply that normal vertices that are adjacent to an outer normal vertex are not degenerate. Hence, in $G^{\star}$ the subgraph $H$ is surrounded by a cycle $C$ of positive inner normal vertices.

Consider the orientations of the edges of $C$ in $S$. Let $v$ be a vertex on $C$ and let $f_{v}$ be the corresponding face of $G_{\text {skel }}$. If both incident edges of $v$ on $C$ are outgoing for $v$, at least one entire side of the facial cycle of $f_{v}$ consists only of degenerate edges. Then $v$ is degenerate, in contradiction to the fact that $v$ is a vertex of $C$. Therefore, each vertex of $C$ has an incoming and an outgoing incident edge on $C$, i.e., $C$ is an oriented cycle. In particular, each vertex of $C$ has an outgoing edge in $C$. Therefore, if there is an outgoing edge of $v$ going into the interior of $C$, again at least one entire side of the facial cycle of $f_{v}$ consists only of degenerate edges whence $v$ is degenerate, in contradiction to the fact that $v$ is a vertex of $C$. Hence, $C$ is a cycle in $G_{+}^{\star}$, consisting only of normal vertices and without edges pointing from $C$ into the interior of $C$. Therefore, due to Lemma 3.22 we have $\frac{K-1}{2} \ell-K=0$ where $\ell$ is the length of $C$. Then we have $\ell=\frac{2 K}{K-1}$ which implies $K=3$ and $\ell=3$.

We can translate Lemma 4.35 to the case that the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is nonnegative by just considering $\operatorname{sign}_{+}(x)$ instead of $\operatorname{sign}(x)$ for all variables $x$. If $K \geq 5$, we can strengthen this in the following way.

Lemma 4.48. Let $K \geq 5$ and let $z$ be a vertex of $G_{\text {skel }}$ corresponding to the normal edge $\left(v_{1}, v_{2}\right)$ of $G_{+}^{\star}$. Let $e_{1}, \ldots, e_{4}$ be the incident edges of $z$ in clockwise order, starting with the two edges incident to the face of $G_{\text {skel }}$ corresponding to $v_{1}$. Then we have $\operatorname{sign}_{+}\left(e_{1}\right)=\operatorname{sign}_{+}\left(e_{2}\right)=+1$ and further $\operatorname{sign}_{+}\left(e_{3}\right)=+1$ or $\operatorname{sign}_{+}\left(e_{4}\right)=+1$, see Fig. $4.3 \%$

Proof. Assume that $\operatorname{sign}_{+}\left(e_{1}\right)=0$. Let $f_{v_{1}}$ be the face of $G_{\text {skel }}$ corresponding to $v_{1}$ and let $f_{w} \neq f_{v_{1}}$ be the other incident face of $e_{1}$. Then $e_{1}$ is an entire side of the facial cycle of $f_{v_{1}}$ (see Fig. 4.38a) or it is the only edge of its concave arc of the facial cycle of $f_{w}$ (see Fig. 4.38b). The former implies that $f_{v_{1}}$ is degenerate and


Figure 4.37: All possible combinations of signs of the incident edges of a vertex $z$ of $G_{\text {skel }}$ of degree four (in the case that $K$ is odd) if the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative. The weak sign-separating edges corresponding to weak sign changes at $z$ are shown in blue.

(a) First case: $v_{1}$ is degenerate.

(b) Second case: $w$ is degenerate.

Figure 4.38: A degenerate edge $e$ incident to a vertex $z$ of $G_{\text {skel }}$ with $\operatorname{deg}(z)=4$. The two subfigures show the two possibilities for the endpoint of $e$ other than $z$.
by Lemma 4.46 the latter implies that $f_{w}$ is degenerate, both in contradiction to Lemma 4.47. Therefore, the assumption was wrong and we have $\operatorname{sign}_{+}\left(e_{1}\right)=+1$. Analogously, we can show that sign ${ }_{+}\left(e_{2}\right)=+1$.

Now it follows as in the proof of Lemma 4.35 that $\operatorname{sign}_{+}\left(e_{3}\right)=\operatorname{sign}_{+}\left(e_{2}\right)=+1$ or $\operatorname{sign}_{+}\left(e_{4}\right)=\operatorname{sign}_{+}\left(e_{1}\right)=+1$.

Next we prove a strengthening of Lemma 4.32 for weak sign-separating edges.
Lemma 4.49. The set $E_{+, 0}$ is an edge-disjoint union of oriented essential cycles.
Proof. Let us first consider the case that $K=3$. Then there are no (weak) signseparating edges of types (I) and (III) and as a consequence of the proof of Lemma 4.47 the weak sign-separating edges of type (II) can be partitioned into oriented cycles of length $\ell=3$. Due to Theorem 3.29 these are essential cycles.

Now let $K \geq 5$. The predecessor assignment in the proof of Lemma 4.32 defines a partition of $E_{+, 0}$ into oriented cycles. Since in this proof the predecessors of the sign-separating edges of type (III) are not explicitly defined, we will first make this predecessor assignment explicit. Afterwards we will show that the oriented cycles are essential cycles of $G^{\star}$.

Let $e=(w, v)$ be a weak sign-separating edge of type (III) corresponding to the vertex $z$ of $G_{\text {skel }}$. Let $e_{1}$ be the common incident edge of $z$ and the faces $f_{v}$ and $f_{w}$ of $G_{\text {skel }}$ corresponding to $v$ and to $w$, respectively. Let $e_{2} \neq e_{1}$ be the other common incident edge of $z$ and $f_{w}$. Then we have $\operatorname{sign}_{+}\left(e_{1}\right) \neq \operatorname{sign}_{+}\left(e_{2}\right)$ and, therefore, due to

Lemma 4.48 we have $\operatorname{sign}_{+}\left(e_{1}\right)=+1$ and $\operatorname{sign}_{+}\left(e_{2}\right)=0$. Then, due to Lemma 4.46 there is a concave weak sign change on the concave arc of the facial cycle of $f_{w}$ containing $e_{2}$. In particular, the normal vertex $v^{\prime}$ corresponding to this concave arc is positive. Let $z^{\prime} \neq z$ be the second endpoint of $e_{2}$ and let $e_{3} \neq e_{2}$ be the second common incident edge of $z^{\prime}$ and $f_{w}$. If $e_{2}$ and $e_{3}$ are the only two sides of their concave arc, there has to be a concave weak sign change at $z^{\prime}$. If they are not the only sides of their concave arc, then $e_{3}$ is an entire side of the facial cycle corresponding to $v^{\prime}$ and, therefore, $e_{3}$ is positive. Hence, also in this case there is a concave weak sign change at $z^{\prime}$. Let $e^{\prime}$ be the sign-separating edge of type (I) corresponding to the weak sign change at $z^{\prime}$. Then we set $\operatorname{pred}(e)=e^{\prime}$.

We have to show that this predecessor assignment is injective. Let $e^{\prime}=\left(v^{\prime}, w\right)$ be a weak-sign-separating edge of type (I) corresponding to a concave weak sign change at the vertex $z^{\prime}$ of $G_{\text {skel }}$. Then $\operatorname{deg}\left(z^{\prime}\right)=2$ and $z$ is incident to a degenerate edge $e_{2}$ and a positive edge $e_{3}$. Let $z \neq z^{\prime}$ be the second endpoint of $e_{2}$. Then, if there is an edge $e$ with $\operatorname{pred}(e)=e^{\prime}$, this edge $e$ is a weak sign-separating edge of type (III) starting at $w$ that corresponds to a convex weak sign change at $z$. Since this edge $e$ is unique, the predecessor assignment is injective.

By Lemma 4.48 we can associate a unique degenerate edge of $G_{\text {skel }}$ with each weak sign-separating edge of type (II). With weak sign-separating edges of types (I) and (III) we can also associate a unique degenerate edge of $G_{\text {skel }}$ in a canonical way. Then each degenerate edge $e$ of $G_{\text {skel }}$ is associated with exactly one weak sign-separating edge $e_{1}$ of type (I), exactly one weak sign-separating edge $e_{2}$ of type (II), and exactly one sign-separating edge $e_{3}$ of type (III). Further, these edges fulfill $\operatorname{pred}\left(e_{1}\right)=e_{2}, \operatorname{pred}\left(e_{2}\right)=e_{3}$, and $\operatorname{pred}\left(e_{3}\right)=e_{1}$. Hence, the edges of $E_{+, 0}$ can be partitioned into oriented triangles associated with the degenerate edges of $G_{\text {skel }}$. Due to Theorem 3.29 these triangles are essential cycles.

Equations for even K. If $K$ is even, we define the set $E_{+, 0}$ of weak sign-separating edges as in the case that $K$ is odd, by considering $\operatorname{sign}_{+}(x)$ instead of $\operatorname{sign}(x)$ for the variables $x$. Then, again, the following lemmas can be derived immediately from the analogous results for solutions with negative variables.

Lemma 4.50. In a facial cycle of $G_{\text {skel }}$ corresponding to a stack vertex $w$ of $2 G^{\star}$, there are exactly as many concave weak sign changes as convex weak sign changes.

Lemma 4.51. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is not positive, then $E_{+, 0} \neq \emptyset$.
Lemma 4.52. In $E_{+, 0}$ every vertex appears the same number of times as the start vertex and as the end vertex of an edge.

Lemma 4.53. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative, then the solution values of all variables corresponding to edges of the outer face of $G_{\text {skel }}$ are positive.

The next lemma can be proven in exactly the same way as Lemma 4.46 since we do not make use of the fact that $K$ is odd in this proof.

Lemma 4.54. If the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative, in the facial cycle of a face $f$ of $G_{\text {skel }}$ corresponding to a stack vertex of $2 G^{\star}$, either all edges are degenerate or in each concave arc there is at least one positive edge.

We continue with an analogous result of Lemma 4.47 for even $K$.
Lemma 4.55. If $K \geq 8$, the graph $2 G^{\star}$ has no degenerate vertices.
Proof. Let $H$ be a maximal connected component of the subgraph of $2 G^{\star}$ induced by the degenerate vertices. As in the proof of Lemma 4.47, it follows that $H$ is surrounded by a cycle $C$ of positive inner normal vertices that, viewed as a cycle in $2 G_{+}^{\star}$ without edges in its interior that are parallel to edges of $C$, has no edges pointing from $C$ into the interior of $C$. Therefore, Lemma 3.37 implies that we have $\frac{K-2}{2} \ell-K=0$ where $\ell$ is the length of $C$. Then we have $\ell=\frac{2 K}{K-2}$ which implies $K=6$ and $\ell=3$.

The following lemma is an analogous result of Lemma 4.48.
Lemma 4.56. Let $K \geq 8$ and let $z$ be a vertex of $G_{\text {skel }}$ corresponding to the normal edge $\left(v_{1}, v_{2}\right)$ of $2 G_{+}^{\star}$. Let $e_{1}, e_{2}, e_{3}$ be the incident edges of $z$ where $e_{1}, e_{2}$ are the two edges incident to the face of $G_{\text {skel }}$ corresponding to $v_{1}$ and $e_{2}, e_{3}$ are the two edges incident to the face of $G_{\text {skel }}$ corresponding to $v_{2}$. Then $\operatorname{sign}_{+}\left(e_{1}\right)=+1$ and further $\operatorname{sign}_{+}\left(e_{2}\right)=+1$ or $\operatorname{sign}_{+}\left(e_{3}\right)=+1$.

Proof. Let $w$ be the stack vertex corresponding to one of the three faces incident to $z$. Analogously to the proof of Lemma 4.48, $\operatorname{sign}_{+}\left(e_{1}\right)=0$ would imply that $v_{1}$ or $w$ is degenerate, in contradiction to Lemma 4.55. Therefore, we have $\operatorname{sign}_{+}\left(e_{1}\right)=+1$.

Now it follows as in the proof of Lemma 4.41 that $\operatorname{sign}_{+}\left(e_{2}\right)=\operatorname{sign}_{+}\left(e_{1}\right)=+1$ or $\operatorname{sign}_{+}\left(e_{3}\right)=\operatorname{sign}_{+}\left(e_{1}\right)=+1$.

Finally, we prove an analogous result of Lemma 4.49 for the case that $K$ is even.
Lemma 4.57. The set $E_{+, 0}$ is an edge-disjoint union of oriented essential cycles.
Proof. Let us first consider the case that $K=6$. Then there are no (weak) signseparating edges of types (I) and (III) and as a consequence of the proof of Lemma 4.55 the weak sign-separating edges of type (II) can be partitioned into oriented cycles of length $\ell=3$. Due to Theorem 3.55 these are essential cycles.

Now let $K \geq 8$. Then the predecessors of sign-separating edges of types (I) and (II) are explicitly given by the proof of Lemma 4.38 and we can make the predecessors of sign-separating edges of type (III) explicit in exactly the same way as in the proof for odd $K$ (Lemma 4.49).

Then by Lemma 4.56 we can associate a unique degenerate edge of $G_{\text {skel }}$ with each weak sign-separating edge of type (II). With weak sign-separating edges of types (I) and (III) we can also associate a unique degenerate edge of $G_{\text {skel }}$ in a canonical way. Let $e$ be a degenerate edge of $G_{\text {skel }}$. We distinguish two cases concerning the endpoints of $e$.
i) If $e$ has two endpoints of degree three, then $e$ is associated with two weak sign-separating edges $e_{1}, e_{2}$ of type (II). These edges fulfill $\operatorname{pred}\left(e_{1}\right)=e_{2}$ and $\operatorname{pred}\left(e_{2}\right)=e_{1}$. Further, due to Theorem 3.55 the cycle consisting of $e_{1}$ and $e_{2}$ is an essential cycle.
ii) If $e$ has an endpoint of degree three and an endpoint of degree two, then $e$ is associated with exactly one weak sign-separating edge $e_{1}$ of type (I), exactly one weak sign-separating edge $e_{2}$ of type (II), and exactly one sign-separating edge $e_{3}$ of type (III). These edges fulfill $\operatorname{pred}\left(e_{1}\right)=e_{2}, \operatorname{pred}\left(e_{2}\right)=e_{3}$, and $\operatorname{pred}\left(e_{3}\right)=e_{1}$. Further, due to Theorem 3.55 the cycle consisting of $e_{1}, e_{2}$, and $e_{3}$ is an essential cycle.
Hence, the edges of $E_{+, 0}$ can be partitioned into oriented cycles which are essential cycles.

### 4.6.3 How flipping the $K$-contact structure changes the solution

We have always considered the system of equations corresponding to a fixed $K$-contact structure $S$. In this section we will study how the solution of the system of equations changes if we change the underlying $K$-contact structure in the smallest possible way, i.e., by applying a flip to $S$ and thereby going to a $K$-contact structure $S^{\prime}$ covering $S$ or covered by $S$ in the distributive lattice of $K$-contact structures.

We call two $K$-contact structures $S$ and $S^{\prime}$ neighboring if $S$ covers $S^{\prime}$ in the distributive lattice of $K$-contact structures or vice versa. In the following we will show that, in the solutions of the systems of equations corresponding to such a pair of neighboring $K$-contact structures $S$ and $S^{\prime}$, some of the variables change their signs. More precisely, these are the variables corresponding to the parts of the $K$-contact structures that are different in $S$ and $S^{\prime}$. The proofs of these statements will be based on the following variant of Lemma 4.25.

Lemma 4.58. Let $H$ be a plane graph and $e$ an edge of $H$ such that every inner face $f$ of $H \backslash e$ is bounded by a simple cycle of length $\ell_{f} \equiv 2(\bmod 4)$ and $e$ is incident to two inner faces $f_{1}, f_{2}$ of $H$ that are bounded by simple cycles of length $\ell_{f_{i}} \equiv 0(\bmod 4), i=1,2$. Further, let $M$ and $M^{\prime}$ be perfect matchings of $H$ with $e \in M$ and $e \notin M^{\prime}$. Then $\operatorname{sgn}(M) \neq \operatorname{sgn}\left(M^{\prime}\right)$.

Proof. The symmetric difference of $M$ and $M^{\prime}$ is the disjoint union of simple cycles $C_{1}, \ldots, C_{m}$, where $e \in C_{1}$ and $e \notin C_{i}$ for $i=2, \ldots, m$. For $i=1, \ldots, m$, let $\ell_{i}$ be the length of $C_{i}$. Since $C_{2}, \ldots, C_{m}$ are cycles in $H \backslash e$, it follows as in Lemma 4.25 that $\ell_{i} \equiv 2(\bmod 4)$ for $i=2, \ldots, m$.

Now let $H^{\prime}$ be the graph obtained from $H$ by subdividing $e$ into three edges. Then in $H^{\prime}$ every inner face $f$ is bounded by a simple cycle of length $\ell_{f} \equiv 2(\bmod 4)$. Let $C_{1}^{\prime}$ be the cycle in $H^{\prime}$ obtained from $C_{1}$ by replacing $e$ by its three subdivision edges. Then, again, it follows as in Lemma 4.25 that $\ell\left(C_{1}^{\prime}\right) \equiv 2(\bmod 4)$ where $\ell\left(C_{1}^{\prime}\right)$ is the length of $C_{1}^{\prime}$. Therefore, $\ell_{1}=\ell\left(C_{1}^{\prime}\right)-2 \equiv 0(\bmod 4)$.

Hence, we have $\operatorname{sgn}(M) \neq \operatorname{sgn}\left(M^{\prime}\right)$ by Lemma 4.24.

In the following, let $S$ and $S^{\prime}$ always be neighboring $K$-contact structures. Further, let $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ and $A_{S^{\prime}} \mathbf{x}^{\prime}=\mathbf{e}_{\mathbf{1}}$ be the systems of linear equations corresponding to $S$ and $S^{\prime}$, respectively, (or, more precisely, these systems with equations of the type (4.6) replaced according to Lemma 4.21) and $x_{i}$ and $x_{i}^{\prime}$, respectively, denote the value of a variable in the unique solution of this system. The incidence graphs of the two systems of equations with their canonical crossing-free drawing are denoted by $H$ and $H^{\prime}$, respectively. We will now distinguish four different cases concerning the value of $K$ and the type of the flip. For completeness, we will also consider the case $K=3$ which is well-known, see Theorem 4.6 in the beginning of this chapter.

Flips for $\mathbf{K}=\mathbf{3}$. In this case, according to Theorem 3.29, $S^{\prime}$ can be obtained from $S$ by changing the orientation of an oriented triangle in $S$. We only consider the special case that this triangle is the boundary of a face $f$ of $G$. In a similarly-aligned triangle contact representation of $G$, the pseudotriangles corresponding to the faces of $G$ are triangles. Hence, the cutting of such a pseudotriangle into triangles consists of one single triangle and we associate the variable corresponding to this triangle with the corresponding face of $G$. In the case of $f$, we denote this variable by $x_{f}$.

Theorem 4.59. Let $S$ and $S^{\prime}$ be neighboring 3-contact structures which are related by the reorientation of the facial cycle of a face $f$. Then $x_{f} x_{f}^{\prime}<0$ or $x_{f}=x_{f}^{\prime}=0$.

Proof. Note that there is a canonical bijection between the vertices of $H$ and $H^{\prime}$. Therefore, we will not distinguish the vertices of $H$ and $H^{\prime}$. The face $f$ corresponds to a cycle $C$ of length 48 in $H$ and $H^{\prime}$, see Fig. 4.39. We say that a variable or equation lies inside $C$, on $C$, or outside $C$ if the corresponding vertex lies inside $C$, on $C$, or outside $C$. Note that $H$ and $H^{\prime}$ only differ in the edges connecting vertices inside $C$ with vertices on $C$.

Claim 1. $\operatorname{det}\left(A_{S}\right) \operatorname{det}\left(A_{S^{\prime}}\right)<0$.
Proof. Remember from the proof of Theorem 4.26 that $\operatorname{det}\left(A_{S}\right), \operatorname{det}\left(A_{S^{\prime}}\right) \neq 0$ and that all perfect matchings of $H$ and $H^{\prime}$, respectively, have the same sign. Therefore, it suffices to show that there are perfect matchings $M$ and $M^{\prime}$ of $H$ and $H^{\prime}$, respectively, with $\operatorname{sgn}(M) \neq \operatorname{sgn}\left(M^{\prime}\right)$.

Let $M$ and $M^{\prime}$ be arbitrary perfect matchings of $H$ and $H^{\prime}$, respectively. In both graphs, there is exactly one more variable-vertex inside $C$ than equation-vertices and the neighbors of all equations-vertices inside $C$ are also inside $C$. Therefore, there is exactly one edge $e$ in $M$ connecting a vertex inside $C$ with a vertex on $C$. Then $e$ is the only edge of $M$ that is not an edge of $H^{\prime}$.

Let $\widetilde{H}$ be the graph obtained from $H^{\prime}$ by adding the edge $e$. Then $\widetilde{H}$ is still a planar graph (see Fig. 4.39) and the edge $e$ splits an inner face of $H^{\prime}$ of length $30 \equiv 2(\bmod 4)$ into two faces of lengths $4,28 \equiv 0(\bmod 4)$. Remember from Theorem 4.26 that all inner faces of $H^{\prime}$ have length $\ell \equiv 2(\bmod 4)$. Since both $M$ and $M^{\prime}$ are perfect matchings of $\widetilde{H}$ and $e \in M$ but $e \notin M^{\prime}$, it then follows from Lemma 4.58 that $\operatorname{sgn}(M) \neq \operatorname{sgn}\left(M^{\prime}\right)$.


Figure 4.39: The cycle $C$ in the incidence graphs $H$ (left) and $H^{\prime}$ (right) of the systems of equations $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ and $A_{S^{\prime}} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$, respectively. The only differences of $H$ and $H^{\prime}$ are the edges between vertices on $C$ and vertices inside $C$. The edge $e$ is an edge of $H$ but not of $H^{\prime}$. The graph $H^{\prime}$ extended by $e$ (see the red edge) is the planar graph $\widetilde{H}$.

Claim 2. Let $A_{S}^{(f)}$ and $A_{S^{\prime}}^{(f)}$ be the matrices $A_{S}$ and $A_{S^{\prime}}$, respectively, with the column corresponding to $x_{f}$ replaced by $\mathbf{e}_{\mathbf{1}}$. Then $\operatorname{det}\left(A_{S}^{(f)}\right)=\operatorname{det}\left(A_{S^{\prime}}^{(f)}\right)$.
Proof. As we have seen in the proof of Claim 1, in $H$ and $H^{\prime}$ there is exactly one more variable-vertex inside $C$ than equation-vertices and the neighbors of all equationvertices inside $C$ are also inside $C$. The incidence graphs $H^{(f)}$ and $H^{\prime(f)}$ of $A_{S}^{(f)}$ and $A_{S^{\prime}}^{(f)}$ are obtained from $H$ and $H^{\prime}$, respectively, by deleting all incident edges of the variable-vertex $x_{f}$ and connecting it to the equation-vertex $w$ corresponding to the first row of the respective matrix instead. Therefore, in a perfect matching of $H^{(f)}$ or $H^{\prime(f)}$ the vertex $x_{f}$ is matched with $w$ and the remaining vertices inside $C$ are matched with other vertices inside $C$. Since $H^{(f)}$ and $H^{\prime(f)}$ only differ in edges connecting vertices inside $C$ with vertices on $C$, this implies that each edge of a perfect matching of $H^{(f)}$ is also an edge of $H^{\prime(f)}$ and vice versa. Thus $H^{(f)}$ and $H^{\prime(f)}$ have the same perfect matchings.

We want to apply the Leibniz formula to prove $\operatorname{det}\left(A_{S}^{(f)}\right)=\operatorname{det}\left(A_{S^{\prime}}^{(f)}\right)$. Therefore, it remains to show that each perfect matching of $H^{(f)}$ and $H^{\prime(f)}$ has the same weight in $H^{(f)}$ and $H^{\prime(f)}$. But this is clear since the weights of the edges on $C$ and outside $C$ are the same in $H$ and $H^{\prime}$ and the only edges inside $C$ that used to have weights $\neq 1$ are the edges incident to $x_{f}$ which are no edges of $H^{(f)}$ and $H^{\prime(f)}$.

Because of Claims 1 and 2 we obtain by applying Cramer's rule

$$
x_{e} x_{e}^{\prime}=\frac{\operatorname{det}\left(A_{S}^{(f)}\right)}{\operatorname{det}\left(A_{S}\right)} \frac{\operatorname{det}\left(A_{S^{\prime}}^{(f)}\right)}{\operatorname{det}\left(A_{S^{\prime}}\right)}=\frac{\operatorname{det}\left(A_{S}^{(f)}\right)^{2}}{\operatorname{det}\left(A_{S}\right) \operatorname{det}\left(A_{S^{\prime}}\right)} \leq 0,
$$

where the value 0 is attained if and only if $\operatorname{det}\left(A_{S}^{(f)}\right)=0$ and thus $x_{f}=x_{f}^{\prime}=0$.

Flips for odd $\mathrm{K} \geq \mathbf{5}$. We assume that $S^{\prime}$ is obtained from $S$ by a flip. Then, according to Theorem 3.29, $S^{\prime \prime}$ can be obtained from $S$ by changing the orientation of a normal edge $\left(v_{1}, v_{2}\right)$ in $S$, decreasing the weight of $v_{2} w$ by one, and increasing the weight of $v_{1} w$ by one, where $w$ is the stack vertex corresponding to the face to the left of $\left(v_{1}, v_{2}\right)$, see Fig. 4.40. Let $G_{\text {skel }}$ and $G_{\text {skel }}^{\prime}$ be the skeleton graphs corresponding to $S$ and $S^{\prime}$, respectively. Let $Q_{1}$ and $Q_{2}$ be the faces ( $K$-gons) of $G_{\text {skel }}$ and $G_{\text {skel }}^{\prime}$ corresponding to $v_{1}$ and $v_{2}$ and let $P_{w}$ be the face (pseudotriangle) corresponding to $w$. Further, let $p$ be the vertex of $G_{\text {skel }}$ and $G_{\text {skel }}^{\prime}$ that is incident to $Q_{1}$ and $Q_{2}$ (the contact point of the two $K$-gons). Then let $e$ be the edge of $G_{\text {skel }}$ that is incident to $Q_{2}, P_{w}$, and $p$. Similarly, let $e^{\prime}$ be the edge of $G_{\text {skel }}^{\prime}$ that is incident to $Q_{1}, P_{w}$ and $p$. See Fig. 4.40 for a visualization of the edges $e$ and $e^{\prime}$. We denote the variables corresponding to $e$ and $e^{\prime}$ by $x_{e}$ and $x_{e^{\prime}}^{\prime}$.

Theorem 4.60. Let $S$ and $S^{\prime}$ be neighboring $K$-contact structures with odd $K \geq 5$. Further, let the edges $e$ and $e^{\prime}$ be defined as above. Then $x_{e} x_{e^{\prime}}^{\prime}<0$ or $x_{e}=x_{e^{\prime}}^{\prime}=0$.

Proof. We will fix a cutting of the pseudotriangles corresponding to the inner faces of $G$ into triangles and consider the systems of equations corresponding to these cuttings. For $G_{\text {skel }}$ we fix that there is a cutting edge from the endpoint of $e$ that is not $p$ to the edge incident to $Q_{1}, P_{w}$, and $p$ and that there is no cutting edge ending at this cutting edge. Similarly, for $G_{\text {skel }}^{\prime}$ we fix that there is a cutting edge from the endpoint of $e^{\prime}$ that is not $p$ to the edge incident to $Q_{2}, P_{w}$, and $p$ and that there is no cutting edge ending at this cutting edge. Apart from that, the remaining cutting edges can be chosen arbitrarily. The incidence graphs $H$ and $H^{\prime}$ of the resulting systems of equations are shown at the top of Fig. 4.41.

In $G_{\text {skel }}$ and $G_{\text {skel }}^{\prime}$ let $f$ be the triangle of the cutting of $P_{w}$ that is incident to $p$. Further, let $x_{f}$ be the variable corresponding to $f$. Then $x_{f}=x_{e}$ and $x_{f}^{\prime}=x_{e^{\prime}}^{\prime}$. Now we will slightly modify the two systems of equations. The incidence graphs of the modified systems are shown at the bottom of Fig. 4.41. Let $x_{e}$ and $x_{\tilde{e}}$ be the vertices


Figure 4.40: Two neighboring $K$-contact structures $S$ (left) and $S^{\prime}$ (right) for an odd $K \geq 5$. In the background it is shown what the difference of $S$ and $S^{\prime}$ means for a similarly-aligned odd $K$-gon contact representation inducing $S$ and $S^{\prime}$, respectively. Two edges $e$ and $e^{\prime}$ of the corresponding skeleton graphs are highlighted. Further, in both cases one cutting edge of a cutting of the pseudotriangle $P_{w}$ corresponding to $w$ into triangles is drawn as a dashed line.


Figure 4.41: Top: the incidence graphs $H$ and $H^{\prime}$ for odd $K \geq 5$. Bottom: the incidence graphs of the modified systems of equations. The edges of the modified graph $H$ that are no edges of the modified graph $H^{\prime}$ are added in red to the drawing of the latter one.
with distance 2 to $x_{f}$ in $H$ corresponding to the edge $e$ and to an edge incident to $Q_{1}$, respectively. Then $x_{e}$ has distance 5 to a neighbor $y$ of $x_{v_{2}}$. We delete the connecting path and all intermediate vertices and instead connect $x_{e}$ directly with an edge of weight 1 to $y$. Further, $x_{\tilde{e}}$ has distance 5 to a neighbor $\tilde{y}$ of $x_{v_{1}}$. Let $x_{j}$ be the last vertex before $\tilde{y}$ on the connecting path. Then we delete the path of length 4 between $x_{\tilde{e}}$ and $x_{j}$ with all intermediate vertices and instead connect $x_{\tilde{e}}$ directly with an edge of weight 1 to $\tilde{y}$. Note that this modification of the system $A_{S} \mathbf{x}=\mathbf{e}_{1}$ is still uniquely solvable and that $x_{j}$ is the only variable whose solution value changes (to the former value of $x_{j}-x_{\tilde{e}}$ ). In particular, the value of $x_{f}$ does not change. We change the other system of equations analogously with the vertices defined as follows: $x_{e}$ and $x_{\tilde{e}}$ are the vertices with distance 2 to $x_{f}$ in $H^{\prime}$ corresponding to the edge $e$ and to an edge incident to $Q_{2}$, respectively; $y$ is the neighbor of $x_{v_{1}}$ that has distance 5 to $x_{e} ; \tilde{y}$ is the neighbor of $x_{v_{2}}$ that has distance 5 to $x_{\tilde{e}}$; and $x_{j}$ is the neighbor of $\tilde{y}$ with distance 4 to $x_{\tilde{e}}$. Then also the modification of the system $A_{S^{\prime}} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is still uniquely solvable and the value of $x_{f}$ does not change.

From now on we only consider the modified systems of equations. Then the graphs $H$ and $H^{\prime}$ only differ inside a cycle $C$ of length 32 . In both cases, inside $C$ there is exactly one more variable-vertex than equation-vertices and all neighbors of the equation-vertices inside $C$ are also inside $C$. Further, all edges of $H$ connecting a vertex inside $C$ and a vertex on $C$ can be added to $H^{\prime}$ without


Figure 4.42: The incidence graphs $H$ and $H^{\prime}$ in the case of a digon flip for even $K \geq 6$. The edges of $H$ that are no edges of $H^{\prime}$ are added in red to the drawing of $H^{\prime}$.
producing a crossing and by splitting a face of length $\ell \equiv 2(\bmod 4)$ into two faces of lengths $4, \ell-2 \equiv 0(\bmod 4)$. Therefore, it follows as in the proof of Theorem 4.59 that $x_{f} x_{f}^{\prime}<0$ or $x_{f}=x_{f}^{\prime}=0$.

Digon flips for even $K \geq \mathbf{6}$. For even $K$, there are two different types of flips, digon flips and triangle flips, see Theorem 3.55. We first consider the case of digon flips. Note that in this case the skeleton graphs corresponding to $S$ and $S^{\prime}$ are equal and only the prescribed slope of one edge $e$ of the skeleton graph changes.

Theorem 4.61. Let $S$ and $S^{\prime}$ be neighboring $K$-contact structures with even $K \geq 6$ which are related by a digon flip corresponding to the edge e of the skeleton graph. Then $x_{e} x_{e^{\prime}}^{\prime}<0$ or $x_{e}=x_{e^{\prime}}^{\prime}=0$.

Proof. The incidence graphs $H$ and $H^{\prime}$ only differ in the edges connecting the unique vertex $x_{e}$ inside a cycle $C$ of length 32 to the vertices on $C$, see Fig. 4.42. Each edge of $H$ that is inside $C$ can be added to $H^{\prime}$ without producing a crossing and by splitting an inner face of length $18 \equiv 2(\bmod 4)$ into two faces of lengths $4,16 \equiv 0(\bmod 4)$. Therefore, it follows as in the proof of Theorem 4.59 that $x_{e} x_{e}^{\prime}<0$ or $x_{e}=x_{e}^{\prime}=0$.

Triangle flips for even $\mathbf{K} \geq \mathbf{6}$. The case of triangle flips for $K=6$ is analogous to the case of flips for $K=3$. So, also in this case we only consider flips corresponding to the reorientation of a triangle in $G$ that is the boundary of a face $f$. See Fig. 4.43 for an illustration of the incidence graphs $H$ and $H^{\prime}$ in this case. We denote the variable corresponding to $f$ by $x_{f}$.

Theorem 4.62. Let $S$ and $S^{\prime}$ be neighboring 6 -contact structures which are related by the reorientation of the facial cycle of a face $f$. Then $x_{f} x_{f}^{\prime}<0$ or $x_{f}=x_{f}^{\prime}=0$.

The remaining case of triangle flips for even $K \geq 8$ is analogous to the case of flips for odd $K \geq 5$. See Fig. 4.44 for an illustration of the incidence graphs $H$ and $H^{\prime}$ in this case. Also read off the definition of the variables $x_{e}$ and $x_{e^{\prime}}^{\prime}$ from this figure.


Figure 4.43: The incidence graphs $H$ and $H^{\prime}$ in the case of a triangle flip for $K=6$.


Figure 4.44: The incidence graphs $H$ and $H^{\prime}$ in the case of a triangle flip for even $K \geq 8$.

Theorem 4.63. Let $S$ and $S^{\prime}$ be neighboring $K$-contact structures with even $K \geq 8$ which are related by a triangle fip. Further, let the edges $e$ and $e^{\prime}$ be defined as mentioned above. Then $x_{e} x_{e^{\prime}}^{\prime}<0$ or $x_{e}=x_{e^{\prime}}^{\prime}=0$.

### 4.7 Drawings from solutions with negative variables

Remember that, if the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ is non-negative, then the wanted contact representation of $G$ is obtained as a drawing of $G_{\text {skel }}$ with each edge $e$ being drawn with the slope $s_{e}$ that has been assigned to it and with the length given by the value of the corresponding edge-variable $x_{e}$ in the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$. This drawing can also be defined for solutions with negative variables: If an edge-variable $x_{e}$ is negative, then the corresponding edge $e$ is drawn with slope $-s_{e}$ and length $\left|x_{e}\right|$. Figure 4.45 on Page 133 shows an example of such a drawing of $G_{\text {skel }}$ induced by a solution of $A_{S} \mathbf{x}=\mathbf{e}_{1}$ with negative variables.

Surprisingly, in this drawing the drawings of the faces are pairwise non-overlapping. In particular, the drawings of the edges do not cross in the sense that their intersection is not a single point that is in the relative interior of the drawings of both edges.

Theorem 4.64. In the drawing of $G_{\text {skel }}$ defined by the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$, each inner face is drawn as a weakly simple polygon, the drawings of the inner faces are pairwise interiorly disjoint, the drawing of a face of $G_{\text {skel }}$ corresponding to an inner vertex $v$ of $G$ is a (possibly negative) homothetic copy of the prototype $P_{v}$, the drawing of the outer face is a $K$-gon whose sides have the same slopes as the sides of $Q$, and the entire drawing of $G_{\text {skel }}$ is inside the drawing of the outer face.

Proof. The strategy of the proof is as follows: We will first extend the skeleton graph $G_{\text {skel }}$ and then apply Lemma 4.14 to this extension $G_{\text {skel }}^{\prime}$. Since we choose the drawings of the faces of $G_{\text {skel }}^{\prime}$ in such a way that the drawings of the edges of $G_{\text {skel }}$ are as defined by the solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$, the subdrawing of $G_{\text {skel }}$ will fulfill the properties listed in the lemma.

The extension $G_{\text {skel }}^{\prime}$ is obtained from $G_{\text {skel }}$ as follows: For each inner face of $G_{\text {skel }}$ corresponding to an inner vertex $v$ of $G$, we insert $K$ edges into this face connecting the $K$ vertices corresponding to the corners of the corresponding $K$-gon in a cyclic way. Each of these edges corresponds to a side $\operatorname{side}_{i}\left(P_{v}\right)$ of this $K$-gon and we assign to it the slope of this side and the value $x_{v} \ell_{i}\left(P_{v}\right)$.

To be able to apply Lemma 4.14 to $G_{\text {skel }}^{\prime}$ and the given edge drawings, we have to show that the drawing of each inner face of $G_{\text {skel }}^{\prime}$ is a weakly simple polygon. We distinguish three types of inner faces of $G_{\text {skel }}^{\prime}$ -
i) Let $f$ be an inner face of $G_{\text {skel }}^{\prime}$ corresponding to an inner normal vertex $v$ of $G$. Then the drawing of $f$ is a homothetic copy of the simple polygon $P_{v}$ and, therefore, a weakly simple polygon.
ii) Let $f$ be an inner face of $G_{\text {skel }}^{\prime}$ corresponding to a side of a polygon $P_{v}$. Then the drawings of the edges incident to $f$ are pairwise homothetic, i.e., they are pairwise parallel or antiparallel. Therefore, the drawing of $f$ is a weakly simple polygon.
iii) Let $f$ be an inner face of $G_{\text {skel }}^{\prime}$ corresponding to an inner face of $G$ and let $s_{0}, \ldots, s_{k-1}$ be the slopes assigned to the edges of $f$ in clockwise order. Then $s_{0}, \ldots, s_{k-1}$ is a slope sequence of a pseudotriangle. Let $A, B, C$ be the indices of the convex corners of this slope sequence as in Section 4.3. Further, for $i=0, \ldots, k-1$, let $x_{i}$ be the solution value of the edge-variable corresponding to the edge with assigned slope $s_{i}$.

If $x_{i} \geq 0$ for $i=0, \ldots, k-1$, it follows from Lemma 4.18 that the drawing of $f$ is a weakly simple polygon. If $x_{i}<0$ for $i=0, \ldots, k-1$, it also follows from Lemma 4.18 that the drawing of $f$ is a weakly simple polygon since, due to Lemma $4.15,-s_{0}, \ldots,-s_{k-1}$ is also a slope sequence of a pseudotriangle. It remains to consider the case that there are sign changes along the boundary of $f$. We will argue this case by induction on the number of sign changes.

We first consider the case that there is a convex and a concave sign change without another sign change or convex corner in-between. We assume that $\operatorname{sign}\left(x_{A}\right) \neq \operatorname{sign}\left(x_{A+1}\right)=\operatorname{sign}\left(x_{A+2}\right)=\cdots=\operatorname{sign}\left(x_{j}\right) \neq \operatorname{sign}\left(x_{j+1}\right)$ with $j+1 \leq B$. Due to multiple application of Lemma 4.17, $s_{0}, \ldots, s_{A},-s_{A+1}$, $-s_{A+2}, \ldots,-s_{j}, s_{j+1}, \ldots, s_{k-1}$ is also a slope sequence of a pseudotriangle. Therefore, we can apply the induction hypothesis to this new slope sequence
and solution values $x_{0}, \ldots, x_{A},-x_{A+1},-x_{A+2}, \ldots,-x_{j}, x_{j+1}, \ldots, x_{k-1}$.
Because of Lemmas 4.34 and 4.40 the only remaining case we have to consider is the case that there is exactly one convex and exactly one concave sign change and these two sign changes do not happen at the same concave arc. We assume that $\operatorname{sign}\left(x_{A}\right) \neq \operatorname{sign}\left(x_{A+1}\right)=\operatorname{sign}\left(x_{A+2}\right)=\cdots=\operatorname{sign}\left(x_{j}\right) \neq$ $\operatorname{sign}\left(x_{j+1}\right)$ with $B<j<C$. Then, due to multiple application of Lemma 4.17, $s_{0}, \ldots, s_{A},-s_{A+1},-s_{A+2}, \ldots,-s_{j}, s_{j+1}, \ldots, s_{k-1}$ is also a slope sequence of a pseudotriangle. Therefore, we can apply the induction hypothesis to this new slope sequence and solution values $x_{0}, \ldots, x_{A},-x_{A+1},-x_{A+2}, \ldots,-x_{j}$, $x_{j+1}, \ldots, x_{k-1}$.
Due to Lemmas 4.33 and 4.39 we have $x_{e} \geq 0$ for each edge $e$ of the outer face of $G_{\text {skel }}^{\prime}$. Therefore, the drawing of the outer face of $G_{\text {skel }}$ is a $K$-gon whose sides have the same slopes as the sides of $Q$. Further, due to Lemma 4.14, the entire drawing of $G_{\text {skel }}^{\prime}$ is inside the drawing of the outer face.


Figure 4.45: The drawing obtained from a solution of $A_{S} \mathbf{x}=\mathbf{e}_{\mathbf{1}}$ that contains negative variables. At the top, the 5 -contact structure $S$ is shown via a general pentagon contact representation inducing $S$ (in this contact representation, the corners of each pentagon can be labeled with $0, \ldots, 4$ in clockwise order such that corners with label $i$ only touch the relative interiors of sides opposite to corners of label $i$ and, hence, it induces a unique 5 -contact structure). Regular pentagons with a horizontal base are assumed as prototypes for all pentagons. The signs of the variables in the solution are indicated via the colors of the edges and the pentagons: Green corresponds to non-negative variables and red corresponds to negative variables. At the bottom, the drawing obtained from the solution is shown.

## Chapter 5

## Existence of convex contact representations

In this chapter, we will reprove the existence of contact representations of plane graphs with given convex prototypes for each vertex. It is a well-known result that such contact representations exist. We will recall the corresponding literature in Section 5.1. Then, in Section 5.2, we will give a new, more elementary and constructive proof for the existence of similarly-aligned odd $K$-gon and parallel-sided even $K$-gon contact representations that is based on the systems of equations that we developed in Chapter 4. Finally, in Section 5.3, we will deduce the existence of contact representations for arbitrary given convex prototypes from this result.

### 5.1 Overview of known results

The following beautiful theorem by Schramm widely settles the question of the existence of contact representations of planar graphs with individual convex prototypes for the vertices of the graph. Without further mentioning, in the following all convex prototypes are assumed to be compact.

Theorem 5.1 (Convex Packing Theorem [Sch07]). Let $G$ be an inner triangulation of the 3 -cycle $a_{0}, a_{1}, a_{2}$. Further, let $C$ be a simple closed curve in the plane, partitioned into three arcs $C_{0}, C_{1}, C_{2}$, and, for each inner vertex $v$ of $G$, let $P_{v}$ be a convex prototype for $v$, i.e., a convex set in the plane containing more than one point. Then there exists a contact representation of a supergraph of $G$ (on the same vertex set but possibly with more edges) where each inner vertex $v$ is represented by a single point or a positive homothetic copy of its prototype $P_{v}$ and each outer vertex $a_{i}$ by the arc $C_{i}$.

The proof of Theorem 5.1 is based on the Monster Packing Theorem [Sch07] which in turn makes use of Brouwer's Fixed Point Theorem. Since the computation of Brouwer fixed points is hard in general [HPV89], it is unlikely that an efficient algorithm can be derived from this proof. Thus, while Theorem 5.1 settles the question of the existence of convex contact representations, it leaves open two central
related questions: Can these contact representations be computed efficiently? Are they unique?

There are three results for special cases of Theorem 5.1 which at least answer the latter question. The first one is the classical Koebe-Andreev-Thursten Theorem.

Theorem 5.2 (Circle Packing Theorem [Koe36; Thu79b]). Let $G$ be a plane triangulation. Then $G$ has a contact representation with disks. Further, this contact representation is unique up to Möbius transformations.

In particular, the circle packing is unique if the outer vertices of the graph $G$ are not represented by circles but by the sides of a given triangle in the plane. This has been generalized by Schramm to arbitrary convex shapes as prototypes.

Theorem 5.3 (Smooth Convex Packing Theorem [Sch91]). Let $G$ be an inner triangulation of the 3 -cycle $a_{0}, a_{1}, a_{2}$. Further, let $T$ be a triangle in the plane with sides $C_{0}, C_{1}, C_{2}$, and, for each inner vertex $v$ of $G$, let $P_{v}$ be a convex prototype for $v$ with a smooth boundary. Then there exists a unique contact representation of $G$ in which each inner vertex $v$ is represented by a positive homothetic copy of its prototype $P_{v}$ and each outer vertex $a_{i}$ by the line segment $C_{i}$.

The third theorem is about contact representations with axis-aligned rectangles, also by Schramm.

Theorem 5.4 (Schramm [Sch93]). Let $G$ be an inner triangulation of the 4-cycle $a_{0}, a_{1}, a_{2}, a_{3}$ without separating triangles. For each inner vertex $v$ of $G$, let $P_{v}$ be a prototype that is an axis-aligned rectangle. Then there exists a contact representation of a supergraph of $G$ (on the same vertex set but possibly with more edges) where each inner vertex $v$ is represented by a single point or a positive homothetic copy of its prototype $P_{v}$ and the outer vertices $a_{0}, a_{1}, a_{2}, a_{3}$ are represented by the upper, right, lower, and left side of an axis-aligned rectangle in this order. Further, this contact representation is unique up to scaling.

Although Schramm is the author of Theorems 5.1, 5.3 and 5.4, their proofs are completely independent.

### 5.2 New proof for $K$-gon contact representations

In this section, we will prove the existence of similarly-aligned odd $K$-gon and parallel-sided even $K$-gon contact representations based on the systems of linear equations developed in Chapter 4. Let $G$ be an inner triangulation of a $K$-cycle with $K \geq 3$ and $K \neq 4$. In the following, when we say $K$-gon contact representation, we mean a similarly-aligned odd $K$-gon contact representation, if $K$ is odd, and a parallel-sided even $K$-gon contact representation if $K$ is even. The system of linear equations from Chapter 4 for the computation of a $K$-gon contact representation of $G$ depends on a $K$-contact structure $S$ of $G$, the slopes of the sides of the given prototypes for the vertices of $G$, and the side lengths of
the prototypes for the inner vertices of $G$. Let $v_{0}, \ldots, v_{n-1}$ be the inner vertices of $G$ and let $r_{i j}$ be the length of $\operatorname{side}_{j}\left(P_{i}\right)$ where $P_{i}$ is the prototype for $v_{i}$. We set $\mathbf{r}:=\left(r_{0,0}, \ldots, r_{0, K-1}, r_{1,0}, \ldots, r_{1, K-1}, \ldots, r_{n-1,0}, \ldots, r_{n-1, K-1}\right)$. In the following, we assume that the slopes of the prototypes are fixed and consider the system of linear equations in dependence of the $K$-contact structure $S$ and the side length vector $\mathbf{r}$. We denote this system of linear equations by $\mathcal{A}_{S, \mathbf{r}}$.

The approach we will take in this section has already been taken in [Sch16; Sch17] for triangle and rectangle contact representations. Nevertheless, the proof that we will give here is simpler than those given in [Sch16; Sch17]. This simplification is obtained by means of the following observation: The proofs in Chapter 4 (except for those of Theorems $4.27,4.29$ and 4.64) do not rely on the fact that the $r_{i j}$ are actually the side lengths of polygons with the slopes used for constructing the systems of equations, but only rely on the fact that $r_{i j}>0$ for all $i, j$. So the crucial idea will be that we consider the system $\mathcal{A}_{S, \mathbf{r}}$ for all $K$-contact structures $S$ and all $\mathbf{r} \in \mathbb{R}_{>0}^{n K}$. With this purely algebraic point of view on these systems of linear equations we are able to skip the geometric parts of the proofs given in [Sch16; Sch17].

Let $\mathbf{x}^{(S, \mathbf{r})}$ be the unique solution of $\mathcal{A}_{S, \mathbf{r}}$. For a $K$-contact structure $S$, we set $R_{S}:=\left\{\mathbf{r} \in \mathbb{R}_{>0}^{n K}: \mathbf{x}^{(S, \mathbf{r})}>0\right\}$ and $\overline{R_{S}}:=\left\{\mathbf{r} \in \mathbb{R}_{>0}^{n K}: \mathbf{x}^{(S, \mathbf{r})} \geq 0\right\}$. Our goal is to prove that $\bigcup_{S} \overline{R_{S}}=\mathbb{R}_{>0}^{n K}$. Then, in particular for each $\mathbf{r} \in \mathbb{R}_{>0}^{n K}$ which is the vector of side lengths of actual polygons with the fixed slopes, there exists a $K$-contact structure $S$ such that the solution of $\mathcal{A}_{S, \mathbf{r}}$ is non-negative. And, due to Theorems 4.27 and 4.29 , this non-negative solution implies the existence of a $K$-gon contact representation of $G$ in which the inner vertices of $G$ are represented by homothetic copies (which might degenerate to points if $K=3$ or $K=6$ ) of the prototypes given by this side length vector $\mathbf{r}$.

Reduction to graphs without separating triangles in the cases $K=3$ and $\mathbf{K}=\mathbf{6}$. Since the existence proof will be based on Theorems 4.59 to 4.63 which make statements about all flips in $K$-contact structures except for non-facial flips in the cases $K=3$ and $K=6$, we first want to show that in these two cases we can reduce the problem to the case that $G$ has no separating triangles. Then all flips in $K$-contact structures of $G$ are facial flips.

Let $\mathbf{r} \in \mathbb{R}_{>0}^{n K}$ be an arbitrary side length vector for $G$. Let $T=v_{0}, v_{1}, v_{2}$ be a separating triangle of $G$, let $G_{\text {out }}$ be the graph $G$ without the vertices inside $T$, and let $G_{\text {in }}$ be the graph $G$ without the vertices outside $T$ (with $v_{0}, v_{1}, v_{2}$ as outer vertices). Further, let $\mathbf{r}_{\text {out }}$ and $\mathbf{r}_{\text {in }}$ be the restrictions of $\mathbf{r}$ to the inner vertices of $G_{\text {out }}$ and $G_{\mathrm{in}}$, respectively.

Let us first consider the case $K=3$. See Fig. 5.1 for an illustration of the decomposition process described in the following. Assume that there exists a 3-contact structure (Schnyder wood) $S_{\text {out }}$ of $G_{\text {out }}$ such that $\mathbf{r}_{\text {out }} \in \overline{R_{S_{\text {out }}}}$. Let $G_{\text {skel }}^{\text {out }}$ be the corresponding skeleton graph. Then $T$ corresponds to an inner face of $G_{\text {skel }}^{\text {out }}$ with its three edges $e_{0}, e_{1}$, and $e_{2}$ corresponding to the vertices $v_{0}, v_{1}$, and $v_{2}$, respectively. The 3 -contact structure $S_{\text {out }}$ assigns sides of the prototypes of $v_{0}, v_{1}$, and $v_{2}$ to these three edges which we denote by $\operatorname{side}_{i_{0}}\left(P_{v_{0}}\right)$, $\operatorname{side}_{i_{1}}\left(P_{v_{1}}\right)$, and $\operatorname{side}_{i_{2}}\left(P_{v_{2}}\right)$, re-


Figure 5.1: Decomposition of a triangulation at a separating triangle for the computation of a similarly-aligned triangle contact representation.
spectively. Now we can interpret $v_{0}, v_{1}$, and $v_{2}$ as outer vertices $a_{i_{0}}^{\prime}, a_{i_{1}}^{\prime}$, and $a_{i_{2}}^{\prime}$, respectively, of $G_{\text {in }}$ and set the slopes of the prototypes of these three outer vertices to slope $i_{i_{0}}\left(P_{v_{0}}\right)$, slope $_{i_{1}}\left(P_{v_{1}}\right)$, and slope $i_{i_{2}}\left(P_{v_{2}}\right)$. Assume that in this setting there exists a 3-contact structure $S_{\text {in }}$ of $G_{\text {in }}$ such that $\mathbf{r}_{\text {in }} \in \overline{R_{S_{\text {in }}}}$. Let $S$ be the 3-contact structure of $G$ obtained by plugging $S_{\text {in }}$ into $S_{\text {out }}$. Then $\mathbf{r} \in \overline{R_{S}}$ since the non-negative solution of $\mathcal{A}_{S_{\text {in }}, \mathbf{r}_{\text {in }}}$ scaled with the non-negative factor $x_{e_{0}}+x_{e_{1}}+x_{e_{2}}$ and combined with the non-negative solution of $\mathcal{A}_{S_{\text {out }}, \mathbf{r o u t ~}}$ gives a non-negative solution of $\mathcal{A}_{S, \mathbf{r}}$.

Let us now consider the case $K=6$. This case is illustrated in Fig. 5.2. As in the previous case, assume that there exists a 6-contact structure $S_{\text {out }}$ of $G_{\text {out }}$ such that $\mathbf{r}_{\text {out }} \in \overline{R_{S_{\text {out }}}}$ and let $G_{\text {skel }}^{\text {out }}$ be the corresponding skeleton graph. Then, again, $T$ corresponds to an inner face of $G_{\text {skel }}^{\text {out }}$ with its three edges $e_{0}, e_{1}$, and $e_{2}$ corresponding to the vertices $v_{0}, v_{1}$, and $v_{2}$. The 6 -contact structure $S_{\text {out }}$ assigns sides of the prototypes of $v_{0}, v_{1}$, and $v_{2}$ to these three edges which we denote by $\operatorname{side}_{i_{0}}\left(P_{v_{0}}\right)$, $\operatorname{side}_{i_{1}}\left(P_{v_{1}}\right)$, and $\operatorname{side}_{i_{2}}\left(P_{v_{2}}\right)$, respectively. Note that $\left\{i_{0}, i_{1}, i_{2}\right\} \in\{\{0,2,4\},\{1,3,5\}\}$. Now we modify $G_{\text {in }}$ as follows: We subdivide the three outer edges and then connect each of the three subdivision vertices to the unique common neighbor of its two neighbors. Then $G_{\text {in }}$ is an inner triangulation of a 6 -cycle. Now we can interpret $v_{0}, v_{1}$, and $v_{2}$ as outer vertices $a_{i_{0}}^{\prime}, a_{i_{1}}^{\prime}$, and $a_{i_{2}}^{\prime}$, respectively, of $G_{\text {in }}$ and the other three outer vertices accordingly as $a_{i}^{\prime}$ for $i \in\{0, \ldots, 5\} \backslash\left\{i_{0}, i_{1}, i_{2}\right\}$. Assume that in this setting there exists a 6 -contact structure $S_{\text {in }}$ of $G_{\text {in }}$ such that $\mathbf{r}_{\text {in }} \in \overline{R_{S_{\text {in }}}}$. Let $S$ be the 6 -contact structure of $G$ obtained by first contracting the edges $a_{i_{j}}^{\prime} a_{i_{j}+1}^{\prime}, j=0,1,2$, in $S_{\text {in }}$ and then plugging this modification of $S_{\text {in }}$ into $S_{\text {out }}$. Then $\mathbf{r} \in \overline{R_{S}}$ since the non-negative solution of $\mathcal{A}_{S_{\text {in }}, \mathbf{r}_{\text {in }}}$ scaled with a proper non-negative factor and combined with the non-negative solution of $\mathcal{A}_{S_{\text {out }}, \mathbf{r o u t}_{\text {out }}}$ gives a non-negative solution of $\mathcal{A}_{S, \mathbf{r}}$.

These observations show that in the cases $K=3$ and $K=6$, if $\cup_{S} \overline{R_{S}}=\mathbb{R}_{>0}^{n K}$ holds for all inner triangulations $G$ of a $K$-cycle without separating triangles, then it also holds for all remaining triangulations $G$ of a $K$-cycle (with separating triangles). Hence, for the rest of this section, we can assume that $G$ has no separating triangles if $K=3$ or $K=6$.

The idea. The idea of the proof is to start with a side length vector $\mathbf{r}_{\mathbf{0}}$ for that we know a $K$-contact structure $S_{0}$ with $\mathbf{r}_{\mathbf{0}} \in \overline{R_{S_{0}}}$ and from there proceed along a straight line segment in $\mathbb{R}^{n K}$ to the desired side length vector $\tilde{\mathbf{r}}$, maintaining the invariant that for the current side length vector $\mathbf{r}$ there exists a $K$-contact structure $S$ with $\mathbf{r} \in \overline{R_{S}}$.

For now, let $S$ be a fixed $K$-contact structure. As a first step towards this goal, the following lemma gives a characterization of the sets $R_{S}$ and $\overline{R_{S}}$ in terms of polynomials of bounded degree.
Lemma 5.5. There are polynomials $p_{0}, \ldots, p_{m-1}$ in $n K$ variables with $\operatorname{deg} p_{k} \leq m$ for all $k$ where $m=O(n K)$ such that

$$
\begin{aligned}
& R_{S}=\left\{\mathbf{r} \in \mathbb{R}_{>0}^{n K}: p_{k}(\mathbf{r})>0 \text { for all } k\right\}, \\
& \overline{R_{S}}=\left\{\mathbf{r} \in \mathbb{R}_{>0}^{n K}: p_{k}(\mathbf{r}) \geq 0 \text { for all } k\right\}
\end{aligned}
$$

In particular, $R_{S}$ is an open set and $\overline{R_{S}}$ its closure.


Figure 5.2: Decomposition of an inner triangulation of a 6 -cycle at a separating triangle for the computation of a parallel-sided hexagon contact representation.

Proof. Let $m$ be the number of variables of $\mathcal{A}_{S, \mathbf{r}}$ which is also the number of equations of $\mathcal{A}_{S, \mathbf{r}}$. Then $m=O(n K)$. For $k=0, \ldots, m-1$, let $A_{S, \mathbf{r}}^{(k)}$ be the matrix obtained from $A_{S, \mathbf{r}}$ by replacing the $k$ th column with $\mathbf{e}_{\mathbf{1}}$. Then, for $k=0, \ldots, m-1$, we have $x_{k}^{(S, \mathbf{r})}=\frac{\operatorname{det} A_{S, \mathbf{r}}^{(k)}}{\operatorname{det} A_{S, \mathbf{r}}}$ by Cramer's rule. Further, each entry of $A_{S, \mathbf{r}}$ and thus also each entry of $A_{S, \mathbf{r}}^{(k)}$ is a polynomial in the variables $r_{i j}$ of degree at most 1. Therefore, $\operatorname{det} A_{S, \mathbf{r}}^{(k)}$ is a polynomial in the variables $r_{i j}$ of degree at most $m$. Hence, to obtain the wanted representations of $R_{S}$ and $\overline{R_{S}}$, we can set $p_{k}:=\operatorname{sgn}\left(\operatorname{det} A_{S, \mathbf{r}}\right) \operatorname{det} A_{S, \mathbf{r}}^{(k)}$ for $k=0, \ldots, m-1$. Note that $\operatorname{sgn}\left(\operatorname{det} A_{S, \mathbf{r}}\right)$ is constant, since $\operatorname{det} A_{S, \mathbf{r}}$ is a continuous function in the parameter $\mathbf{r}$ and $\operatorname{det} A_{S, \mathbf{r}} \neq 0$ for all $\mathbf{r} \in \mathbb{R}_{>0}^{n K}$ by Theorems 4.26 and 4.28, and therefore $p_{k}$ as required.

Now we want to study what Lemma 5.5 means for the complexity of the intersection of $R_{S}$ or $\overline{R_{S}}$ with a straight line in $\mathbb{R}^{n K}$.

Lemma 5.6. Let $\mathbf{r}_{\mathbf{0}}, \mathbf{r}_{\mathbf{1}} \in \mathbb{R}_{>0}^{n K}$ be different side length vectors and, for each $t \in[0,1]$, let $\mathbf{r}_{\mathbf{t}}:=(1-t) \mathbf{r}_{\mathbf{0}}+t \mathbf{r}_{\mathbf{1}}$. Then there are open intervals $I_{0}, \ldots, I_{k-1}$ with $k \leq c(n, K)=$ $O\left((n K)^{2}\right)$ such that

$$
\begin{aligned}
& I_{0} \cup \cdots \cup I_{k-1}=\left\{t \in[0,1]: \mathbf{r}_{\mathbf{t}} \in R_{S}\right\}, \\
& \overline{I_{0}} \cup \cdots \cup \overline{I_{k-1}}=\left\{t \in[0,1]: \mathbf{r}_{\mathbf{t}} \in \overline{R_{S}}\right\} .
\end{aligned}
$$

Proof. By Lemma 5.5, there are polynomials $p_{0}, \ldots, p_{m-1}$ with $m=O(n K)$ and with $\operatorname{deg} p_{i} \leq m$ for all $i$ such that $\mathbf{r}_{\mathbf{t}} \in R_{S}$ if and only if $p_{i}\left(\mathbf{r}_{\mathbf{t}}\right)>0$ for all $i$, and $\mathbf{r}_{\mathbf{t}} \in \overline{R_{S}}$ if and only if $p_{i}\left(\mathbf{r}_{\mathbf{t}}\right) \geq 0$ for all $i$. There, $p_{i}\left(\mathbf{r}_{\mathbf{t}}\right)$ can be viewed as a polynomial in the variable $t$ with $\operatorname{deg}_{t} p_{i}\left(\mathbf{r}_{\mathbf{t}}\right) \leq m$.

Then, for each $i$, there are open intervals $I_{0}^{(i)}, \ldots, I_{k_{i}-1}^{(i)}$ with $k_{i} \leq \frac{m}{2}+1$ such that $p_{i}\left(\mathbf{r}_{\mathbf{t}}\right)>0$ if and only if $t \in \bigcup_{j} I_{j}^{(i)}$, and $p_{i}\left(\mathbf{r}_{\mathbf{t}}\right) \geq 0$ if and only if $t \in \bigcup_{j} \overline{I_{j}^{(i)}}$. We can assume that, for each $i$, the intervals $I_{0}^{(i)}, \ldots, I_{k_{i}-1}^{(i)}$ are pairwise disjoint.

Now let $J:=\bigcap_{i=0, \ldots, m-1} \bigcup_{j=0, \ldots, k_{i}-1} I_{j}^{(i)}$. Then $J$ is also the disjoint union of open intervals $I_{0}, \ldots, I_{k-1}$. Since each endpoint of each of these intervals is also an endpoint of one of the intervals $I_{j}^{(i)}$, we have $k \leq \sum_{i} k_{i} \leq m^{2}=O\left((n K)^{2}\right)$. Since $\mathbf{r}_{\mathbf{t}} \in R_{S}$ if and only if $t \in J$, and $\mathbf{r}_{\mathbf{t}} \in \overline{R_{S}}$ if and only if $t \in \overline{I_{0}} \cup \cdots \cup \overline{I_{k-1}}$, this completes the proof.

Lemma 5.6 shows that, if $\mathbf{r}_{\mathbf{t}} \in R_{S}$, then for $\varepsilon>0$ small enough also $\mathbf{r}_{\mathbf{t}+\varepsilon} \in R_{S}$. So the main problem is to find a way to proceed towards $\mathbf{r}_{\mathbf{1}}$ if $\mathbf{r}_{\mathbf{t}} \in \overline{R_{S}} \backslash R_{S}$.

Due to Lemmas 4.49 and 4.57 , if $\mathbf{r} \in \overline{R_{S}} \backslash R_{S}$, then the weak sign-separating edges of the corresponding solution of $\mathcal{A}_{S, \mathbf{r}}$ are a non-empty disjoint union of essential cycles. In the following, we pretend that each of these essential cycles corresponds to exactly one variable $x_{e}$ that is zero although in the case $K=3$ this essential cycle always corresponds to exactly three edge-variables that are zero and in the case $K=6$ it can correspond to one or three edge-variables that are zero. In those cases, all statements that we make about this variable $x_{e}$ are true for all three variables.

The following lemma is just a reformulation of Theorems 4.59 to 4.63. Note that in the cases $K=3$ and $K=6$ this is only true because we only consider graphs $G$ without separating triangles in these cases.

Lemma 5.7. Let $S$ and $S^{\prime}$ be neighboring $K$-contact structures related by a flip corresponding to the variable $x_{e}$. Then $x_{e}^{(S, \mathbf{r})}>0$ if and only if $x_{e}^{\left(S^{\prime}, \mathbf{r}\right)}<0$. In particular, if $\mathbf{r} \in R_{S}$, then $\mathbf{r} \notin \overline{R_{S^{\prime}}}$.

The next lemma shows that, if we reach the boundary of $\overline{R_{S}}$, i.e., $\mathbf{r} \in \overline{R_{S}} \backslash R_{S}$, and in the corresponding solution of $\mathcal{A}_{S, \mathbf{r}}$ exactly one edge-variable $x_{e}$ is zero, then we can proceed with the neighboring $K$-contact structure of $S$ obtained by flipping the essential cycle corresponding to $x_{e}$.

Lemma 5.8. Let $\left\{\mathbf{r}_{\mathbf{t}}=(1-t) \mathbf{r}_{\mathbf{0}}+t \mathbf{r}_{\mathbf{1}}: t \in[0,1]\right\}$ be a line segment of side length vectors. Let $t_{0} \in(0,1)$ such that $\mathbf{r}_{\mathbf{t}_{0}} \in \overline{R_{S}} \backslash R_{S}$, in the corresponding solution of $\mathcal{A}_{S, \mathbf{r}_{\mathbf{0}}}$ only one variable $x_{e}$ is zero, and there is an $\varepsilon>0$ such that, for each $t \in\left(t_{0}, t_{0}+\varepsilon\right]$, we have $\mathbf{r}_{\mathbf{t}} \notin \overline{R_{S}}$. Let $S^{\prime}$ be the neighboring $K$-contact structure of $S$ obtained by flipping the essential cycle corresponding to $e$. Then there exists an $\varepsilon^{\prime}>0$ such that $\mathbf{r}_{\mathbf{t}} \in R_{S^{\prime}}$ for all $t \in\left(t_{0}, t_{0}+\varepsilon^{\prime}\right]$.

Proof. Note that $\mathbf{x}^{\left(S, \mathbf{r}_{\mathbf{t}_{0}}\right)}=\mathbf{x}^{\left(S^{\prime}, \mathbf{r}_{\mathbf{t}_{0}}\right)}$. Therefore, $\mathbf{x}_{i}^{\left(S, \mathbf{r}_{\mathbf{t}_{\mathbf{0}}}\right)}, \mathbf{x}_{i}^{\left(S^{\prime}, \mathbf{r}_{\mathbf{t}_{\mathbf{0}}}\right)}>0$ for all $i \neq e$ and thus, because of continuity, there is an $\varepsilon^{\prime \prime}>0$ with $\mathbf{x}_{j}^{\left(S, \mathbf{r}_{\mathbf{t}}\right)}, \mathbf{x}_{j}^{\left(S^{\prime}, \mathbf{r}_{\mathbf{t}}\right)}>0$ for all $j \neq i$ and $t \in\left[t_{0}, t_{0}+\varepsilon^{\prime \prime}\right]$. Let $\varepsilon^{\prime}:=\min \left\{\varepsilon, \varepsilon^{\prime \prime}\right\}$. Then, since $\mathbf{r}_{\mathbf{t}} \notin \overline{R_{S}}$ for all $t \in\left(t_{0}, t_{0}+\varepsilon\right]$, we have $x_{e}^{\left(S, \mathbf{r}_{\mathbf{t}}\right)}<0$ for all $t \in\left(t_{0}, t_{0}+\varepsilon^{\prime}\right]$. Therefore, Lemma 5.7 implies that $x_{e}^{\left(S^{\prime}, \mathbf{r}_{\mathbf{t}}\right)}>0$ and, hence, $\mathbf{r}_{\mathbf{t}} \in R_{S^{\prime}}$ for all $t \in\left(t_{0}, t_{0}+\varepsilon^{\prime}\right]$.

Lemma 5.8 can only be applied when we run into a situation where only one single variable is zero. In the following we prove a more general lemma that can also be applied when we run into a situation where more than one variable is zero. By $B(\mathbf{r}, \delta)=\left\{\mathbf{r}^{\prime}:\left\|\mathbf{r}^{\prime}-\mathbf{r}\right\|<\delta\right\}$ and $\bar{B}(\mathbf{r}, \delta)=\left\{\mathbf{r}^{\prime}:\left\|\mathbf{r}^{\prime}-\mathbf{r}\right\| \leq \delta\right\}$, where $\|\cdot\|$ denotes the maximum norm, we denote the open and closed ball, respectively, with center $\mathbf{r}$ and radius $\delta$.

Lemma 5.9. Let $\mathbf{r} \in \overline{R_{S}} \backslash R_{S}$. Then, for each $\varepsilon>0$, there exists an $\mathbf{r}^{\prime} \in B(\mathbf{r}, \varepsilon)$ and a neighboring $K$-contact structure $S^{\prime \prime}$ of $S$ such that $\mathbf{r}^{\prime} \in R_{S^{\prime}}$.

Proof. Let $G_{\text {skel }}$ be the skeleton graph corresponding to $S$ and let $e$ be an edge of $G_{\text {skel }}$ with $x_{e}^{(S, \mathbf{r})}=0$. Further, let $S^{\prime}$ be the neighboring $K$-contact structure of $S$ obtained by the flip corresponding to $e$. Then we have $\mathbf{x}^{(S, \mathbf{r})}=\mathbf{x}^{\left(S^{\prime}, \mathbf{r}\right)}$. Let $G_{\text {skel }}^{\prime}$ be the skeleton graph corresponding to $S^{\prime}$. We set $\mathbf{x}:=\mathbf{x}^{\left(S^{\prime}, \mathbf{r}\right)}$ and we will construct a perturbation $\mathbf{x}^{\prime}$ of $\mathbf{x}$ such that $\mathbf{x}^{\prime}>0$ and $\mathbf{x}^{\prime}=\mathbf{x}^{\left(S^{\prime}, \mathbf{r}^{\prime}\right)}$ for a vector $\mathbf{r}^{\prime} \in B(\mathbf{r}, \varepsilon)$.

Since $x_{v_{i}}>0$ for all inner vertices $v_{i}$ of $G$, we have $\varepsilon^{\prime}:=\min _{i} x_{v_{i}} \cdot \varepsilon>0$. Let $e^{\prime}$ be an edge of $G_{\text {skel }}^{\prime}$ with $x_{e^{\prime}}=0$. Then, in $\mathcal{A}_{S^{\prime}, \mathbf{r}}$, the variable $x_{e^{\prime}}$ is contained in at most one equation of the type (4.6).
i) If $x_{e^{\prime}}$ is not contained in an equation of the type (4.6), we set $x_{e^{\prime}}$ to an arbitrary value in the interval $\left(0, \frac{\varepsilon^{\prime}}{n_{0}}\right)$ where $n_{0}$ denotes the the number of zeros of $\mathbf{x}$.
ii) If $x_{e^{\prime}}$ is not contained in an equation of the type (4.6), let $e^{\prime \prime}$ and $e^{\prime \prime \prime}$ be edges of the other two concave arcs of the pseudotriangle corresponding to this equation. Then, due to Lemmas 4.16 and 4.19, there are $\tilde{x}_{e^{\prime}}, \tilde{x}_{e^{\prime \prime}}, \tilde{x}_{e^{\prime \prime \prime}}>0$ such that, for each $\delta>0$, after increasing $x_{e^{\prime}}, x_{e^{\prime \prime}}$, and $x_{e^{\prime \prime \prime}}$ by $\delta \tilde{x}_{e^{\prime}}, \delta \tilde{x}_{e^{\prime \prime}}$, and $\delta \tilde{x}_{e^{\prime \prime \prime}}$, respectively, all equations of the type (4.6) are still fulfilled. We choose $\delta$ small enough such that $\delta \tilde{x}_{e^{\prime}}, \delta \tilde{x}_{e^{\prime \prime}}, \delta \tilde{x}_{e^{\prime \prime \prime}}<\frac{\varepsilon^{\prime}}{n_{0}}$ where $n_{0}$ is defined as in the previous case.
We repeat this iteratively for all edges $e^{\prime}$ of $G_{\text {skel }}^{\prime}$ with $x_{e^{\prime}}=0$ and denote the resulting vector by $\mathbf{x}^{\prime}$. Then, clearly $\mathbf{x}^{\prime}>0$ and $\mathbf{x}^{\prime}$ fulfills all equations of $\mathcal{A}_{S^{\prime}, \mathbf{r}}$ that are of the type (4.6). The remaining equations of $\mathcal{A}_{S^{\prime}, \mathbf{r}}$ might not be fulfilled anymore.

Now we will construct a side length vector $\mathbf{r}^{\prime}$ such that $\mathbf{x}^{\prime}$ also fulfills the equations of $\mathcal{A}_{S^{\prime}, r^{\prime}}$ of the type (4.5). Since the equations of the type (4.6) are independent of the side length vector, these equations will still be fulfilled. Let $v_{i}$ be an inner vertex of $G$ and let $j \in\{0, \ldots, K-1\}$. Then the corresponding equation of $\mathcal{A}_{S^{\prime}, \mathbf{r}}$ of type (4.5) implies that $r_{i j}=\frac{\sum_{e \in E_{j}\left(v_{i}\right)} x_{e}}{x_{v_{i}}}$. If we set $x_{v_{i}}^{\prime}:=x_{v_{i}}$ and $r_{i j}^{\prime}:=\frac{\sum_{e \in E_{j}\left(v_{i}\right.} x_{j}^{\prime}}{x_{v_{i}}^{\prime}}$, then also $\mathrm{x}^{\prime}$ fulfills the corresponding equation of $\mathcal{A}_{S^{\prime}, \mathbf{r}^{\prime}}$ of type (4.5). In each increasing step of $\mathbf{x}$ in the last paragraph, at most one of the edges of $E_{j}\left(v_{i}\right)$ was involved. Therefore, $0 \leq \sum_{e \in E_{j}\left(v_{i}\right)} x_{e}^{\prime}-\sum_{e \in E_{j}\left(v_{i}\right)} x_{e}<\varepsilon^{\prime}$ and, hence, $0 \leq r_{i j}^{\prime}-r_{i j}<\frac{\varepsilon^{\prime}}{x_{v_{i}}} \leq \varepsilon$. We repeat this for all inner vertices $v_{i}$ of $G$ and all $j \in\{0, \ldots, K-1\}$. Then $\mathbf{r}^{\prime} \in B(\mathbf{r}, \varepsilon)$ and $\mathbf{x}^{\prime}$ fulfills all equations equations of $\mathcal{A}_{S^{\prime}, \mathbf{r}^{\prime}}$ except for the equation (4.7). By scaling the entire vector $\mathbf{x}^{\prime}$ with a positive factor, also this last equation can be fulfilled. Hence, $\mathbf{r}^{\prime} \in R_{S^{\prime}}$.

Theorem 5.10. Let $\tilde{\mathbf{r}} \in \mathbb{R}_{>0}^{n K}$. Then there exists a $K$-contact structure $S$ such that $\tilde{\mathbf{r}} \in \overline{R_{S}}$.

Proof. Assume that there is no $K$-contact structure $S$ with $\tilde{\mathbf{r}} \in \overline{R_{S}}$. The idea of the proof is to construct - under this assumption - a line segment contradicting Lemma 5.6. We will construct a sequence $\left(S_{i}\right)_{i \in \mathbb{N}}$ of $K$-contact structures, two sequences $\left(\mathbf{r}_{\mathbf{i}}\right)_{i \in \mathbb{N}}$ and $\left(\mathbf{r}_{\mathbf{i}}^{\prime}\right)_{i \in \mathbb{N}}$ of side length vectors, and two sequences $\left(\varepsilon_{i}\right)_{i \in \mathbb{N}}$ and $\left(\varepsilon_{i}^{\prime}\right)_{i \in \mathbb{N}}$ of positive real numbers fulfilling the following invariants:
(I1) $\bar{B}\left(\mathbf{r}_{\mathbf{i}}, \varepsilon_{i}\right) \subset R_{S_{i}}$.
(I2) For each $\mathbf{r}^{\prime} \in \bar{B}\left(\mathbf{r}_{\mathbf{i}}^{\prime}, \varepsilon_{i}^{\prime}\right)$, the line segment $\left\{(1-t) \mathbf{r}^{\prime}+t \tilde{\mathbf{r}}: t \in[0,1]\right\}$ intersects the balls $\bar{B}\left(\mathbf{r}_{\mathbf{0}}, \varepsilon_{0}\right), \ldots, \bar{B}\left(\mathbf{r}_{\mathbf{i}}, \varepsilon_{i}\right)$ in this order (with increasing $t$ ).
(I3) Either $\mathbf{r}_{\mathbf{i}}=\mathbf{r}_{\mathbf{i}}^{\prime}$ or the point $\mathbf{r}_{\mathbf{i}}$ is in the relative interior of the line segment connecting the points $\mathbf{r}_{\mathbf{i}}^{\prime}$ and $\tilde{\mathbf{r}}$. In particular, these three points are collinear.
(I4) The $K$-contact structures $S_{i}$ and $S_{i+1}$ are neighboring.
It remains to show how these sequences can be constructed and why their existence contradicts Lemma 5.6.

To construct the sequences, we start with an arbitrary $K$-contact structure $S_{0}$ of $G$ that exists due to Theorems 3.14 and 3.38.


Figure 5.3: Illustration of the construction of the sequences in the proof of Theorem 5.10.

Claim 1. For each $K$-contact structure $S$, we have $R_{S} \neq \emptyset$.
Proof. Each edge-variable $x_{e}$ of the system of equations $\mathcal{A}_{S}$ is contained in exactly one equation of the type (4.6). Therefore, Lemma 4.19 implies that we can find positive values for all edge-variables such that all equations of this type are fulfilled. Then, after scaling all these values with a unique positive factor, also equation (4.7) can be fulfilled. Further, we set $x_{v_{i}}:=1$ for all inner vertices $v_{i}$ of $G$. Then also equation (4.5) is fulfilled if we set $r_{i j}:=\sum_{e \in E_{j}\left(v_{i}\right)} x_{e}>0$. Hence, $\mathbf{r}:=\left(r_{i j}\right) \in R_{S} . \triangle$

Because of Claim 1, there exists a side length vector $\mathbf{r}_{\mathbf{0}}$ with $\mathbf{r}_{\mathbf{0}} \in R_{S_{0}}$. Then, due to Lemma 5.5, there exists an $\varepsilon_{0} \in(0,1)$ such that $\bar{B}\left(\mathbf{r}_{\mathbf{0}}, \varepsilon_{0}\right) \subset R_{S_{0}}$. Further, we set $\mathbf{r}_{0}^{\prime}:=\mathbf{r}_{0}$ and $\varepsilon_{0}^{\prime}:=\varepsilon_{0}$. Then these initial values fulfill each of the four invariants.

Now we describe how to construct the $(j+1)$ th sequence members from the $j$ th ones. This construction is illustrated in Fig. 5.3. We set $\mathbf{s}_{\mathbf{t}}:=(1-t) \mathbf{r}_{\mathbf{j}}^{\prime}+t \tilde{\mathbf{r}}$ for all $t \in[0,1]$. Then, because of (I3), there is a $\hat{t} \in[0,1)$ with $\mathbf{s}_{\hat{\mathbf{t}}}=\mathbf{r}_{\mathbf{j}}$ and therefore, because of (I1), we have $\mathbf{s}_{\hat{\mathbf{t}}} \in R_{S_{j}}$. Thus Lemma 5.6 gives us a $\delta>0$ such that $\mathbf{s}_{\mathbf{t}} \in R_{S_{j}}$ for all $t \in[\hat{t}, \hat{t}+\delta)$ and $\mathbf{s}_{\hat{\mathbf{t}}+\delta} \in \overline{R_{S_{j}}} \backslash R_{S_{j}}$. Because of our assumption we have $\hat{t}+\delta<1$ and because of $\mathbf{s}_{\hat{\mathbf{t}}+\delta} \notin \bar{B}\left(\mathbf{r}_{\mathbf{j}}, \varepsilon_{j}\right) \subset R_{S_{j}}$ we have $\left\|\mathbf{r}_{\mathbf{j}}-\mathbf{s}_{\hat{\mathbf{t}}+\delta}\right\|>\varepsilon_{j}$. Now we set

$$
\delta^{\prime}:=\min \left\{(1-(\hat{t}+\delta)) \varepsilon_{j}^{\prime},\left\|\mathbf{r}_{\mathbf{j}}-\mathbf{s}_{\hat{\mathbf{t}}+\delta}\right\|-\varepsilon_{j}\right\}>0
$$

Then Lemma 5.9 gives us an $\mathbf{r}_{\mathbf{j}+\mathbf{1}} \in B\left(\mathbf{s}_{\hat{\mathbf{t}}+\delta}, \delta^{\prime}\right) \cap R_{S_{j+1}}$ for a neighboring $K$-contact structure $S_{j+1}$ of $S_{j}$. Now we set $\mathbf{r}_{\mathbf{j}+\mathbf{1}}^{\prime}:=\mathbf{r}_{\mathbf{j}}^{\prime}+\frac{1}{1-(\hat{t}+\delta)}\left(\mathbf{r}_{\mathbf{j}+\mathbf{1}}-\mathbf{s}_{\hat{\mathbf{t}}+\delta}\right)$. Then

$$
\left\|\mathbf{r}_{\mathbf{j}+\mathbf{1}}^{\prime}-\mathbf{r}_{\mathbf{j}}^{\prime}\right\|=\frac{1}{1-(\hat{t}+\delta)}\left\|\mathbf{r}_{\mathbf{j}+\mathbf{1}}-\mathbf{s}_{\hat{\mathbf{t}}+\delta}\right\|<\frac{1}{1-(\hat{t}+\delta)} \delta^{\prime} \leq \varepsilon_{j}^{\prime}
$$

and therefore $\mathbf{r}_{\mathbf{j}+\mathbf{1}}^{\prime} \in B\left(\mathbf{r}_{\mathbf{j}}^{\prime}, \varepsilon_{j}^{\prime}\right)$. Moreover, Lemma 5.5 implies that there is an $\varepsilon_{j+1} \in\left(0, \delta^{\prime}-\left\|\mathbf{r}_{\mathbf{j}+\mathbf{1}}-\mathbf{s}_{\hat{\mathbf{t}}+\delta}\right\|\right)$ such that $\bar{B}\left(\mathbf{r}_{\mathbf{j}+\mathbf{1}}, \varepsilon_{j+1}\right) \subset R_{S_{j+1}}$. Finally, we set $\varepsilon_{j+1}^{\prime}:=\frac{1}{1-(\hat{t}+\delta)} \varepsilon_{j+1}$.

Clearly, the invariants (I1), (I3), and (I4) are fulfilled for the $(j+1)$ th sequence members. Since $\bar{B}\left(\mathbf{r}_{\mathbf{j}+\mathbf{1}}^{\prime}, \varepsilon_{j+1}^{\prime}\right) \subseteq \bar{B}\left(\mathbf{r}_{\mathbf{j}}^{\prime}, \varepsilon_{j}^{\prime}\right)$, for each $\mathbf{r}^{\prime} \in \bar{B}\left(\mathbf{r}_{\mathbf{j}+\mathbf{1}}^{\prime}, \varepsilon_{j+1}^{\prime}\right)$, the line segment $\left\{(1-t) \mathbf{r}^{\prime}+t \tilde{\mathbf{r}}: t \in[0,1]\right\}$ intersects the balls $\bar{B}\left(\mathbf{r}_{0}, \varepsilon_{0}\right), \ldots, \bar{B}\left(\mathbf{r}_{\mathbf{j}}, \varepsilon_{j}\right)$ in the right order. It immediately follows from the construction that the ball $\bar{B}\left(\mathbf{r}_{\mathbf{j}+\mathbf{1}}, \varepsilon_{j+1}\right)$ is also intersected by this line segment. Moreover, because of $\delta^{\prime} \leq\left\|\mathbf{r}_{\mathbf{j}}-\mathbf{s}_{\hat{\mathbf{t}}+\delta}\right\|-\varepsilon_{j}$ and $\bar{B}\left(\mathbf{r}_{\mathbf{j}+\mathbf{1}}, \varepsilon_{j+1}\right) \subseteq B\left(\mathbf{s}_{\hat{\mathbf{t}}+\delta}, \delta^{\prime}\right)$, the intersection with $\bar{B}\left(\mathbf{r}_{\mathbf{j}+\mathbf{1}}, \varepsilon_{j+1}\right)$ is closer to $\tilde{\mathbf{r}}$ than the intersection with $\bar{B}\left(\mathbf{r}_{\mathbf{j}}, \varepsilon_{j}\right)$. Therefore, also the invariant (I2) is fulfilled for the $(j+1)$ th sequence members.

Now we will show that the sequences constructed above contradict Lemma 5.6. Let $L$ be the number of $K$-contact structures of $G$ and let $c:=c(n, K)$ be the value of the function from Lemma 5.6. We set $M:=L c+1$. Then it follows from the pigeonhole principle that there is a $K$-contact structure $S$ such that there are indices $0 \leq i_{0}<\cdots<i_{c} \leq M$ with $S=S_{i_{0}}=\cdots=S_{i_{c}}$. For $l=0, \ldots, c$, let $\hat{\mathbf{r}}_{1}$ be an intersection point of the line segment $\left\{(1-t) \mathbf{r}_{\mathbf{M}}^{\prime}+t \tilde{\mathbf{r}}: t \in[0,1]\right\}$ and the ball $\bar{B}\left(\mathbf{r}_{\mathbf{i}_{1}}, \varepsilon_{i_{l}}\right)$. Thus $\hat{\mathbf{r}}_{1} \in R_{S}$ for $l=0, \ldots, c$. From Lemma 5.6 it follows that the intersection of $\left\{(1-t) \mathbf{r}_{\mathbf{M}}^{\prime}+t \tilde{\mathbf{r}}: t \in[0,1]\right\}$ and $R_{S}$ is a disjoint union of at most $c$ open intervals. Therefore, there is an $l$ such that $\hat{\mathbf{r}}_{1}$ and $\hat{\mathbf{r}}_{1+\mathbf{1}}$ belong to the same interval. In particular, for each $\tau \in[0,1]$, we have $(1-\tau) \hat{\mathbf{r}}_{1}+\tau \hat{\mathbf{r}}_{1+1} \in R_{S}$. Because of (I4), the $K$-contact structure $S^{\prime}:=S_{i_{l}+1}$ and $S$ are neighboring. Moreover, because of (I2), there is a $\tau^{\prime} \in[0,1]$ with $\left(1-\tau^{\prime}\right) \hat{\mathbf{r}}_{1}+\tau^{\prime} \hat{\mathbf{r}}_{1+\mathbf{1}} \in \bar{B}\left(\mathbf{r}_{\mathbf{i}_{1}+\mathbf{1}}, \varepsilon_{i_{l}+1}\right)$. But then, because of (I1), we also have $\left(1-\tau^{\prime}\right) \hat{\mathbf{r}}_{1}+\tau^{\prime} \hat{\mathbf{r}}_{1+\boldsymbol{1}} \in R_{S^{\prime}}$, contradicting Lemma 5.7.

Hence, our assumption that there is no $K$-contact structure $S$ with $\tilde{\mathbf{r}} \in \overline{R_{S}}$ was wrong.

### 5.3 Derived proof for general convex shapes

In this section, we will show that we can derive a slightly weaker version of the Convex Packing Theorem (Theorem 5.1) from Theorem 5.10. Before that, we will discuss the case that the prototypes are arbitrary convex polygons.

Arbitrary polygons as prototypes. Let $G$ be an inner triangulation of the 3 -cycle $a_{0}, a_{1}, a_{2}$. Let $C$ be a triangle in the plane with sides $C_{0}, C_{1}, C_{2}$ in clockwise order. Further, for each inner vertex $v$ of $G$, let $P_{v}$ be a prototype that is a convex polygon. The task is to find a contact representation of $G$ in which, for $i=0,1,2$, the outer vertex $a_{i}$ is represented by $C_{i}$ and each inner vertex $v$ is represented by a homothetic copy of its prototype $P_{v}$. We will now describe how this setting can be interpreted as the setting for the computation of a similarly-aligned odd $K$-gon or a parallel-sided even $K$-gon contact representation by adding sides of length zero to the prototypes.

We start with describing the interpretation as a parallel-sided even $K$-gon contact representation. Let $s_{0}, \ldots, s_{K-1}$ be the set of all slopes arising as a slope of $C$ or
of $P_{v}$ for an inner vertex $v$ of $G$ and all their opposite oriented slopes, in sorted order. Then each of the prototypes $P_{v}$ can be interpreted as a $K$-gon whose sides have these slopes and positive or zero length. Further, let $Q$ be an arbitrary $K$-gon with sides of slopes $s_{0}, \ldots, s_{K-1}$. We subdivide the outer edges of $G$ multiple times such that the outer face becomes a $K$-cycle and we can assign the slopes $s_{0}, \ldots, s_{K-1}$ in clockwise order to the outer vertices in such a way that the slopes assigned to the former outer vertex $a_{i}$ is the slope of $C_{i}$ for $i=0,1,2$. Afterwards we retriangulate this graph without producing chords. Then we are exactly in the setting of computing a parallel-sided even $K$-gon contact representation of $G$. Let $\mathcal{C}$ be the contact representation obtained by this approach. If we extend the sides of the outer $K$-gon of $\mathcal{C}$ that have the slopes of $C_{0}, C_{1}$, and $C_{2}$ to a triangle, we actually end up with the wanted contact representation of $G$.

Starting with this interpretation as a parallel-sided even $K$-gon contact representation, we can obtain an interpretation as a similarly-aligned odd $K$-gon contact representation in the following way: We just add one more arbitrarily chosen additional slope to the set of slopes $s_{0}, \ldots, s_{K-1}$, compare Fig. 3.15 on Page 24.

We conjecture that the system of linear equations $\mathcal{A}_{S, \mathbf{r}}$ is also uniquely solvable for $\mathbf{r} \in \mathbb{R}_{\geq 0}^{n K}$, i.e., for side length vectors with some of the side lengths being zero, as long as for each prototype the side lengths of at least three sides whose slopes are the slopes of a triangle are positive.

Conjecture 5.11. If $\mathbf{r} \in \mathbb{R}_{\geq 0}^{n K}$ and, for each $i$, there are indices $j_{0}, j_{1}, j_{2}$ such that not all three of them are contained in any of the sets $\left\{j^{\prime}, j^{\prime}+1, \ldots, j^{\prime}+\left\lfloor\frac{K}{2}\right\rfloor\right\}$, $j^{\prime}=0, \ldots, K-1$, and $r_{i j} \neq 0$ for $j=j_{0}, j_{1}, j_{2}$, then the system of linear equations $\mathcal{A}_{S, \mathbf{r}}$ is uniquely solvable.

If Conjecture 5.11 is true, then also all results from Section 4.6 hold in this case and therefore also the proof of Theorem 5.10. Hence, Conjecture 5.11 would imply the existence of contact representations with arbitrary convex polygons as prototypes for the vertices of the graph. Since convex polygons are a special case of the general convex shapes considered in the following, we can actually prove the existence of these contact representations by the approach presented in the following.

Arbitrary convex shapes as prototypes. Now we will give a new proof for the existence of contact representations with arbitrary convex shapes as prototypes for the inner vertices of $G$. The idea is to obtain the wanted contact representation as a limit of contact representation obtained by Theorem 5.10.

Theorem 5.12. Let $G$ be an inner triangulation of the 3-cycle $a_{0}, a_{1}, a_{2}$. Further, let $C$ be a triangle in the plane with sides $C_{0}, C_{1}, C_{2}$ and, for each inner vertex $v$ of $G$, let $P_{v}$ be a convex prototype for $v$, i.e., a convex set in the plane containing more than one point. Then there exists a contact representation of a supergraph of $G$ (on the same vertex set but possibly with more edges) where each inner vertex $v$ is represented by a single point or a positive homothetic copy of its prototype $P_{v}$ and each outer vertex $a_{i}$ by the line segment $C_{i}$.

Proof. As a first step, we approximate the prototypes $P_{v}$ with arbitrary polygons. For each $k \in \mathbb{N}$, let $Q_{v}^{(k)}$ be a polygon with $P_{v} \subset Q_{v}^{(k)}$ and $d\left(P_{v}, Q_{v}^{(k)}\right) \leq \frac{1}{2 k}$ where $d$ denotes the Hausdorff metric. Now we want to interpret these prototypes as parallelsided even $K$-gons, as described in the beginning of this section. But instead of adding sides of length zero to the polygons $Q_{v}^{(k)}$, we add short sides of positive length (and maybe also extend the original sides of $Q_{v}^{(k)}$ a bit) such that the obtained polygons $P_{v}^{(k)}$ fulfill $Q_{v}^{(k)} \subset P_{v}^{(k)}$ and $d\left(Q_{v}^{(k)}, P_{v}^{(k)}\right) \leq \frac{1}{2 k}$ and, therefore, $P_{v} \subset P_{v}^{(k)}$ and $d\left(P_{v}, P_{v}^{(k)}\right) \leq \frac{1}{k}$.

Now, for each $k \in \mathbb{N}$, the existence of a parallel-sided even $K$-gon contact representation of $G$ with the prototypes $P_{v}^{(k)}$ follows from Theorem 5.10. As described in the beginning of this section, we can interpret this contact representation as a contact representation of $G$ in which the outer vertices $a_{0}, a_{1}$, and $a_{2}$ are represented by $C_{0}, C_{1}$, and $C_{2}$, respectively. Let $\lambda_{v}^{(k)}$ be the scaling factor of the homothetic copy $\tilde{P}_{v}^{(k)}$ of $P_{v}^{(k)}$ in this representation and let $p_{v}^{(k)}$ be the centroid of $\tilde{P}_{v}^{(k)}$. Since $p_{v}^{(k)}$ is inside the triangle $C$ and the homothetic copy of $P_{v}^{(k)} \supset P_{v}$ has to fit inside $C$, both sequences $\left(p_{v}^{(k)}\right)_{k \in \mathbb{N}}$ and $\left(\lambda_{v}^{(k)}\right)_{k \in \mathbb{N}}$ are bounded. Hence, they have cluster points $p_{v}^{*}$ and $\lambda_{v}^{*}$, respectively. By considering appropriate subsequences, we can assume that $p_{v}^{*}$ and $\lambda_{v}^{*}$ are limit points.

Now we place, for each inner vertex $v$ of $G$, a homothetic copy $\tilde{P}_{v}$ of $P_{v}$, scaled with the factor $\lambda_{v}^{*}$, with its centroid on the point $p_{v}^{*}$ inside $C$. Then, clearly, for each inner vertex $v$ of $G$, the sequence $\left(\tilde{P}_{v}^{(k)}\right)_{k \in \mathbb{N}}$ converges to $\tilde{P}_{v}$ in the Hausdorff metric. For the outer vertices $a_{i}, i=0,1,2$, of $G$, we set $\tilde{P}_{a_{i}}^{(k)}=\tilde{P}_{a_{i}}=C_{i}$ for all $k \in \mathbb{N}$. Let $v$ and $w$ be two neighboring vertices of $G$. If $\tilde{P}_{v}$ and $\tilde{P}_{w}$ would be disjoint, this would be a contradiction to the fact that $\tilde{P}_{v}^{(k)}$ and $\tilde{P}_{w}^{(k)}$ intersect for all $k \in \mathbb{N}$. Now let $v$ and $w$ be arbitrary different vertices of $G$. If $\tilde{P}_{v}$ and $\tilde{P}_{w}$ would overlap, this would be a contradiction to the fact that $\tilde{P}_{v}^{(k)}$ and $\tilde{P}_{w}^{(k)}$ do not overlap for all $k \in \mathbb{N}$. Hence, the collection of the $\tilde{P}_{v}$ is a contact representation of a supergraph of $G$.

## Chapter 6

## Algorithms

In this chapter, we will study two different algorithms for the computation of the different types of convex polygon contact representations we studied in the last chapters. The core of these algorithms are the systems of equations we studied in Chapter 4. In Section 6.1, we will present the first of these two algorithms that turns out to perform well in practice. Then, in Section 6.2, we will present the second algorithm which is inspired by the proof of Theorem 5.10. But, as the first algorithm, it lacks a proof of termination in general.

### 6.1 A fast heuristic

To be able to describe the algorithm in a generic way, we will now fix a generic setting for the computation of contact representations with convex polygons. We are given a plane graph $G$ that is an inner triangulation of a cycle and search for a contact representation of $G$ from a given class of contact representations. The combinatorial structure of such a contact representation of $G$ can be described by an $\left(\omega, c_{l}, c_{u}\right)$-flow of a fixed graph $D$. Further, for each $\omega$-flow $S$, there is a system $\mathcal{A}_{S}$ of linear equations that is uniquely solvable. The solution of $\mathcal{A}_{S}$ is non-negative if and only if there exists a contact representation of $G$ inducing the combinatorial structure $S$. If the solution is non-negative, the contact representation can be constructed from this solution. If the solution has negative variables, the signs of the variables define a non-empty set of sign-separating edges in $D$ that are a disjoint union of simple directed cycles in the residual graph of $S$ and thus can be reverted to obtain a new combinatorial structure $S^{\prime}$.

A simple approach to find a contact structure $S$ such that the solution of $\mathcal{A}_{S}$ is non-negative would be to solve the system of equations for all $\omega$-flows $S$. Since the number of $\omega$-flows is in general exponential in the size of the given graph $G$ (e.g., there are plane triangulations with $\Omega\left(2.37^{n}\right)$ Schnyder woods (3-contact structures) [FZ08]), this approach does not lead to an efficient algorithm. Therefore, we have to find a more sophisticated way to find a contact structure $S$ such that the solution of $\mathcal{A}_{S}$ is non-negative. The following algorithm is an attempt to do so.

```
Algorithm 1: Generic heuristic for the computation of contact representations.
    \(S \leftarrow\) arbitrary contact structure
    \(\mathrm{x} \leftarrow\) solution of \(\mathcal{A}_{S}\)
    while \(\mathrm{x} \nsupseteq 0\) do
        \(E_{\text {sep }} \leftarrow\) sign-separating edges induced by \(\mathbf{x}\)
        change the orientations of the edges of \(E_{\text {sep }}\) in \(S\)
        \(\mathrm{x} \leftarrow\) solution of \(\mathcal{A}_{S}\)
    end
    compute the contact representation from \(\mathbf{x}\)
```

There are two possible scenarios: Either Algorithm 1 finds a contact structure $S$ such that the solution of $\mathcal{A}_{S}$ is non-negative or at some point it visits a contact structure that has already been visited before and then begins to loop through the same sequence of contact structures again and again and never terminates.

### 6.1.1 Implementations

Algorithm 1 has been implemented for the following settings: for the computation of homothetic triangle contact representations [Ruc11], for the computation of axis-aligned square contact representation [Pic11], and for the computation of homothetic regular pentagon contact representations [Raa17]. During the work on this thesis, Scheucher and Schrezenmaier have extended this set of implementations with an implementation for the computation of equiangular odd $K$-gon contact representations for arbitrary odd $K \geq 3$ with individually prescribed prototypes for the inner vertices of $G$ in SageMath [Sage]. See [SS21] for animations of the search process of Algorithm 1 generated with this implementation. Experiments with all of the implementations led to similar observations that we will discuss in the following.

Termination. The main observation was that Algorithm 1 always terminated and never started to cycle, for any contact structure to start with. The only case in which Algorithm 1 is known to terminate is the case of the computation of a squaring whose induced segment contact graph is a given maximal planar bipartite graph, see Pages 2 and 3 for a sketch of this approach. Felsner [Fel13] showed that in this case the algorithm terminates after at most one change of the contact structure which is a separating decomposition in this case. In all other cases, there has been a lot of effort to find a proof for the termination, e.g., by finding an invariant that improves with every iteration of the algorithm, but without any success.

Conjecture 6.1. Algorithm 1 terminates for every contact structure $S$ to start with.
Unique contact representation. Another observation was that, if Algorithm 1 was started with different contact structures, it always returned the same contact representation in the end. We can confirm this observation for our new implementation. The only case in which we know that the contact representation is unique is the


Figure 6.1: The average number of iterations Algorithm 1 took for the computation of regular $K$-gon contact representations of 100 random graphs with $n=1, \ldots, 100$ inner vertices when starting with the minimal $K$-contact structure.
case of an axis-aligned rectangle contact representations of an inner triangulation $G$ of a 4 -cycle without separating triangles with given prototypes for the inner vertices of $G$ [Sch93]. Because of Lemmas 4.49 and 4.57, if in a non-negative solution of $\mathcal{A}_{S}$ there are some variables zero, then there are more contact structure $S^{\prime}$ (obtained by reverting a subset of the essential cycles in $S$ formed by the weak sign-separating edges) for which the solution of $\mathcal{A}_{S^{\prime}}$ is the same non-negative solution as the solution of $\mathcal{A}_{S}$. And because of Lemma 5.7, if for two neighboring contact structures $S$ and $S^{\prime}$ the solutions of $\mathcal{A}_{S}$ and $\mathcal{A}_{S^{\prime}}$ are both non-negative, then these solutions have to be equal. Hence, the conjecture of the uniqueness of the contact representation can be formulated in terms of contact structures in the following way.

Conjecture 6.2. The set of contact structures $S$ for which the solution of $\mathcal{A}_{S}$ is non-negative, forms a sublattice of the distributive lattice of all contact structures of $G$.

Number of iterations. When running Algorithm 1 for random triangulations of size $n$, the observed numbers of iterations the algorithm needed in the experiments until it terminated always led to the conjecture that the expected number of iterations is $o(n)$. With our new implementation, we ran experiments for the computation of regular $K$-gon contact representations for $K=5,9,13$. For each $n \in\{1, \ldots, 100\}$, we generated 100 random inner triangulations of a $K$-cycle with $n$ inner vertices using the algorithm from [PS06]. ${ }^{1}$ The algorithm was always started with the minimal

[^0]contact structure. Figure 6.1 shows the average number of iterations Algorithm 1 needed during these experiments until it terminated, in dependence of the size of the input graph. Since the implementation uses floating-point arithmetic to solve the systems of linear equations, it could not decide the signs of the variables for roughly every 500th input graph which might have led to inaccurate data. Further, the size of the experiments is not large enough to make an educated guess on the actual asymptotic behavior of the average number of iterations. But still the experiments confirm the observations made with the older implementations.

Conjecture 6.3. When running Algorithm 1 for a random graph of size $n$, the expected number of iterations is o( $n$ ).

### 6.1.2 Bounding the worst case number of iterations

As mentioned in Section 6.1.1, the experiments with implementations of Algorithm 1 give rise to the conjecture that the average number of iterations of the heuristic is $o(n)$. In the following, we will show that this is not true for the worst case number of iterations. Indeed, the worst case number of iterations of Algorithm 1 used for the computation of similarly-aligned odd $K$-gon contact representations is $\Omega(n)$. We will prove this for the case $K=3$ and refer to animations of example graphs in [SS21] for $K \geq 5$.

Theorem 6.4. There is a family $\left(G_{n}\right)_{n=1,2, \ldots}$ of plane triangulations $G_{n}$ with $n+3$ inner vertices and a family $\left(S_{n}\right)_{n=1,2, \ldots \text {. of } 3 \text {-contact structures (Schnyder woods) } S_{n}, ~}^{\text {n }}$ of $G_{n}$ such that Algorithm 1 applied to the computation of an equilateral triangle contact representation of $G_{n}$ with initial 3-contact structure $S_{n}$ takes $\Omega(n)$ iterations.


Figure 6.2: A class of triangulations $G_{n}$ with $n+3$ inner vertices on which Algorithm 1 takes $\Theta(n)$ iterations when starting with the minimal 3-contact structure (Schnyder wood).


Figure 6.3: A class $S_{k}^{(n)}, k=0, \ldots, n-2$, of Schnyder woods of $G_{n}$. The values of the face-variables in the solution of the corresponding system of linear equations are written into the faces. It can easily be verified that these values fulfill all equations except equation (4.7). By multiplying all values with a constant positive factor, we could obtain the solution of the normalized system. Note that the highlighted face $v_{k+1} v_{k} w_{0}$ is the only face whose variable has a negative value in this solution. Further, for $k=1, \ldots, n-1$, the Schnyder wood $S_{k-1}^{(n)}$ is obtained from $S_{k}^{(n)}$ by flipping this face.

Proof. Let $n \in\{1,2, \ldots\}$. Figure 6.2 illustrates the graph $G_{n}$ and Fig. 6.3 shows Schnyder woods $S_{k}^{(n)}, k=0, \ldots, n-2$, of $G_{n}$. Further, in Fig. 6.3 the values of the face-variables in the solution of the system of linear equations $\mathcal{A}_{S_{k}^{(n)}}$ are shown. It can easily be verified that these values fulfill all equations. There is exactly one negative face-variable and the corresponding flip transforms $S_{k}^{(n)}$ into $S_{k-1}^{(n)}$. Hence, when starting with $S_{n}:=S_{n-2}^{(n)}$, Algorithm 1 takes at least $n-2=\Omega(n)$ iterations.

In fact, it can even be shown that the distributive lattice of the 3-contact structures of $G_{n}$ is a chain of length $\Theta(n)$ and that Algorithm 1, when started with the minimal or maximal 3-contact structure, follows this chain step by step to the unique 3-contact structure $S$ for which the solution of $\mathcal{A}_{S}$ is non-negative. Hence, also the average number of iterations when starting Algorithm 1 with an arbitrary 3-contact structure of $G_{n}$ is $\Theta(n)$.

### 6.2 A slow heuristic

We will conclude this chapter with another heuristic for the computation of similarlyaligned odd $K$-gon and parallel-sided even $K$-gon contact representations that is inspired by the proof of Theorem 5.10. In this proof, we start with a side length vector $\mathbf{r}_{\mathbf{0}}$ and a contact structure $S$ such that $\mathbf{r}_{\mathbf{0}} \in R_{S}$, i.e., the solution of $\mathcal{A}_{S, \mathbf{r}_{\mathbf{0}}}$ is positive. Then we consider the line segment $\left\{\mathbf{r}_{\mathbf{t}}=(1-t) \mathbf{r}_{\mathbf{0}}+t \mathbf{r}: t \in[0,1]\right\}$ of side length vectors where $\mathbf{r}$ is the vector we search a contact representation for. We want to move along this line segment, maintaining the invariant that the current vector $\mathbf{r}_{\mathbf{t}}$ fulfills $\mathbf{r}_{\mathbf{t}} \in R_{S}$. To achieve this, we have to change the contact structure $S$ from time to time. When we reach a vector $\mathbf{r}_{\mathbf{t}}$ such that $\mathbf{r}_{\mathbf{t}} \in \overline{R_{S}} \backslash R_{S}$ and in the corresponding solution of $\mathcal{A}_{S, \mathbf{r}_{\mathbf{t}}}$ only one edge-variable $x_{e}$ is zero, there are two possibilities. Either there is an $\varepsilon^{\prime}>0$ such that $\mathbf{r}_{\mathbf{t}+\varepsilon} \in R_{S}$ for all $\varepsilon \in\left(0, \varepsilon^{\prime}\right)$ or, due to Lemma 5.8 , there is an $\varepsilon^{\prime}>0$ such that $\mathbf{r}_{\mathbf{t}+\varepsilon} \in R_{S^{\prime}}$ for all $\varepsilon \in\left(0, \varepsilon^{\prime}\right)$ where $S^{\prime}$ is the neighboring contact structure of $S$ obtained by the flip corresponding to $x_{e}$. In particular, $S^{\prime}$ is obtained by solving the system of linear equations $\mathcal{A}_{S, \mathbf{r}_{\mathbf{t}+\varepsilon}}$ for an $\varepsilon \in\left(0, \varepsilon^{\prime}\right)$ and then reverting all sign-separating edges. This idea can be generalized in the following way. If $\mathbf{r} \notin \overline{R_{S}}$, we search for a side length vector $\mathbf{r}_{\mathbf{t}}$ such that $\mathbf{r}_{\mathbf{t}} \notin \overline{R_{S}}$ and reverting the sign-separating edges induced by the solution of $\mathcal{A}_{S, \mathbf{r}_{\mathbf{t}}}$ in $S$ leads to a contact structure $S^{\prime}$ with $\mathbf{r}_{\mathbf{t}} \in R_{S^{\prime}}$. Realizing this search as a binary search yields Algorithm 2.

If, for no contact structure $S$ and no $\mathbf{r}_{\mathbf{t}}$ on the line segment between $\mathbf{r}_{\mathbf{0}}$ and $\mathbf{r}$, the solution of $\mathcal{A}_{S, \mathbf{r}_{\mathbf{t}}}$ is non-negative with more than one edge-variable $x_{e}$ being zero and if Conjecture 6.2 is true, then Theorem 5.10 implies that Algorithm 2 terminates. But even if a variant of this algorithm provably computes the wanted contact representation, it is unlikely that it has polynomial running time or even only a much better running time than solving $\mathcal{A}_{S, \mathbf{r}}$ for all contact structures $S$. Therefore, we have not further investigated this approach.

```
Algorithm 2: Heuristic for the computation of \(K\)-contact representations.
    \(S \leftarrow\) arbitrary contact structure
    \(\mathbf{r}_{\mathbf{0}} \leftarrow\) arbitrary side length vector with \(\mathbf{r}_{\mathbf{0}} \in R_{S}\)
    while \(\mathbf{x}^{(S, \mathbf{r})} \not \geq 0\) do
        \(\mathrm{r}_{1} \leftarrow \mathrm{r}\)
        loop
            \(\mathrm{r}_{\mathrm{m}} \leftarrow \frac{\mathrm{r}_{\mathbf{0}}+\mathrm{r}_{1}}{2}\)
            \(E_{\text {sep }} \leftarrow\) sign-separating edges induced by \(\mathbf{x}^{\left(S, \mathbf{r}_{\mathbf{m}}\right)}\)
            \(S^{\prime} \leftarrow\) contact structure obtained from \(S\) by reverting edges of \(E_{\text {sep }}\)
            if \(S^{\prime}=S\) then
                \(\mathrm{r}_{0} \leftarrow \mathrm{r}_{\mathrm{m}}\)
            else if \(\mathbf{x}^{\left(S^{\prime}, \mathbf{r}_{\mathbf{m}}\right)} \nsupseteq 0\) then
                \(\mathrm{r}_{1} \leftarrow \mathrm{r}_{\mathrm{m}}\)
            else
                break loop
            end
        end
        \(S \leftarrow S^{\prime}\)
        \(\mathrm{r}_{0} \leftarrow \mathrm{r}_{\mathrm{m}}\)
    end
    compute the contact representation from \(\mathbf{x}^{(S, \mathbf{r})}\)
```


## Chapter 7

## Conclusion

We will conclude this thesis with a summary of the results in this thesis and a discussion of open problems and possible future directions of research.

Existence of convex contact representations. It was already known before the work on this thesis that contact representation of plane triangulations exist in which the inner vertices are represented by non-negative homothetic copies of arbitrary individually prescribed convex prototypes and the outer vertices are represented by curves in the plane that together form a simple closed curve. This is the Convex Packing Theorem by Schramm [Sch07]. The proof of this general form of the theorem is based on the Monster Packing Theorem [Sch07]. For the case that the prototypes for the inner vertices have smooth boundaries and the curves representing the outer vertices are the sides of a triangle, Schramm [Sch91] also gives a more elementary proof that is based on a proof of the uniqueness of the contact representation. In this thesis, we reproved the existence for arbitrary convex prototypes if the outer vertices are represented by the sides of triangle. Our proof is also more elementary than the Monster Packing Theorem and, since it does not require the uniqueness of the contact representation, it also holds for the cases we do not know the uniqueness for (see the next paragraph).

Uniqueness of convex contact representations. It is a well-known result that contact representations of plane triangulations with disks are unique up to Möbius transformations [Koe36; Thu79b]. In particular, the contact representation is unique if the outer vertices are represented by the sides of a fixed triangle in the plane. Schramm [Sch91] generalized this result by proving that the contact representation is also unique if we allow arbitrary convex prototypes with a smooth boundary curve for the inner vertices of the triangulation. The reason why Schramm's result cannot be applied to polygonal convex prototypes is that the prototypes are required to be blunt, i.e., for each boundary point $p$ of the prototype there has to be a smooth convex body that is a subset of the prototype and contains the point $p$. On the other hand, Schramm says that the motivation for this requirement is that in a contact representation with these prototypes no three polygons can share a point. This
property is also fulfilled for equiangular $K$-gons with a horizontal side at the bottom for a fixed $K \geq 5, K \neq 6$, as prototypes. Therefore, the proof in [Sch91] might also hold for these classes of prototypes, but for this Schramm's proof needs to be checked in detail. Further, our experiments suggest that for all similarly-aligned odd $K$-gons for a fixed odd $K \geq 3$ as prototypes the contact representation is unique. Therefore, we conjecture the following.

Conjecture 7.1. Let $G$ be an inner triangulation of the 3 -cycle $a_{0}, a_{1}, a_{2}$. Further, let $C$ be a triangle in the plane with sides $C_{0}, C_{1}, C_{2}$ and, for each inner vertex $v$ of $G$, let $P_{v}$ be a convex prototype for $v$, i.e., a compact, convex set in the plane containing more than one point. Then there exists a unique contact representation of a supergraph of $G$ (on the same vertex set but possibly with more edges) where each inner vertex $v$ is represented by a single point or a positive homothetic copy of its prototype $P_{v}$ and each outer vertex $a_{i}$ by the line segment $C_{i}$.

Realizability of K-contact structures. In Chapter 3, we have shown that the combinatorial structure of each similarly-aligned odd $K$-gon or parallel-sided even $K$-gon contact representation can be described as a $K$-contact structure. What we have not shown is that each such $K$-contact structure indeed is the combinatorial structure of a contact representation from these classes. For 3-contact structures (Schnyder woods) it is known that each Schnyder wood describes the combinatorial structure of a triangle contact representation [FOR94]. The triangles can even be required to have a horizontal basis and to be isosceles or to have a right angle at the lower left or lower right corner. For 5 -contact structures it was shown in [Ste16] that for each such contact structure there is a contact representation with arbitrary convex pentagons (compare Fig. 4.45 (top)) that induces this contact structure. The technique used in this proof is the following: The 5 -contact structure defines a contact system of pseudosegments such that, if all these pseudosegments were drawn as straight line segments, the resulting contact system of line segments is the wanted contact representation of pentagons. Then a general result [FO07; AF17] about the stretchability of such contact systems of arcs is applied. This technique was first used by Gonçalves et al. [GLP12] to prove that each generalized Schnyder wood is induced by a primal-dual triangle contact representation (remember Section 3.1.3). We believe that this technique can also be used to prove that each $K$-contact structure is induced by a contact representation of arbitrary convex $K$-gons.

Conjecture 7.2. For each $K$-contact structure $S$, there exists a contact representation with arbitrary convex $K$-gons inducing $S$.

Computation of minimal/maximal K-contact structures. Schnyder [Sch90a] already showed that a 3 -contact structure (Schnyder wood) of a given plane triangulation can be found in linear time. Even the minimal or maximal element of the distributive lattice of 3 -contact structures can be computed in linear time [Bre00; Fus07]. Remember that $K$-contact structures can be described as $\omega_{K}$-flows, i.e., integral flows of one of the graphs $G^{\star}$ and $2 G^{\star}$ (see Pages 33 and 62). Such an
$\omega_{K}$-flow can be found in $O(n K)$ time using the Ford-Fulkerson algorithm since $G^{\star}$ and $2 G^{\star}$ have $O(n)$ edges and the maximum flow on an edge is $O(K)$. It would be interesting to know whether this can be improved and whether the minimal and maximal $K$-contact structures can also be computed in linear time if $K$ is fixed.

Computation of convex contact representations. Although there are various proofs for the existence of contact representations of plane graphs with convex prototypes, none of these proofs leads to an efficient algorithm for the computation of these contact representations. Still, Algorithm 1 seems to be a good candidate for an algorithm for the computation of contact representation with convex polygons as prototypes in polynomial time. Let $L$ be the total number of sides of the given prototypes (including the three sides of the triangle representing the outer vertices). If Conjecture 5.11 holds, we can, using the approach from Section 5.2, interpret the prototypes as parallel-sided even $K$-gons for a fixed $K \leq 2 L$, which is polynomial in the input size, and apply Algorithm 1 to this setting. The initial $K$-contact structure in Algorithm 1 can be found in polynomial time (see the last paragraph). Further, the systems of equations that are solved in Algorithm 1 have polynomial size and thus can be solved in polynomial time if the $K$ slopes of the prototypes are given as direction vectors with Euclidean coordinates and the prototypes are given by their side lengths.

Approach with Ys for homothetic triangle contact representations. Remember the setting for the computation of square contact representations from Section 3.1.2. We are given an inner triangulation $G$ of the 4 -cycle $v_{N}, v_{E}, v_{S}, v_{W}$ without separating 3 -cycles and want to represent the inner vertices by squares and the outer vertices by the sides of a rectangle. Assume that the width of the final contact representation is 1 . Then, obviously, for each path $P$ in $G$ from a neighbor of $v_{W}$ to a neighbor of $v_{E}$, we have $\sum_{v \in P} x_{v} \geq 1$ where $x_{v}$ denotes the side length of the square representing $v$ in the wanted contact representation. Schramm [Sch93] proved that minimizing $\sum_{v \in V_{\text {inner }}} x_{v}^{2}$ under these constraints leads to values $x_{v}$ that are indeed the side lengths of the squares in the wanted contact representation. This way, he proves the existence as well as the uniqueness of this contact representation.

It would be interesting to know whether a similar approach can be applied to homothetic equilateral triangle contact representations. So let $G$ be an inner triangulation of the 3 -cycle $a_{0}, a_{1}, a_{2}$. Assume that the altitude of the final contact representation is 1 . Let $w$ be an inner vertex of $G$ and let $Y$ be the union of paths from a neighbor of $w$ to a neighbor of $a_{i}$ for $i=0,1,2$. Viviani's Theorem states that in an equilateral triangle the sum of the distances from an interior point to the three sides is equal to the altitude of the triangle. Thus, by Viviani's Theorem, $2 x_{w}+\sum_{v \in Y} x_{v} \geq 1$ where $x_{v}$ denotes the altitude of the equilateral triangle representing $v$, see Fig. 7.1 (left). So the question is whether there is an objective function such that minimizing this function under these constraints leads to values $x_{v}$ that are indeed the altitudes of the triangles in the wanted contact representation. Figure 7.1 shows two more alternative ways to define these Y-structures.


Figure 7.1: Different ways to define Y-structures for homothetic equilateral triangle contact representations. The altitude of the outer triangle is 1 . For each inner vertex $v$ of $G$, the variable $x_{v}$ denotes the altitude of the primal triangle representing $v$ and, for each inner face $f$ of $G$, the variable $x_{f}$ denotes the altitude of the dual triangle representing $f$. The displayed equations are fulfilled by Viviani's Theorem.

Non-degenerate contact representations. We conjectured (Conjecture 7.1) that the contact representation of a plane triangulation is unique if each inner vertex has to be represented by a non-negative homothetic copy of a prescribed convex prototype and the outer vertices by the sides of a given triangle. In particular, if this conjecture is true and if in the contact representation some vertices are represented by a single point, i.e., the contact representation is degenerate, then this cannot be avoided. So it might be interesting to consider cases in which not all conditions of the conjecture are fulfilled and to ask for non-degenerate contact representations. One such conjecture by Gonçalves et al. [GLP12] is that every 3-connected plane graph has a non-degenerate primal-dual triangle contact representation in which each primal vertex is represented by a triangle with a horizontal basis and a right angle at the bottom-left corner and each dual vertex is represented by a right triangle with a horizontal top and a right angle at the top-right corner. Another such question is whether each plane quadrangulation has a contact representation with non-degenerate squares. Since in such a contact representation the squares representing the four vertices of an inner face of the quadrangulation enclose a rectangle, we can also interpret it as a rectangle contact representation of the triangulation obtained by stacking a vertex into each inner face of the quadrangulation. We can prescribe squares as prototypes for the original vertices and choose arbitrary rectangles as prototypes for the stacked vertices. Then we know that for each such choice of prototypes there exists a contact representation that might be degenerate. It would be interesting to see whether in such a degenerate case we can always perturb the prototypes in such a way that the new contact representation is non-degenerate. An approach to this problem could be a deeper analysis of the system of equations whose solution leads to the degenerate contact representation. A similar problem of characterizing partial 2 -trees (without a fixed embedding to the plane) that allow a non-degenerate contact representation with squares was studied in [DDEJ17].

Contact representations in higher dimensions. In this thesis, we have only considered contact representations of plane graphs in the plane. A natural generalization of homothetic equilateral triangle contact representations of a plane triangulation to dimension $d \geq 3$ are homothetic regular $d$-dimensional simplex contact representations of a topological triangulation of a $d$-simplex. In contrast to the results about contact representations in 3-space mentioned in Section 1.1, we do not only prescribe the graph but also its topological embedding induced by the contact representation. By describing the coordinates of the simplices representing the inner vertices of the triangulation as barycentric coordinates in relation to the simplex representing the outer vertices, it should be possible to come up with a system of linear equations for computing the wanted contact representation if we fix a combinatorial description of this contact representation. Therefore, an interesting question is how we can describe the combinatorial structure of such a contact representation and whether the set of all possible combinatorial structures has properties similar to those in the case $d=2$ like forming a distributive lattice and allowing to interpret the solution of the system of equations as an indicator how to change the combinatorial structure. Then it might be possible to apply the apparatus of this thesis also to this kind of contact representations.
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## Appendix A

## Overview of structures associated with contact representations

In this appendix, there is an overview of the graphs and structures associated with contact representations that are defined in this thesis. First, in Fig. A.1, there is an example of a similarly-aligned odd $K$-gon contact representation with all of its associated structures and then, in Fig. A.2, there is an example of a parallel-sided even $K$-gon contact representation with all of its associated structures. The purpose of this overview is to have an easy to find place to look up these structures when reading the thesis.


Figure A.1: Overview of the graphs associated with a similarly-aligned odd $K$-gon contact representation.


Figure A.1: Overview of the graphs associated with a similarly-aligned odd $K$-gon contact representation (cont.).


Figure A.1: Overview of the graphs associated with a similarly-aligned odd $K$-gon contact representation (cont.).


Figure A.2: Overview of the graphs associated with a parallel-sided even $K$-gon contact representation.

(c) The $K$-color forest.

(d) The stack extension $2 G^{\star}$.

Figure A.2: Overview of the graphs associated with a parallel-sided even $K$-gon contact representation (cont.).

(e) The $K$-contact structure.

(f) The graph $2 G_{+}^{\star}$.

Figure A.2: Overview of the graphs associated with a parallel-sided even $K$-gon contact representation (cont.).

(g) The graph $2 G_{++}^{\star}$.

(h) The $K$-proper coloring of $2 G_{+}^{\star}$.

Figure A.2: Overview of the graphs associated with a parallel-sided even $K$-gon contact representation (cont.).

## Appendix B

## Visualizations of the heuristic

In this appendix, we will show visualizations of the iterations of Algorithm 1 for some arbitrarily chosen examples. As we showed in Theorem 4.64, also solutions of the system of linear equations that are not non-negative can be used to produce a drawing. In the following we will show these drawings coming from the solutions of the systems of linear equations $\mathcal{A}_{S_{i}}, i=0,1, \ldots, k-1$, where $\left(S_{i}\right)_{i=0,1, \ldots, k-1}$ is the sequence of $K$-contact structures visited by Algorithm 1. Figures B. 1 to B. 3 show examples with regular polygons as prototypes, Figs. B. 4 and B. 5 show examples with non-regular polygons as prototypes. Although we do not know any invariant that improves with the iterations of the algorithm, it can be seen in these examples that the polygons representing the vertices of the given graph move closer from iteration to iteration, in some sense that we cannot quantify. For an interactive animation of more examples see [SS21].


Figure B.1: Computation of a homothetic equilateral triangle contact representation of a triangulation with 11 inner vertices.


Figure B.2: Computation of a homothetic regular heptagon contact representation of an inner triangulation of a 7 -cycle with 5 inner vertices.


Figure B.3: Computation of a homothetic regular 13-gon contact representation of an inner triangulation of a 13 -cycle with 10 inner vertices.


Figure B.4: Computation of a pentagon contact representation of an inner triangulation of a 5-cycle with 6 inner vertices with individual equiangular pentagons as prototypes.


Figure B.5: Computation of a 15-gon contact representation of an inner triangulation of a 15 -cycle with 6 inner vertices with individual equiangular 15 -gons as prototypes.


[^0]:    ${ }^{1}$ The implementation of this algorithm has been integrated to SageMath by the author during the work on this thesis and is available from SageMath version 8.9, see [Sch19].

