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Kurzfassung

Die sogenannte Device-to-Device-Kommunikation (D2D-Kommunikation) wird neulich als ef-
�ziente Lösung für das Entladen von Zellen und zur Erhöhung der Kapazität von zukünftigen
Mobilfunknetzen angesehen. Dies wird durch die Wiederverwendung von zellulären Radiores-
sourcen für eine örtlich begrenzte Direktübertragung zwischen betro�enen Endgeräten. Die
durch das D2D-Paradigma gebotenen Vorteile können die Implementierung zusätzlicher neuer
Dienste in einem solchen Hybridsystem ermöglichen. Insbesondere die lokalisierte Natur der
direkten Übertragungen und ihre höhere spektrale E�zienz korrelieren gut mit den Eigen-
schaften von Automotiveanwendungen, die auf der Grundlage von kooperativen intelligenten
Transportsystemen (bekannt als C-ITS) erstellt werden. Diese Arbeit untersucht die Imple-
mentierung solcher Dienste basierend auf D2D-Kommunikation. Sie befasst sich insbesondere
mit dem Problem des Radio Resource Managements (RRM) mit dem Hauptziel, die strengen
QoS-Anforderungen (Quality of Service) von sicherheitsrelevanten Automotiveanwendungen
zu erfüllen.

Zu diesem Zweck wird eine Analyse der asymptotischen Transportkapazität des beab-
sichtigten zweischichtigen Netzwerks durchgeführt, um das Potenzial der Unterstützung von
C-ITS-Anwendungen in dem D2D-Subnetz zu bewerten. Motiviert durch das ermutigende
Systemverhalten und das Fehlen entsprechender Beiträge in der Literatur, wird ein auf Kanal-
verteilungsinformationen (Channel Distribution Information, CDI) basierendes RRM-Schema
de�niert, um die QoS-Anforderungen aller sendenden Benutzer sowohl im primären Mobil-
funknetz als auch in dem D2D-Subnetz zu erfüllen. Dieses Schema nutzt das Wissen über
die (Verteilung der) Kanalkoe�zienten für alle potenziellen (Interferenz-) Verbindungen im
System, um eine geeignete Ressourcenzuteilung zu bestimmen. Insbesondere können mehrere
Benutzer dieselben Funkressourcen für die zellulare bzw. direkte Kommunikation wiederver-
wenden, so dass gleichzeitige Übertragungen keine schädlichen gegenseitigen Interferenzen
verursachen. Das Sammeln von CDI ist jedoch mit einem enormen Overhead verbunden und
in Szenarien mit höherer Netzwerklast nicht realisierbar. Daher wird ein zweites RRM-Schema
basierend auf Standortinformationen mit dem Ziel eines minimalen zusätzlichen Aufwands
entwickelt. Dieses Schema nutzt das Wissen über die Positionen der Benutzer und leitet
basierend auf ihrer räumlichen Trennung eine geeignete Ressourcenzuteilung ab.

Die Leistung der beiden Schemata wird durch umfangreiche Simulationen auf Systemebene
bewertet. Es wird eine Analyse der Vor- und Nachteile von CDI- bzw. standortbasiertem
RRM durchgeführt. Während beide Schemata in der Lage sind, einige realistische QoS-
Anforderungen zu erfüllen, kann das CDI-basierte System eine gröÿere Anzahl von Benutzern
unterstützen. Dies geht jedoch mit einem viel höheren Messaufwand einher. Darüber hin-
aus wird die Notwendigkeit einer Berücksichtigung der QoS-Anforderungen im RRM für C-
ITS-Anwendungen gezeigt, da der häu�g verwendete opportunistische Ansatz für die D2D-
Kommunikation zu einer unbefriedigenden Leistung führt.



Abstract

Device-to-device (D2D) communication as an underlay to future cellular networks has been
recently considered as an e�cient cell o�oading and capacity increasing solution. As such,
it is envisioned to help serve the ever increasing cellular tra�c. The gains o�ered by the
D2D paradigm may enable the implementation of additional novel services in such a hybrid
system. In particular, the localized nature of direct transmissions and their higher spectral
e�ciency correlate well with the properties of automotive applications built on the basis of
Cooperative Intelligent Transport Systems (C-ITS). This work investigates the adoption of
such services in the D2D underlay. In particular, it deals with the problem of Radio Resource
Management (RRM) with the main objective of satisfying their stringent Quality of Service
(QoS) requirements.

To this end, an analysis of the asymptotic transport capacity of the envisioned two-tier
network is carried out in order to assess the potential of supporting C-ITS applications in the
D2D underlay. Motivated by the encouraging system behavior and the lack of corresponding
contributions in the literature, a RRM scheme based on Channel Distribution Information
(CDI) is de�ned to satisfy the QoS requirements of all transmitting users, both in the primary
cellular network and in the D2D underlay. This scheme leverages knowledge over the (distri-
bution of the) channel coe�cients for all of the potential (interference) links in the system, in
order to determine appropriate resource allocation. In particular, it allows for multiple users
to reuse the same radio resources for cellular and direct communication, respectively, such that
concurrent transmissions do not cause harmful mutual interference. The acquisition of CDI,
however, is associated with enormous overhead and is not feasible in scenarios with higher
network load. Hence, a second RRM scheme based on location information is developed with
the goal of minimal added overhead. This scheme leverages knowledge over the positions of
users and derives an appropriate resource allocation based on their separation in space.

The performance of the two schemes is evaluated by means of extensive system level
simulations. An analysis of the advantages and disadvantages of CDI- and location-based
RRM, respectively, is carried out. While both schemes are capable of satisfying some feasible
QoS requirements, the CDI-based one can support a higher number of users. This comes at the
cost of much higher measurement overhead, however. Moreover, the necessity of considering
QoS requirements in RRM for C-ITS applications is demonstrated, as the commonly used
opportunistic approach to D2D communication leads to unsatisfactory performance.
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Chapter 1

Introduction

1.1 Background

After their introduction in the 1980's, commercial cellular networks have rapidly developed
into an integral part of everyday life. Such systems utilize �xed transceivers deployed over
the served area, known as base stations, to enable wireless connectivity for mobile devices by
means of radio transmissions. In those early days, the supported applications were limited
to voice calls. Nevertheless, the added convenience and �exibility over �xed telephone lines
encouraged the adoption of cellphones. As the subscriber base grew, so did the e�ort spent
by the telecommunications industry on evolving the cellular technology and expanding the
business opportunities it o�ered. Further success soon followed with the introduction of short
text messages (up to 160 characters) as additional means of communication in the 1990's.
Slipping into the new Millennium, cellular networks made a revolutionary step forward by
adopting packet switching which enabled services such as mobile web browsing, e-mail, and
video streaming, and triggered a change in consumer behavior. This change, in conjunction
with further technological advancements in the 2010's, has led to a booming demand for mobile
multimedia contents. In its most recent report, Cisco predicts that mobile data tra�c will
grow at a compound annual growth rate of 53% until 2020 [Cis16]. Faced with such ever
increasing capacity requirements, current cellular networks will struggle to provide adequate
service. Hence, novel system concepts are being studied to cope with the mobile data tra�c
beyond 2020, when the so called Fifth Generation of Mobile Communication (5G) is expected
to be introduced.

1.1.1 Device-to-Device Communication

One of the most promising concepts for the 5G era is commonly referred to as Device-to-
Device (D2D) communication [JYD+09]. Under this paradigm, the exchange of data between
mobile devices, or User Equipment (UE), in close proximity is carried out directly between the
UEs while the network infrastructure has merely a control function [DRW+09]. In contrast,
the same exchange in a conventional cellular network, where the links are established via the
Radio Access Network (RAN) and the core network, requires the data to be relayed between
multiple entities. This process is illustrated in Figure 1.1. In a �rst step, said data is sent by
the source to a base station, also known as evolved NodeB (eNB) in current cellular networks,
by means of an uplink (UL) transmission. The information is then relayed through gateways
in the core network - potentially back to the same eNB or one of its immediate neighbors.

1
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eNB

eNB

RAN

D2D communication

path

Cellular communication

path

Core

network

UL

DL

Figure 1.1: Cellular and D2D communication paths between two UEs in close proximity.

Finally, the data is delivered to its intended destination in a downlink (DL) transmission. In
comparison, D2D communication enables the so-called hop gain [FDM+12], referring to the
fact that a single transmission uses radio resources more e�ciently than the required pair of
UL and DL transmissions in cellular communication. In addition, a direct link also allows for
lower End-to-End (E2E) latency by avoiding the processing and queuing delays at eNBs and
gateways. Furthermore, it is likely that the distance between the communicating partners is
much smaller than the distance between any of the UEs and its serving eNB. Hence, exploiting
the more favorable channel conditions, D2D communication enables either higher data rates at
the same power consumption or lower power consumption at the same data rate as compared
to the UL and DL transmissions that are required in a conventional cellular network. This is
referred to as proximity gain [FDM+12].

Direct transmissions between proximate UEs under the D2D paradigm can be carried out in
an additional frequency band (an approach known as out-band D2D communication [AWM14])
or in the spectrum considered for cellular communication (also known as in-band D2D com-
munication [AWM14]). In the latter case, cellular transmissions can be separated from direct
transmissions by assigning disjoint subbands to the two communication modes. This approach
is known as overlay D2D communication [AWM14]. Under favorable conditions, however, the
localized nature of direct links allows for the reuse of radio resources which are used for cellular
transmissions at the same time. In this manner, D2D communication enables the so-called
reuse gain [FDM+12], hinting at the increased overall spectral e�ciency of the system. This is
referred to as underlay D2D communication [AWM14] and is, for the above reason, the most
worthwhile form of network-controlled direct communication. Figure 1.2 shows a graphical
representation of the di�erent spectrum utilization options for D2D communication.

With its above mentioned gains, D2D communication establishes an e�cient RAN o�-
loading alternative (for local tra�c) and is, therefore, expected to be an integral part of 5G
networks [MFP+14]. As such, it will not only contribute towards serving the ever increasing
mobile data tra�c originating from established applications (e.g., mobile video streaming),
but can also serve as an enabler for a wide variety of novel proximity-based services.

2
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Figure 1.2: Graphical representation of the spectrum utilization in in-band and out-band D2D
communication.

1.1.2 Automotive Applications

Among others, the recently explored novel services include automotive applications [FTP+13,
CYS15]. The improvement of road tra�c safety and e�ciency presents the greatest chal-
lenge in the transportation of people and goods. Cooperative Intelligent Transport Systems
(C-ITS) [ETS13] are envisioned to contribute towards this goal. Cooperative driving applica-
tions, such as platooning [JLW+16] or highly automated driving [KTT+02], can reduce travel
time, fuel consumption, and CO2 emissions. Safety services based on the exchange of critical
information between vehicles and infrastructure can aid drivers by enhancing their perception
horizon beyond the physical limitations of a human being. This aid may include alerting the
driver of potential road hazards (e.g., end of a tra�c jam on the highway or road damage)
as well as actively supporting him in avoiding potential accidents (e.g., by means of auto-
mated braking). Moreover, the cooperation between vehicles and vulnerable road users, such
as pedestrians or cyclists, may improve tra�c safety even further. For example, using mobile
communications devices (i.e., smartphones or smartwatches) to announce the approach of a
pedestrian from behind a corner with obstructed vision could help prevent potential accidents.

The exchange of messages between vehicles and consumer electronics (CE) devices, how-
ever, requires a common communications platform. Such vehicle-to-vehicle, vehicle-to-infra-
structure and vehicle-to-device (collectively, V2X) communication could be carried out in
cellular networks, as modern vehicles and CE devices already have built-in cellular modules.
However, even the most recent Long Term Evolution (LTE) deployments have been shown
to be incapable of satisfying the stringent Quality of Service (QoS) requirements of C-ITS
applications [LBFM12]. In particular, these requirements may include near 100% availability
of the communication links, up to 99.999% reliable transmissions, and E2E latency as low
as 5 ms for packets of up to 1600 bytes in the 5G era [FTP+13]. The strongly localized na-
ture of V2X-based services (i.e., the exchanged messages are only relevant for road users in
a relatively small area), in conjunction with the previously mentioned gains of underlay D2D
communication, can enable support for C-ITS applications in future 5G cellular networks.
The ambition of this work is to contribute towards this vision.

1.2 Motivation

Quite some e�ort has been spent recently on studying and shaping the D2D paradigm in the
context of future 5G cellular networks. Support for C-ITS applications with their stringent

3
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Figure 1.3: Cross-interference caused in a cellular network with a D2D underlay considering
the reuse of DL and UL radio resources.

QoS requirements and the high mobility of vehicles, however, pose a signi�cant challenge.
Radio Resource Management (RRM), which plays a key role in the performance of wireless
systems, is particularly a�ected. Although enabling high transmission reliability and timely
transmission opportunities, given the stochastic nature of wireless channels, is a complicated
task on its own, the complexity of RRM in the context of underlay D2D communication is even
higher due to the cross-interference between cellular and D2D transmissions. Depending on
which radio resources are to be reused for direct communication, two di�erent models need to
be considered. A D2D transmitter utilizing DL resources causes interference at the respective
receiving cellular UE (C-UE1), while the D2D receiver is disturbed by the signal transmitted
by the respective eNB (see Figure 1.3a). In the reciprocal case, the D2D transmitter disturbs
the UL signal at the eNB, while the D2D receiver su�ers from interference due to the respec-
tive transmitting C-UE (see Figure 1.3b). This cross-interference can jeopardize the network
performance and, hence, needs to be managed carefully.

The RRM problem has been investigated extensively in this regard. For example, [JKR+09]
proposes a resource allocation scheme that relies on measuring the interference levels caused
by the active C-UEs (in the UL) and eNBs (in the DL) at each potential D2D receiver. This
data, along with information about the quality of the cellular links, is gathered at the eNBs
to accumulate complete Channel State Information (CSI). The resource allocation for all of
the users in the system is then determined (under consideration of the CSI) as the solution
of an optimization problem (OP) that maximizes the throughput of the D2D underlay while
maintaining a target level of throughput in the primary cellular network.

A simpler scheme with a similar objective has been proposed in [ZHS10]. In this work, radio
resources are �rst allocated to each C-UE in conventional fashion according to the network
operator's preferences. In a second step, complete CSI is leveraged to determine the respective
potential D2D transmitter expected to cause the least interference to each cellular link. In
the case that UL resources are to be reused, this is the one with the weakest channel to the

1Hereinafter, UEs that communicate with a eNB (i.e., in cellular manner) will be referred to as C-UEs.

4
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eNB. Conversely, when reusing DL resources, it is the potential D2D transmitter that has
the weakest channel to the potentially a�ected C-UE that needs to be considered. Reuse of
the resources allocated for cellular communication in the D2D underlay is only allowed if the
additional interference at eNB, C-UE and D2D receiver, respectively, remains below a certain
threshold. Otherwise, D2D communication in the resources allocated to a speci�c cellular link
is prohibited.

Another approach to maximize the total system throughput is proposed in [XSH+12],
where DL radio resources are allocated to users according to an iterative combinatorial auction.
In the auction, all the resources are considered to compete as bidders, while the data packages
of D2D transmitters are auctioned o� as goods in each round. This is achieved by a non-
monotonic descending price auction algorithm which converges in a �nite number of iterations.

The main aim of the above mentioned schemes and many other alternative approaches
available in the literature (see, e.g., [PLW+09, DYRJ10, MLPH11] and the the survey in
[AWM14]) is to maximize the total network throughput while preserving the performance
of cellular communication. As a consequence, the D2D underlay is utilized in opportunistic
fashion and lacks QoS support. Therefore, such schemes are not suited for automotive ap-
plications. At the start of this work, only a limited number of contributions which consider
QoS requirements was available. For example, a network-level OP for jointly optimizing mode
selection (i.e., selecting between direct links that reuse DL or UL resources, or cellular commu-
nication), resource allocation and power assignment has been introduced in [BFA11]. Again
building upon complete CSI knowledge, this approach minimizes the total transmit power
while satisfying the QoS requirements of individual users. Due to its extreme complexity,
however, it is not feasible in practical implementations.

Motivated by this state of the art, the goal of this work is to deliver feasible solutions to
the problem of RRM for underlay D2D communication in future 5G networks, with focus on
satisfying the strict QoS requirements of C-ITS applications. Details on the contributions to
this end can be found in the following section. For the sake of completeness, it should be
further mentioned that the research community's interest in QoS-constrained underlay D2D
communication has been growing in the meantime. Some of the contributions that emerged
in parallel to this work even target automotive applications as well [CYS15, POC+15]. Re-
source allocation with focus on V2X communication has been explored in [SSB+14, XWW+14,
SSB+16, SYSB16], while a scheme for general purpose QoS-aware D2D communication is pro-
posed in [FLY+16], among others.

1.3 Contributions and Outline

The wireless communications network of interest in this work is introduced in details in Chap-
ter 2. Hereby, a system model for a cellular network with vehicular D2D underlay is estab-
lished, considering the properties of V2X communication and wireless channels. Moreover,
the QoS requirements of C-ITS applications are transformed to Key Performance Indicators
(KPIs) to be used in the subsequently presented RRM schemes and their performance evalu-
ation. In particular, these parameters include Signal-to-Interference-and-Noise-Ratio (SINR),
the probability that a �xed SINR target is not met, E2E transmission delay, and packet
transmission probability.

Based on this system model, the asymptotic per-user transport capacity of the considered
wireless network is analyzed in Chapter 3. This is done under the consideration of two resource
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reuse strategies - one building upon complete knowledge over the channel conditions (i.e.,
CSI-based), and one building upon the spatial separation of users (i.e., location-based). The
results of this study are published in [BSF15b] and indicate that a D2D underlay may be able
to support the load of V2X communication. However, intelligent RRM is essential in order to
satisfy the stringent QoS requirements of C-ITS applications in an e�cient manner.

One such RRM scheme is the subject of Chapter 4. Hereby, starting from the assumption of
complete CSI knowledge, the problem of resource allocation is formulated as the minimization
of the spectral radius (i.e., the supremum of the absolute eigenvalues) of a square matrix
which jointly describes the SINR requirements of each user and the cross-interference due
to the reuse of radio resources in D2D underlay manner. Due to the very high complexity
of this combinatorial problem, a practical heuristic algorithm is also derived. The results of
this work are published in [BSF15a]. Moreover, as complete CSI knowledge is not available
in realistic scenarios due to the stochastic nature of wireless channels, the scheme is further
developed to accommodate for channel uncertainty. In other words, the scheme is evolved to
consider Channel Distribution Information (CDI), i.e., knowledge over the distribution of the
channel gains in the system, but not their instantaneous realizations. In such a case, the above
mentioned spectral radius becomes a random variable and is di�cult to work with. Hence, the
initial CSI-based scheme is evolved to consider a deterministic upper bound thereof. Based on
this approach, a CDI-based Resource Allocation Algorithm (CDI-bRAA) is developed which
bounds the probability with which the SINR targets of the allocated users are not met. The
results of this work are published in [BSF16c].

As the acquisition of CSI or CDI may be too costly or even infeasible in the considered
cellular network with vehicular D2D underlay, Chapter 5 studies an alternative, location-based,
RRM approach for it. This Location Dependent Resource Allocation Scheme (LDRAS) relies
on prior knowledge over the radio propagation conditions in the considered deployment. Based
on this, each cell is divided into disjoint zones according to criteria that enable the reuse of
radio resources for cellular and D2D communication between zones with su�cient spatial
separation. A graph coloring approach ensures that the experienced interference by all users
is kept at acceptable levels. The initial concept of LDRAS and criteria for its application
to an isolated cell with homogeneous non-fading channels are part of the author's master's
thesis [Bot13] and are also published in [BKKF14]. In this work, LDARAS is evolved further
to consider multi-cell deployments as well as heterogeneous radio propagation environments
and the stochastic nature of wireless channels. Hereby, the criteria for the zone topology
design are extended to consider inter-cell (cross-) interference and channel uncertainty. The
results of this work are published in [BKKF15] and [BSF15a]. Moreover, the de�nition of
the zone topology is formalized by means of hierarchical clustering (as opposed to the initial
design by hand) and the performance of LDRAS in heterogeneous propagation environments
is improved by means of optimized selection of its control parameters (as opposed to the initial
selection by intuition). The results of this work were published in [BSF16b].

Chapter 6 focuses on the performance evaluation of the introduced RRM schemes with
respect to the above mentioned KPIs. This evaluation is done based on extensive system level
simulations considering a typical urban network deployment. Hereby, a selected state-of-the-
art algorithm is used as a reference in order to demonstrate the need for QoS-aware RRM
in the considered cellular network with vehicular D2D underlay. In addition, the signaling
and management overhead (SMOH) associated with CDI-bRAA and LDRAS is assessed in
order to enable a fair comparison between the two. The results of this performance study are
published in part in [BSF16a] and in all of the above mentioned publications, and indicate
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that CDI-bRAA holds an advantage over LDRAS in scenarios with a high load in the D2D
underlay and low load in the cellular network. On the contrary, LDRAS is preferred under
high cellular load and medium load in the D2D underlay.

Finally, Chapter 7 summarizes the conclusions of this work and brie�y discusses possible
future research topics in the context of vehicular D2D communication.

The e�ort invested in the above listed contributions has also enabled fruitful collaborations
on related topics, the results of which are not part of this work. A comparative performance
study of ad-hoc and network-controlled RRM for C-ITS applications considering LDRAS (as
the network-controlled scheme) is the topic of [CMB+18]. The results thereof show that
LDRAS is able to increase the number of users experiencing high QoS as compared to the
currently preferred approach in vehicular ad-hoc networks, i.e., IEEE 802.11-2012 [IEE12].
An improvement over this standard that allows vehicles to communicate with a deterministic
medium access delay in ad-hoc manner based on out-band D2D communication is proposed
in [GEGSBS16]. Another contribution towards the improvement of the performance of vehicu-
lar ad-hoc communication is presented in [CMM+18]. Here, a clustering approach is considered
to enable more e�cient message distribution in a wide area. Furthermore, [HED+16] proposes
a novel uni�ed radio frame structure and Medium Access Control (MAC) protocol to enable
the communication between users operating under the ad-hoc or network-controlled paradigm,
respectively. Finally, the system level simulator developed for the purposes of this work and
a preliminary version of CDI-bRAA are used for the comparative evaluation of an akin RRM
scheme for vehicular D2D communication in [SBS+16].
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Chapter 2

System Model and Notation

2.1 Communications Scenario

As motivated in the previous chapter, the wireless system of interest in this work consists of a
future cellular network with a D2D underlay, which is meant to serve as an enabler for C-ITS
applications. Figure 2.1 illustrates this setup. For the sake of simpler arguments and notation,
hereinafter we consider said D2D underlay to be used exclusively for V2X communication,
although a wide variety of additional applications can be adopted seamlessly. In this regard,
we use D2D communication and V2X communication as synonyms throughout this work.
Moreover, we refer to UEs which communicate in direct manner as vehicular UEs (V-UEs),
although this can apply to CE devices as well as vehicles. We use the term primary network
as synonym for the cellular part of the considered two-tier network. The accent "primary"
refers to the fact that the cellular service should not be signi�cantly degraded due to the D2D
underlay.

LetM ∈ N0 denote the total number of transmissions (also, users or transmitters) that are
to be served by this system at a given time instance, either in the DL or the UL. Without loss
of generality, we consider the �rst K ∈ N0,K ≤ M transmissions to be between a C-UE and
its serving eNB (i.e., cellular transmissions). Hereby, let C ∈ N0 denote the number of eNBs
or, alternatively, the number of cells deployed over the area of interest. As the messages in the
context of C-ITS applications are considered to be relevant for all tra�c participants within a
certain range d ∈ R+ around the source, we label the remaining L = M −K transmissions as
broadcast transmissions from a V-UE to its relevant neighboring V-UEs (i.e., the ones within a
range of d). Each such broadcast transmission can also be considered as an ensemble of unicast
D2D links (all of which using the same transmission con�guration in terms of modulation and
coding, and transmit power), where the overall performance is determined by the worst-case
receiver. Hence, the objective of RRM in the considered wireless system is to guarantee a
certain performance level on these worst-case D2D links, as well as on the cellular links. This
can be achieved by appropriate allocation of the available radio resources to the M users and
appropriate transmit power assignment. In this regard, we consider the radio resources to be
organized in Resource Blocks (RBs). Following the Orthogonal Frequency-Division Multiple
Access (OFDMA) structure established in LTE [3GP10], each RB consists of a group of 12
subcarriers in the frequency domain and 14 symbols in the time domain, or 168 Resource
Elements (REs) in total. Figure 2.2 illustrates this structure. A RB is considered to be the
minimal amount of radio resources which can be allocated to a given user in each Transmission
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Figure 2.1: Cellular network with vehicular D2D underlay.

Time Interval (TTI). Each RB is allocated to at most one user served by a given eNB in a
given TTI in order to avoid inter-user interference. For the purpose of network management
in LTE, the collection of every 10 TTIs is grouped into a frame in order to enable functions
such as synchronization between the RAN and UEs, cell (re-)selection, etc. We disregard
these system functions (and, correspondingly, the grouping of radio resources in frames) in
the context of this work as they are outside its scope. We assume perfect synchronicity among
all communicating network nodes and perfect cell selection (i.e., every UE is always served by
the eNB with the strongest signal). Moreover, we consider the RAN to operate in Frequency
Division Duplex (FDD), where DL and UL transmissions take place in parallel (in the time
domain) but in di�erent parts of the spectrum. In the context of this work, the role of RRM is
to determine how many and which RBs may be used by each user in the system. In contrast to
the OFDMA principle, however, V-UEs are allowed to simultaneously transmit their localized
broadcast messages in RBs used for cellular communication.

Each transmission (over all of the allocated RBs in a given TTI) is considered to be subject
to sum power constraints, where Pk ∈ R+ denotes the total transmit power available to user
k. Let S ∈ N0 denote the total number of available RBs in the considered wireless system,
either in the DL or the UL. Hence, the power constraints can be expressed as

S∑

s=1

p
(s)
k ≤ Pk, (2.1)

where p(s)
k ∈ R≥0 stands for the transmit power of user k in RB s ∈ S := {1, . . . , S}.

2.2 Interference Channel Model

Under the D2D paradigm, multiple users (within the coverage area of a given eNB) may be
allowed to reuse the same RB. This, in conjunction with the broadcast nature of the direct
transmissions, leads to a complex interference environment. Figure 2.3 illustrates the channel
model used to describe the interference environment in the context of this work. Any given RB
s ∈ S is associated with a �at fading channel on all links and h(s)

kl ∈ C, k, l ∈M := {1, . . . ,M},
denotes the complex-valued channel coe�cient for the link from transmitter k to the (worst-
case) receiver associated with user l. Hereby, we consider a Single-Input Single-Output (SISO)
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system, i.e., each transmission in the two-tier wireless network is transmitted and received by
a single antenna, respectively. By this de�nition, h(s)

kk characterizes the channel (associated

with RB s) from user k to its intended (worst-case) receiver, while h(s)
kl , k 6= l, characterizes the

respective (interference) channel from user k to the intended (worst-case) receiver of user l. The

channel gains |h(s)
kl |2 = dklz

(s)
kl are considered to be composed of a constant distance/location-

dependent component dkl ∈ R≥0 and a random fading component z(s)
kl ∈ R≥0 following some

distribution.

Note that the (worst-case) receiver of cellular transmissions (i.e., ∀k ≤ K) is clearly de�ned
as the single intended receiver, i.e., the serving eNB in the case of a UL transmission (cf.
Figure 2.1b), or the respective C-UE in the case of a DL transmission (cf. Figure 2.1a).

Hence, the channels h(s)
lk , ∀s ∈ S, l ∈M, k ≤ K, are �xed. In the case of V2X communication,

however, a broadcast transmission may be received by multiple V-UEs. In this regard, letR (k)
denote the set of relevant receivers associated with transmitter k. For k > K, the worst-case
receiver of the bunch is likely to be determined by the experienced interference and depends on
the simultaneously transmitting interferers. Hence, the channels h(s)

lk , ∀s ∈ S, l ∈ M, k > K,
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are de�ned in fuzzy fashion in the considered channel model. Figure 2.4 illustrates this aspect
for the case of UL resource reuse. Consider the source V-UE s to broadcast a message to the
destinations d1, d2, and d3 in its proximity, using RB s. Moreover, consider this source to be
denoted as the transmitter k > K under the established convention with R (k) = {d1, d2, d3}.
First, assume that there are no interferers in the environment. Hence, the SINR at each
destination is determined by the respective channel gains and noise powers. Assuming that the
lowest SINR is experienced at d2, the relevant worst-case D2D link associated with transmitter
k is formed by the pair s-d2 and h(s)

kk refers to this respective channel.

Now assume that only the C-UE c is simultaneously active in the same resources as s.
For the sake of this example, assume that it would cause the strongest interference to the
closest destination d1 and that this interference is so strong that d1 experiences the lowest
SINR out of the three destinations. Hence, the relevant worst-case D2D link associated with
transmitter k is formed by the pair s-d1 and h(s)

kk refers to this respective channel. Moreover,

the interference channels h(s)
lk , ∀l ∈M\ k, are also de�ned with respect to the destination d1.

Alternatively, assume that instead of c, a second V-UE v is simultaneously active in the
same resources as s. In this case, the closest destination su�ering from the strongest interfer-
ence is d2. Hence, the relevant worst-case D2D link associated with transmitter k is formed
by the pair s-d2 and h(s)

kk refers to this respective channel. Similarly, the interference channels

h
(s)
lk , ∀l ∈M \ k, are also de�ned with respect to the destination d2.

Finally, assume that both c and v are simultaneously causing interference. The worst-case
receiver is now determined by the sum-interference and might di�er from the ones su�ering
the most from individual contributions. In this example, assume that d3 is the destination
experiencing the strongest sum-interference and lowest SINR. Hence, the relevant worst-case
D2D link associated with transmitter k is formed by the pair s-d3 and h

(s)
kk refers to this

respective channel. Correspondingly, the interference channels h(s)
lk , ∀l ∈ M \ k, are also

de�ned with respect to the destination d3. With this example it is clear that the composition
of the relevant channels h(s)

lk , ∀l ∈ M, k > K, depends on the resource allocation and the
respective transmit power assignment. Hence, a formal de�nition for the selection of the worst-
case receiving V-UEs will be presented as a part of the respective RRM scheme discussions in
Chapter 4 and Chapter 5.

A similar situation arises in the case of DL resource reuse, with the exception that the
C-UE c is substituted by an eNB. In order to avoid repetitions, hereinafter we present concepts
a�ected by the reuse of radio resources in the D2D underlay on the example of UL resource
reuse. Additional clari�cations are provided for the case of DL resource if required.

2.3 Key Performance Indicators

As mentioned in Section 1.1.2, C-ITS applications have especially stringent QoS requirements
with regards to the availability of radio resources, reliability of transmissions, and the trans-
mission delay. First, we translate the said requirements to appropriate KPIs, in order to use
them in the de�nition of RRM schemes and their performance evaluation.

A reasonable assumption widely used in practice is that the reliability requirement of
transmission k is ful�lled if it is received with a SINR of at least a prede�ned threshold γk ∈ R+

[SWB09]. The following well established model is used in the context of this work in order to
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by a C-UE and an additional transmitting V-UE.

determine said SINR value at the receivers associated with the respective transmission:

SINR(s)
kr =

|h(s)
kk |2p

(s)
k∑

l∈M\k
|h(s)
lk |2p

(s)
l + η

(s)
kr

, ∀k, l ∈M, s ∈ Sk, r ∈ R (k) . (2.2)

Hereby, we consider the SINR to be a function of the users' transmit powers p(s)
k and the RB

allocation, where p(s)
k = 0 if user k is not allocated to transmit in RB s. Moreover, Sk ⊆ S

denotes the set of RBs allocated to user k and η(s)
kr denotes the noise power at the respective

receiver r ∈ R (k) in the considered bandwidth.

We refer to the resulting condition SINR(s)
kr ≥ γk, ∀k ∈ M, s ∈ Sk, r ∈ R (k) , as the

SINR requirement of user k. Considering the stochastic nature of wireless channels, it is not
possible to guarantee that said SINR requirement is ful�lled under all channel realizations,
although it might be ful�lled under most. Hence, we adopt a more practical interpretation of
the reliability requirements in this work, where we consider them to be satis�ed if

Pr
(
SINR(s)

kr < γk

)
≤ υoutk , ∀k ∈M, s ∈ Sk, r ∈ R (k) . (2.3)

Here, υoutk , denotes an acceptable outage probability (i.e., probability that the SINR require-
ment is violated) for transmission k. The criterion in (2.3) builds the foundation of the RRM
schemes developed in this work.

The transmission of larger packets often requires more than one RB to be completed.
Moreover, larger transmission bandwidths can be leveraged to facilitate a coding gain. Hence,
another important KPI is the e�ective SINR over the entire used bandwidth. We use the
exponential e�ective SINR mapping [AATK13] for the performance evaluation of the RRM
schemes developed in this work , where

SINRe�
kr = −βMCS ln


 1

Sk

∑

s∈Sk

exp

(
−SINR

(s)
kr

βMCS

)
 , ∀k ∈M, r ∈ R (k) . (2.4)
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Here Sk = |Sk| denotes the respective set's cardinality or, in other words, the number of
allocated RBs for transmission k. The parameter βMCS is a calibration margin and depends
on the chosen Modulation and Coding Scheme (MCS). It is chosen such that the block error
probability for the individual RBs matches the block error probability for the e�ective SINR
in an Additive White Gaussian Noise (AWGN) channel [AATK13]. In this regard, we use the
distribution of SINRe�

kr to characterize the transmission reliability.
Furthermore, the E2E latency plays an important role in the context of C-ITS applications.

Although additional delay sources (e.g., processing delay at the application layer) may a�ect
their performance, we only consider the E2E transmission delay δE2Ek . Hereby, it consists of the
time needed for the actual packet transmission δTxk and the delay associated with the SMOH
needed to obtain resources for said transmission δSMOH

k , i.e., δE2Ek = δSMOH
k + δTxk , ∀k ∈ M.

In other words, we de�ne the E2E transmission delay as the time between the generation of a
packet and its complete transmission. We use the distribution of this metric to characterize
the performance of the proposed RRM schemes.

In this regard, we consider packets whose transmission cannot start within a prede�ned
delay budget (e.g., due to unavailability of RBs) to be no longer relevant and drop them.
We use the ratio of the total dropped and generated packets to characterize the performance
of the proposed RRM schemes with respect to the availability of radio resources for V2X
transmissions.

2.4 Notational Convention

We use the following notation throughout this work: The special set of natural numbers
including zero is denoted as N0 = N ∪ {0},N = {1, 2, . . . }, while the set of real positive
numbers is denoted as R+ = (0,+∞), and the set of positive real numbers and zero is denoted
as R≥0 = [0,+∞). Further sets are denoted by capital calligraphic letters, e.g., M, with
|M| denoting the respective set's cardinality. Capital mathematical fraktur letters, such as
R, denote auxiliary sets, while small mathematical fraktur letters, such as v, denote auxiliary
scalars used to describe the particularities of a concept. Small and capital letters, such as k
and K, represent scalars while small boldface letters, e.g., p, designate column vectors, and
capital boldface letters, e.g., Γ, denote matrices. Vector inequalities are considered element-
wise. The superscript (·)T stands for the matrix transposition, while the superscript (·)−1

denotes the matrix inversion operation. The Hadamard product of two arbitrary matrices X
and Y of the same size is denoted as X ◦Y and Tr (Z) denotes the trace of a given square
matrix Z. Moreover, 1 stands for the all-ones column vector of appropriate size, depending on
the context in which it appears. Similarly, I denotes the identity matrix of appropriate size,
depending on the context in which it appears. Moreover, the probability of a random event
E holding true is denoted as Pr (E). For the reader's convenience, a list of the symbols used
throughout this work is provided in Appendix A.
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Chapter 3

Transport Capacity

The current chapter discusses the capacity of the two-tier wireless network of interest in this
work (cf. Section 2.1). In particular, we analyze the asymptotic scaling of the mean per-
user transport capacity (MPUTC), both for the primary network and the vehicular D2D
underlay network. This metric characterizes the amount of data that can be transferred in
a certain time interval over a given distance in the network and has the physical dimension
bit per meter and second. The analysis is carried out both from the perspective of a RRM
approach building upon CSI knowledge, and an approach building upon knowledge about
the location of terminals. We primarily study the in�uence of cross-interference between
the users in the primary network and the D2D underlay and its implications on the system
design. The results of this study are published in [BSF15b] and indicate that careful system
design is essential in order to enable additional D2D-based applications (e.g., automotive
ones) in the next-generation cellular networks. Notably, the trend of network infrastructure
densi�cation and the prioritization of cellular communication over direct links might hinder
D2D communication. These results serve as motivation for the contributions presented in the
following chapters.

3.1 Preliminaries and Related Work

The capacity of wireless networks has had the attention of the scienti�c community for quite
some time. Among many other signi�cant contributions, Gupta and Kumar investigate the
capacity of static ad-hoc networks and show that (even in an optimal case) the per-user
throughput diminishes to zero with an increasing number of considered users [GK00]. Zem-
lianov and de Veciana demonstrate that the support through network infrastructure can help
reduce the rate at which the per-user throughput diminishes [ZdV05], while Grossglauser and
Tse show that, under the assumption of loose packet delay constraints, the per-user through-
put in such networks can be increased dramatically by exploiting node mobility [GT01]. The
comprehensive surveys in [WAJ10, LS14] summarize further state-of-the-art results for various
wireless network deployments. Such results are often referred to as Capacity Scaling Laws and
the methods used for obtaining them can be described as Capacity Scaling Framework (CSF).

The two-tier cellular network of interest in this work represents a unique constellation.
The CSF can nevertheless be adapted in order to assess its asymptotic MPUTC.

Assumption 3.1 (The network domain is a unit area disk). Under the CSF, the network
domain is modeled as a unit area disk (i.e., a disk with a radius of 1√

π
), where the C eNBs
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are optimally placed such that the mean area a eNB has to provide coverage for is minimized.

Assumption 3.2 (Static network). Any bene�ts from exploiting mobility (cf. [GT01]) are
disregarded in the context of this work, as the envisioned safety-related services in the D2D
underlay are associated with very stringent packet delay requirements and the C-UEs only
communicate with their respective serving eNB. Hence, we consider the network to be static at
each transmission instance.

Assumption 3.3 (Uniform user distribution). For the sake of simplicity, assume that the C-
UEs and V-UEs are uniformly distributed within the coverage area of an eNB. Approximating
the coverage area of each eNB as a disk of radius r (C) (depending on the number of deployed
eNBs), the user coordinates follow the distribution

(
r (C)

√
U1 cos 2πU2, r (C)

√
U1 sin 2πU2

)
,

where U1 and U2 are independent uniformly distributed random variables on the interval
[0, 1][FLE87, p. 84].

In addition, the study of the MPUTC considers a more general description of the available
radio resources: as a bandwidth of W ∈ R+ (in the frequency domain) and a transmission
interval of T ∈ R+ (in the time domain). This is done for the sake of simpler notation
and is well justi�ed, as it has been shown in [GK00] that introducing additional channel
structure (e.g., organizing the radio resources into RBs) does not change the asymptotic
behavior of wireless systems. We consider two fundamentally di�erent RRM approaches for
D2D-enabled cellular networks in the analysis: On the one hand, we investigate the case of
resource allocation based on exact knowledge about the channel conditions in the network
under, what is hereinafter referred to as, the CSI-based model1. On the other hand, we
consider resource allocation based on su�cient spatial separation between UEs that reuse the
same resources in the so called location-based model2. The following sections are devoted to
the asymptotic case and derive upper bounds for the MPUTC in the primary network λ ∈ R+

and in the D2D underlay λ′ ∈ R+ under the two models. A performance comparison and
analysis of the advantages and disadvantages of these two RRM paradigms with regards to a
realistic deployment scenario is shown based on the example of practical schemes developed
in this work (cf. Chapter 4 and Chapter 5) in Chapter 6.

3.2 CSI-based RRM

Some simpli�cations to the system model are necessary in order to apply the CSF to the
scenario of interest. First, let pk ∈ R≥0 denote the transmit power of user k under the
simpli�ed channel structure (i.e., without the organization in RBs) and let all of the M
active users utilize all of the available radio resources. Moreover, let xk denote the location
of transmitter k and xr̃(k) denote the location of its worst-case receiver r̃ (k) ∈ R (k), in
some coordinate system with a de�ned distance metric. The two dimensional space and the

Euclidean distance de�ned on it as |xk−xl| =
√

(xk,1 − xl,1)2 + (xk,2 − xl,2)2 [DD16, p. 94] are
considered for the purposes of this study. In the context of the CSF, we can simplify the SINR
model by setting |hkl|2 = |xk−xr̃(l)|−α, where α ∈ [2,+∞) denotes an environment-dependent

1Note that similar models are referred to as physical models in the literature. This substitution is necessary
to better illustrate the connection between the derived results and the RRM schemes presented in Chapter 4.

2Note that similar models are referred to as protocol models in the literature. This substitution is necessary
to better illustrate the connection between the derived results and the RRM scheme presented in Chapter 5.
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3.2. CSI-BASED RRM

path loss exponent. Furthermore, let γC ∈ R+ and γD2D ∈ R+ denote a certain targeted SINR
for cellular and D2D communication, respectively, and let ηkr = η, ∀k ∈M, r ∈ R (k).

Assumption 3.4 (CSI-based model). We consider transmissions to be received successfully
both in the primary network and in the D2D underlay when the following conditions hold (cf.
Section 2.3):

pk
|xk−xr̃(k)|α

η +
K∑
l=1,
l 6=k

pl
|xl−xr̃(k)|α

+
M∑

l′=K+1

pl′
|xl′−xr̃(k)|α

≥ γC, ∀k ∈M, k ≤ K, (3.1)

pk
|xk−xr̃(k)|α

η +
M∑

l′=K+1,
l′ 6=k

pl′
|xl′−xr̃(k)|α

+
K∑
l=1

pl
|xl−xr̃(k)|α

≥ γD2D, ∀k ∈M, k > K. (3.2)

Assumption 3.5 (Interference-limited network). Interference between links is the major
performance-limiting factor in wireless networks [Uts16]. Hence, we assume that

η <<

K∑

l=1,
l 6=k

pl
|xl − xr̃(k)|α

+

M∑

l′=K+1

pl′

|xl′ − xr̃(k)|α
∀k ∈M, k ≤ K,

η <<
M∑

l′=K+1,
l′ 6=k

pl′

|xl′ − xr̃(k)|α
+

K∑

l=1

pl
|xl − xr̃(k)|α

, ∀k ∈M, k > K.

Theorem 3.1. Satisfying the above conditions, the MPUTC for the considered two-tier net-
work under the CSI-based model is bounded

� in the primary network as:

λ ≤





3
δ
α

√
γC+1
γC

α

√
1

1+
LPV-UE
CPC-UE

W C
3α−2
2α

K , ifK >> C,

3
δ
α

√
γC+1
γC

α

√
1

1+
LPV-UE
KPC-UE

W C
√
C

K α√K , otherwise,
(3.3)

� and in the D2D underlay as:

λ′ ≤





2√
πd̄

α

√
γD2D+1
γD2D

α

√
1

1+
CPC-UE
LPV-UE

W 1
α√L , ifK >> C,

2√
πd̄

α

√
γD2D+1
γD2D

α

√
1

1+
KPC-UE
LPV-UE

W 1
α√L , otherwise,

(3.4)

where PC-UE denotes the maximum transmit power of C-UEs and PV-UE denotes the maximum
transmit power of V-UEs, and δ and d̄ are some positive constants.
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3.2. CSI-BASED RRM

Proof. Consider �rst the case of cellular communication, i.e., k ∈ M, k ≤ K. According to
Assumption 3.5, the noise power can be neglected. Hence, by adding the numerator to the
denominator on the left-hand side (LHS) in (3.1), the condition can be reformulated as:

pk
|xk−xr̃(k)|α

K∑
l=1

pl
|xl−xr̃(k)|α

+
M∑

l′=K+1

pl′
|xl′−xr̃(k)|α

≥ γC
γC + 1

, (3.5)

or equivalently:

|xk − xr̃(k)|α ≤
γC + 1

γC

pk
K∑
l=1

pl
|xl−xr̃(k)|α

+
M∑

l′=K+1

pl′
|xl′−xr̃(k)|α

. (3.6)

According to Assumption 3.1, the distance between any two network nodes is at most the
diameter of the domain (i.e., |xl − xr̃(k)| ≤ 2/

√
π, ∀k, l ∈ M). Considering this property, the

following holds:

|xk − xr̃(k)|α ≤
(

2√
π

)α γC + 1

γC

pk
K∑
l=1

pl +
M∑

l′=K+1

pl′

. (3.7)

Building the sum over all transmissions by C-UEs leads to:

K∑

k=1

|xk − xr̃(k)|α ≤
(

2√
π

)α γC + 1

γC

K∑
k=1

pk

K∑
l=1

pl +
M∑

l′=K+1

pl′

. (3.8)

Under the worst case interference scenario (i.e., a scenario where all C-UEs and and all V-UEs

transmit at their respective maximal transmit power),
K∑
k=1

pk = nsimPC-UE and
M∑

l′=K+1

pl′ =

n′simPV-UE. Here, nsim ∈ N0 and n′sim ∈ N0 denote the respective number of C-UEs and
V-UEs that are allowed to transmit in parallel. According to the considered system model,
each eNB is able to receive at most one transmission reliably at a given time. Hence, some
C-UEs might not be supported and nsim < K might need to be selected. In this regard, let
Kactive = {k : k ≤ K, pk > 0} ⊂ M denote the set of supported C-UEs, where |Kactive| = nsim.
On the other hand, such restrictions do not apply to transmitting V-UEs and n′sim = L can
be set (under the assumption of full duplex operation). Furthermore, let dk,r̃(k) = |xk −xr̃(k)|
for brevity. With this, the following holds:

∑

k∈Kactive

dαk,r̃(k) ≤
(

2√
π

)α γC + 1

γC

nsimPC-UE
nsimPC-UE + LPV-UE

. (3.9)

By Jensen's inequality [RW00], it holds that

∑
k∈Kactive

dα
k,r̃(k)∑

k∈Kactive
1 ≥

( ∑
k∈Kactive

dk,r̃(k)∑
k∈Kactive

1

)α
. Further

considering
∑

k∈Kactive
1 = nsim, it holds that:

∑

k∈Kactive

dk,r̃(k) ≤
2√
π

α

√
γC + 1

γC

nsimPC-UE
nsimPC-UE + LPV-UE

nα−1
sim . (3.10)
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Building the transport capacity yields

λKT
∑

k∈Kactive

dk,r̃(k) ≤
2√
π

α

√
γC + 1

γC

nsimPC-UE
nsimPC-UE + LPV-UE

nα−1
sim CWT, (3.11)

where λKT denotes the total throughput of all users, and CWT is the system capacity, i.e.,
λKT ≤ CWT . Let d̄k,r̃(k) denote the mean distance between a C-UE and its serving (i.e.,
closest) eNB. Hence, by the law of large numbers [Fel71], it follows that

∑
k∈Kactive

dk,r̃(k) ≈

nsimd̄k,r̃(k) (for large enough nsim) and

λKTnsimd̄k,r̃(k) ≤
2√
π

α

√
γC + 1

γC

nsimPC-UE
nsimPC-UE + LPV-UE

nα−1
sim CWT. (3.12)

According to Assumption 3.3, it follows that

d̄k,r̃(k) =

1∫

0

1∫

0

√(
r (C)

√
U1 cosU2

)2
+
(
r (C)

√
U1 sinU2

)2
dU2 dU1 (3.13)

= r (C)

1∫

0

√
U1 dU1 =

2r(C)

3
. (3.14)

Furthermore, as C → ∞ the overlap of the coverage areas of the di�erent eNBs declines
in the considered domain. Hence, πr2(C) → 1

C and r(C) = δ√
πC

for some constant δ > 0.
Hence, it follows that

d̄k,r̃(k) =
2δ

3
√
πC

. (3.15)

Furthermore, as each eNB can only receive one UL transmission reliably, nsim is either limited
by the number of eNBs or the number of C-UEs, i.e.,

nsim =

{
C, ifK >> C
K, otherwise

. (3.16)

Plugging (3.16) and (3.15) into (3.12), and reformulating, yields the �nal result in (3.3).
The results for the MPUTC in the D2D underlay can be derived following the same method.

To this end, consider k ∈ M, k > K. Again, according to Assumption 3.5, the noise power
in (3.2) can be ignored and adding the numerator to the denominator on the LHS yields

pk
|xk−xr̃(k)|α

M∑
l′=K+1

pl′
|xl′−xr̃(k)|α

+
K∑
l=1

pl
|xl−xr̃(k)|α

≥ γD2D
γD2D + 1

(3.17)

or equivalently:

|xk − xr̃(k)|α ≤
γD2D + 1

γD2D

pk
M∑

l′=K+1

pl′
|xl′−xr̃(k)|α

+
K∑
l=1

pl
|xl−xr̃(k)|α

. (3.18)
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Considering again that |xl − xr̃(k)| ≤ 2/
√
π, ∀k, l ∈M, the following holds:

|xk − xr̃(k)|α ≤
(

2√
π

)α γD2D + 1

γD2D

pk
M∑

l′=K+1

pl′ +
K∑
l=1

pl

. (3.19)

Building the sum over all transmissions by V-UEs yields

M∑

k=K+1

|xk − xr̃(k)|α ≤
(

2√
π

)α γD2D + 1

γD2D

M∑
k=K+1

pk

M∑
l′=K+1

pl′ +
K∑
l=1

pl

. (3.20)

Again, considering the worst-case interference scenario,
M∑

k=K+1

pk = n′simPV-UE and
K∑
l=1

pl =

nsimPC-UE. With n′sim = L, the following holds

M∑

k=K+1

dαk,r̃(k) ≤
(

2√
π

)α γD2D + 1

γD2D

LPV-UE
LPV-UE + nsimPC-UE

. (3.21)

By Jensen's inequality [RW00], it holds that

M∑
k=K+1

dα
k,r̃(k)

M∑
k=K+1

1

≥




M∑
k=K+1

dk,r̃(k)

M∑
k=K+1

1




α

,
M∑

k=K+1

1 = L

and
M∑

k=K+1

dk,r̃(k) ≤
2√
π

α

√
γD2D + 1

γD2D

LPV-UE
LPV-UE + nsimPC-UE

Lα−1. (3.22)

Building the transport capacity yields

λ′LT
M∑

k=K+1

dk,r̃(k) ≤
2√
π

α

√
γD2D + 1

γD2D

LPV-UE
LPV-UE + nsimPC-UE

Lα−1LWT, (3.23)

where λ′LT denotes the total throughput of all transmitting V-UEs, and LWT is the system
capacity of the vehicular underlay network, i.e., λ′LT ≤ LWT . Let d̄k,r̃(k) denote the mean
distance between a vehicular transmitter and its worst-case receiver. For large enough vehicle
density this mean distance is equivalent to the intended broadcast distance d̄ determined by
the deployed application (and normalized to the unit area disk domain). With this, it holds

that
M∑

k=K+1

dk,r̃(k) = Ld̄ and

λ′LTLd̄ ≤ 2√
π

α

√
γD2D + 1

γD2D

LPV-UE
LPV-UE + nsimPC-UE

Lα−1LWT. (3.24)

Considering the two operation modes in the primary network (cf. (3.16)) and reformulating
yields the �nal result in (3.4). This concludes the proof.
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(1 + ∆)|xk − xr̃(k)|
|xk − xr̃(k)|(1 + ξ′)|xl− xr̃(l)|

r(C)

(
1 − 1

ξ

)
|xk− xr̃(k)|

(1 + ∆′)|xl − xr̃(l)|

d̄

|xl − xr̃(l)|

|xl − xr̃(l)|

Figure 3.1: Depiction of the considered two-tier network and the required separation between
network nodes for successful communication under the location-based model.

3.3 Location-based RRM

This second approach assumes that a transmission is successfully received when certain criteria
on the separation between the considered network nodes are met (see Figure 3.1 for a graphical
representation).

Assumption 3.6. First, we require that each receiver is within the designed range from the
respective transmitter, i.e.,

|xk − xr̃(k)| ≤ r(C), ∀k ∈M, k ≤ K, (3.25)

|xk − xr̃(k)| ≤ d̄, ∀k ∈M, k > K. (3.26)

Assumption 3.7. Provided that the conditions in (3.25) and (3.26) are satis�ed, we fur-
ther require that the interference between UEs of the same class is controlled via su�cient
separation:

|xl − xr̃(k)| ≥ (1 + ∆)|xk − xr̃(k)|, ∀k, l ∈M, k ≤ K, l ≤ K, l 6= k, and (3.27)

|xl′ − xr̃(k)| ≥ (1 + ∆′)|xk − xr̃(k)|, ∀k, l′ ∈M, k > K, l′ > K, l′ 6= k, (3.28)

where ∆ ∈ R+ and ∆′ ∈ R+ denote some deployment-speci�c control parameters.

Assumption 3.8. Moreover, the cross-interference due to the reuse of cellular resources in
the D2D underlay must be controlled as well:

|xl′ − xr̃(k)| ≥ (1 + ξ′)|xl′ − xr̃(l′)|, ∀k ∈M, k ≤ K, l′ ∈M, l′ > K, and (3.29)

|xl − xr̃(k)| ≥
(

1− 1

ξ

)
|xl − xr̃(l)|, ∀k ∈M, k > K, l ∈M, l ≤ K, (3.30)

where ξ ∈ R+ and ξ′ ∈ R+ denote some deployment-speci�c control parameters.
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3.3. LOCATION-BASED RRM

Hence, under the location-based model, cellular and D2D transmissions are both received
successfully when all of the inequalities (3.25) - (3.30) are ful�lled.

Theorem 3.2. If (3.25)-(3.30) are satis�ed, the MPUTC for the considered two-tier network
under the location-based model is bounded

� in the primary network as:

λ ≤
{

6
∆δW

C
K , ifK >> C,

6
∆δW

C
K

√
C
K , otherwise,

(3.31)

� and in the D2D underlay as:

λ′ ≤





0, if C ≥
⌊

δ2

πξ′2d̄2

⌋
,√

16−16πCξ′2d̄2−4
(

1− 1
ξ

)2
δ2

π∆′2d̄2
W√
L
, if C <

⌊
δ2

πξ′2d̄2

⌋
,K >> C,√

16−16πCξ′2d̄2−4K
C

(
1− 1

ξ

)2
δ2

π∆′2d̄2
W√
L
, if C <

⌊
δ2

πξ′2d̄2

⌋
,K << C,

(3.32)

where δ > 0 denotes some constant.

Proof. To start the proof, �rst consider the primary network, i.e., the case of k ≤ K. In accor-
dance to the system model, its performance should not be severely degraded by D2D commu-
nication. Hence, the two network layers can be considered separately under the location-based
model, where stricter constraints are imposed on the D2D underlay. Ensuring that su�cient
separation between eNBs and V-UEs is always enforced, the implications due to the reuse
of resources in the D2D underlay can be considered as non-existent in the analysis of the
MPUTC in the primary network. Note that this approach has severe implications on the
per-user transport capacity in the D2D underlay, as it will be shown later in the proof. By
applying the triangle inequality to the constraints for successful communication under the
location-based model (i.e., (3.25) and (3.27)), it follows that

|xr̃(l) − xr̃(k)| ≥ |xl − xr̃(k)| − |xl − xr̃(l)|, (3.33)

|xr̃(l) − xr̃(k)| ≥ |xk − xr̃(l)| − |xk − xr̃(k)|. (3.34)

By de�nition, the right-hand side (RHS) in the above equations is positive, as the distance
from a transmitting C-UE to any eNB other than its serving (i.e., closest) one is greater than
the distance to said serving eNB. Adding (3.33) and (3.34) and applying condition (3.27)
results in:

|xr̃(l) − xr̃(k)| ≥
∆

2

(
|xk − xr̃(k)|+ |xl − xr̃(l)|

)
. (3.35)

Hence, simultaneous cellular UL transmissions are successfully received at the respective eNBs
when disks of radius ∆

2 times the link range centered at the eNB are disjoint from radio
resource perspective. In other words, each cellular UL transmission has an associated guard
area and such guard areas should not intersect in order to enable successful communication3.

3Note that, as a result, a eNB can only receive one UL transmission in a given time- and frequency-slot
since two disks with the same origin cannot be disjoint. This is a re�ection of the assumed eNB capabilities.
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Furthermore, allowing for edge e�ects at the domain boundary and considering that the link
range is at most equal to the domain radius, it is guaranteed that at least a quarter of each
guard disk is within the domain [GK00].

Again, consider the abbreviation dk,r̃(k) = |xk − xr̃(k)| and the fact that not all of the
K C-UEs may be supported at the same time, where Kactive denotes the set of active ones.
Hence, the above inequalities only need to hold for the elements of Kactive. Further consider
that each guard area has a surface of π∆2

4 d
2
k,r̃(k). Since at least a quarter of these disjoint

guard areas is within the unit area domain, it follows that

∑

k∈Kactive

π∆2

16
d2
k,r̃(k) ≤ 1 ≡

∑

k∈Kactive

d2
k,r̃(k) ≤

16

π∆2
. (3.36)

By the Cauchy-Schwarz inequality [RW00], the following holds:

∑

k∈Kactive

dk,r̃(k) ≤
√ ∑

k∈Kactive

d2
k,r̃(k)

∑

k∈Kactive

12, (3.37)

where
∑

k∈Kactive
12 =

∑
k∈Kactive

1 = nsim is the number of simultaneous transmissions in the

primary network. Substituting (3.36) in (3.37) results in

∑

k∈Kactive

dk,r̃(k) ≤
√

16

π∆2
nsim. (3.38)

Considering a total of λKT bits to be transmitted in the primary network, the instantaneous
transport capacity must satisfy

λKT
∑

k∈Kactive

dk,r̃(k) ≤
√

16

π∆2
nsimCWT, (3.39)

where CWT again denotes the system capacity of the primary network. Evaluating the sum
on the LHS (for su�ciently large nsim) yields

λKTnsimd̄k,r̃(k) ≤
√

16

π∆2
nsimCWT, (3.40)

where d̄k,r̃(k) again denotes the mean distance between a C-UE and its respective receiving
eNB. Following the same assumptions as in the proof regarding the results for the CSI-based
model, it follows that d̄k,r̃(k) = 2r(C)

3 = 2δ
3
√
πC

for some constant δ > 0. Plugging this in (3.40)
and rearranging yields

λ ≤ 6

∆δ

WC
√
C

K
√
nsim

. (3.41)

Again, substituting

nsim =

{
C, ifK >> C,
K, otherwise,

(3.42)

concludes the proof of the �rst part of the theorem.
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Next, consider the D2D underlay, i.e., the case of k > K. Similarly to the case of cellular
communication, using the triangle inequality and applying (3.28), it follows that

|xr̃(l′) − xr̃(k)| ≥
∆′

2

(
|xk − xr̃(k)|+ |xl′ − xr̃(l′)|

)
. (3.43)

As the assumed V2X transmissions in the D2D underlay are required to be received by all
V-UEs within the intended broadcast range, |xk − xr̃(k)| = d̄, ∀k = K + 1, . . . , L, can be
set. Hence, successful reception in the D2D underlay necessitates a guard area around each
worst-case receiver with a radius of ∆′

2 d̄. As in the case of cellular communication, at least a
quarter of these guard areas is within the domain [GK00], i.e.,

M∑

k=K+1

π∆′2

16
d̄ 2 ≤ 1. (3.44)

In contrast to the case of cellular communication, however, the collective of the guard areas
cannot span across the entire domain. From (3.29) and the triangle inequality, it follows that

|xr̃(k) − xr̃(l)| ≥ ξ′d̄. (3.45)

Hence, additional guard areas of radius ξ′d̄ around each eNB are necessary in order to protect
cellular UL transmissions from harmful cross-interference. The portion of the domain where
D2D communication can take place is therefore no longer the entire unit area disk. Instead, it is
disrupted by 'holes' due to the said cross-interference guard areas. Note that this could render
the entire domain restricted for D2D communication allowing for 0 bits to be transmitted in
the underlay. This is the case when the entire coverage area of an eNB is contained by the
cross-interference guard area, i.e., when

ξ′d̄ ≥ r(C) ≡ ξ′d̄ ≥ δ√
πC
≡ C ≥

⌊
δ2

πξ′2d̄ 2

⌋
. (3.46)

Moreover, in order to protect the received D2D signal from the harmful cross-interference
due to cellular UL transmissions, the condition in (3.30) must be satis�ed. Hence, the cross-

interference guard areas further include disks of radius
(

1− 1
ξ

)
|xl−xr̃(l)|, ∀l ∈ Kactive, around

each active C-UE. Considering all of the 'holes' in the domain where D2D communication is
restricted, the expression in (3.44) is modi�ed to the following tighter bound:

M∑

k=K+1

π∆′2

16
d̄ 2 ≤ 1− Cπ

(
ξ′d̄
)2 −

∑

l∈Kactive

π

(
1− 1

ξ

)2

|xl − xr̃(l)|2, (3.47)

which can be expressed (for su�ciently large nsim = |Kactive|) as
M∑

k=K+1

π∆′2

16
d̄ 2 ≤ 1− Cπ

(
ξ′d̄
)2 − nsimπ

(
1− 1

ξ

)2 r(C)2

4
. (3.48)

This is due to the application of the Cauchy-Schwarz inequality [RW00] as

∑

l∈Kactive

π

(
1− 1

ξ

)2

|xl − xr̃(l)|2 ≥
π

nsim

(
1− 1

ξ

)2

 ∑

l∈Kactive

|xl − xr̃(l)|




2

(3.49)
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and

(
∑

l∈Kactive
|xl − xr̃(l)|

)2

= n2
sim

r(C)2

4 for su�ciently large nsim. Following similar reformu-

lation steps as for the case of cellular communication, (3.48) can be expressed as

M∑

k=K+1

d̄ ≤

√√√√16− 16Cπ
(
ξ′d̄
)2 − 4nsimπ

(
1− 1

ξ

)2
r(C)2

π∆′2
n′sim, (3.50)

where n′sim denotes the number of simultaneous transmissions in the D2D underlay. Hence,
considering a total of λ′LT bits to be transmitted by the V-UEs, the instantaneous transport
capacity must satisfy

λ′LTn′simd̄ ≤

√√√√16− 16Cπ
(
ξ′d̄
)2 − 4nsimπ

(
1− 1

ξ

)2
r(C)2

π∆′2
n′simn

′
simWT, (3.51)

where n′simWT denotes the capacity of the D2D underlay. Assuming full duplex capabilities
at the V-UEs, n′sim = L can be selected. In the case of half duplex operation, it would only
be reasonable that at least one receiver listens to each transmission. Hence, n′sim = L

2 might
be selected. Nevertheless, this scalar factor has little in�uence on the asymptotic behavior
of the MPUTC. Therefore, the �nal result in (3.32) considers the full duplex option. As
previously discussed, it also considers the limitation on the number of parallel transmissions
in the primary network (cf. (3.42)) and the evaluation of r(C) for large C.

3.4 Discussion

3.4.1 RRM Design Implications

Figure 3.2 illustrates the behavior of the derived MPUTC bounds in the primary network,
while Figure 3.3 focuses on the D2D underlay. Both of these �gures consider some arbitrary
system parameters, as the general implications of the bounds are more important than the
absolute values. Hereby, the K >> C operation regime has been chosen for the primary
network, as the opposite case is unreasonable from economical point of view. The goal of this
analysis is to investigate the in�uence of cross-interference and the respective counter-measures
taken in both RRM approaches.

Primary network

As it can be seen in Figure 3.2, the upper bound of the MPUTC in the primary network
is not a�ected by the increasing number of V-UEs under the location-based model. This is
due to the fact that this approach imposes a direct prioritization of the cellular links and a
strict limit on the cross-interference from V-UEs. In trade, the location-based model imposes
severer restrictions on the D2D underlay, as it will be seen below. On the other hand, the
CSI-based model allows for �softer� resource sharing and the MPUTC decreases with the
increasing number of V-UEs, as further cross-interference is added to the wireless system.
The main limiting factor under both models, however, is the number of C-UEs that needs
to be served. The MPUTC in the primary network decreases the fastest in this parameter.
Increasing the number of eNBs can help boost the MPUTC in the primary network, and at
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Figure 3.2: Mean per-user transport capacity scaling behavior in the primary network under
both RRMmodels for some arbitrary control parameters, increasing L, and a �xed C,C << K.

the same time reduce the in�uence of the cross-interference due to the D2D underlay. This
is most evident under the location-based model, where the upper bound of the MPUTC in
the primary network grows with the square of C, but a high enough number of eNBs would
prohibit direct communication. Under the CSI-based model, on the other hand, the growth
with C is limited to a power of at most 3

2 . A similar result has been derived in [ZKF12]
for regular cellular networks. Hence, we consider that the D2D underlay in the investigated
wireless system can be added without severe negative impact on the primary network.

D2D underlay

In correspondence to the strict limits imposed on direct communication in the location-based
model, the MPUTC in the D2D underlay is generally lower as compared to the CSI-based
model. This is again due to its more conservative approach to the resource reuse problem.
Depending on the value of α, the CSI-based model has the further advantage of possible slower
decline of the MPUTC with increasing number of transmitting V-UEs, although the decline
with increasing number of eNBs (and C-UEs) is more severe. Regardless, both models would
eventually not allow for D2D communication when the density of eNBs and C-UEs is high
enough4. Hence, although a dense deployment of eNBs will help to increase the capacity of the
primary network, taking this to the extreme (referred to as ultra-dense networks [MFP+14])
might hinder the adoption of underlay D2D communication. This is especially the case when
the services running in the D2D underlay are associated with strict requirements on the com-
munication range. The coexistence of D2D services and cellular services would be infeasible
as the network infrastructure density reaches a certain threshold (cf. Theorem 3.2). Hence,
the trade-o� between the added cellular capacity and the possibility to allow for D2D com-
munication should be carefully investigated when designing future networks.

Moreover, as the primary network is to be prioritized, the attempts to avoid cross-interference
from the D2D underlay will prohibit direct communication when a higher number of C-UEs is

4Note that, under reasonable system parameters, this may be the case sooner under the location-based
model.
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Figure 3.3: Mean per-user transport capacity scaling behavior in the D2D underlay under both
RRM models for some arbitrary control parameters, increasing K, and C

K = const, C << K.

active. It should be considered that direct communication is likely to present a more resource-
e�cient channel. Hence, the overall performance of a future two-tier network can bene�t from
an acceptable reduction in the cellular throughput that allows for services based on the D2D
paradigm to be implemented. To this end, the prioritization of services needs to be revised.

The demonstrated results indicate that a reasonable implementation of a cellular network
with a D2D underlay can be achieved. It should be noted, however, that the derived MPUTC
bounds have no implications on their achievability or the instantaneous QoS for individual
users. Nevertheless, it is worth to invest more e�ort in the design of RRM schemes that
enable C-ITS applications by means of underlay D2D communication. This motivates the
contributions described in Chapter 4 and Chapter 5.

3.4.2 Reuse of DL Resources

The reuse of DL resources will not be investigated explicitly in the context of the CSF, as no
new insight can be won from such an investigation. Although the roles of eNBs and C-UEs
are swapped (i.e., eNBs become transmitters and C-UEs become receivers) on the cellular
links, following the outline of the provided proof will lead to the same results under the CSI-
based model (cf. Theorem 3.1). Under the location-based model, this swapping leads to the
opposite interpretation of the cross-interference guard areas, i.e., the ones centered at eNBs
protect receiving V-UEs from the interference due to cellular DL transmissions, and the ones
centered at C-UEs provide protection against the interference due to direct transmissions.
With this, it is likely that the environment-dependent control parameters would take di�erent
values as compared to the case of UL resource reuse. Nevertheless, the upper bound on the
MPUTC will retain the same form (cf Theorem 3.2). In practical deployments, the transmit
power of eNBs is typically higher than the transmit power of C-UEs. Hence, it is likely that the
guard areas centered at the eNBs are larger in the case of DL resource reuse and the MPUTC
is limited to zero sooner (with the growing C) as compared to the case of UL resource reuse.
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Chapter 4

Resource Allocation Based on Channel

State Information

Encouraged by the scaling of the upper bounds on the asymptotic MPUTC both in the
primary network and in the D2D underlay under the CSI-based model, this chapter is devoted
to developing a feasible RRM scheme for the considered deployment scenario. In particular,
we aim at designing algorithms for the assignment of RBs and the allocation of transmit
powers to users such that the QoS requirements of all of the transmitting C-UEs and V-UEs
are met. Hereby, we consider the cases of perfect and imperfect CSI. The results of this work
are published in [BSF15a, BSF16c, BSF16a].

4.1 Preliminaries

The interference is one of the major limiting factors in contemporary wireless networks [Uts16].
It is a common practice to consider the so-called interference coupling matrix to capture the
impact of interference between di�erent users [SWB09].

De�nition 4.1 (Interference Coupling Matrix). If all users are assigned to a single RB, then
the interference coupling matrix A(s) ∈ RM×M≥0 (associated with the considered RB s ∈ S) is
de�ned to be

A(s) =




0 a
(s)
12 ... a

(s)
1M

a
(s)
21 0 ... a

(s)
2M

...
...

...
a
(s)
M1 ... a

(s)
MM−1 0


 , (4.1)

where the (e�ective) interference power gains a
(s)
kl ≥ 0 are de�ned as

a
(s)
kl =





|h(s)kl |
2

|h(s)kk |2
=

dklz
(s)
kl

dkkz
(s)
kk

, if k 6= l,

0, if k = l,
∀k, l ∈M. (4.2)

These matrices are grouped in the following block diagonal matrix to describe the interference
couplings in the entire system bandwidth (if users are assigned to orthogonal RBs):

A = diag
(
A(1), . . . ,A(S)

)
∈ RMS×MS

≥0 . (4.3)
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De�nition 4.2 (Allocation Matrix). The allocation matrix Π := (πks) ∈ P ⊆ {0, 1}M×S is
de�ned to be

πks =

{
1, if user k is assigned to RB s,

0, otherwise,
∀k ∈M, s ∈ S. (4.4)

Here, P denotes the set of feasible resource allocations.

In general, the set of feasible resource allocations can be limited to the family of allocation
matrices which correspond to the usage of only continuous subsets of RBs by C-UEs in the
UL (i.e., P ⊆

{
{0, 1}M×S : if πks = 1 ∩ πk(s+1) = 0, for some s ∈ S, then πks′ = 0, ∀s′ ∈

S, s′ > s, k ∈M, k ≤ K
}
can be selected). Such a restriction is relevant in practical scenarios

in order to enable the lower peak-to-average power ratio associated with the Single-Carrier
Frequency Division Multiple Access (SC-FDMA) scheme used in the LTE UL [3GP10].

The allocation matrix Π describes the utilization of the available RBs. Hence, it determines
the active links in the system and, as such, the e�ective interference couplings. This is captured
by an (interference) activation matrix de�ned as follows.

De�nition 4.3 (Interference Activation Matrix). Given an arbitrary assignment matrix Π ∈
P, the interference activation matrix associated with RB s ∈ S is de�ned as E(s) := E(s)(Π) :=

(e
(s)
kl ) ∈ {0, 1}M×M , where

e
(s)
kl =

{
0, if k = l,

πks · πls, if k 6= l,
∀k, l ∈M. (4.5)

Moreover, the following block diagonal matrix describes the interference activation in the entire
system bandwidth:

E := E(Π) := diag
(
E(1), . . . ,E(S)

)
∈ {0, 1}MS×MS . (4.6)

By de�nition, we have e(s)
kl = e

(s)
lk , which is equal to 1 if and only if both users k and l are

allocated to RB s; otherwise it is zero. This is intuitive, since two users have to be assigned
to the same RB in order to interfere with each other.

De�nition 4.4 (E�ective Interference Coupling Matrix). With the above in hand, the actual
interference structure for the entire multi-band communication system, as determined by the
RB allocation, is captured by the e�ective interference coupling matrix

G := G(Π) := A ◦E(Π) = diag(A(1) ◦E(1), . . . ,A(S) ◦E(S)). (4.7)

4.2 Non-fading Channels

Before proceeding with the more realistic case of imperfect CSI, we consider �rst the perfect
knowledge of all channel gains in the wireless network. It is assumed that the channels are
non-fading from the perspective of RRM. This can be taken into account in the considered
system model by setting z(s)

kl = 1, ∀k, l ∈M, s ∈ S, and assuming that the distance/location-

dependent components d(s)
kl , ∀k, l ∈ M, s ∈ S can be acquired instantaneously and without

errors. Under this assumption, the interference coupling matrix A and the derived e�ective
interference coupling matrix G are deterministic matrices.
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4.2.1 Problem formulation

In the considered scenario, the main challenge is to allocate wireless resources (transmit powers
and RBs) to the users while ensuring that their QoS requirements (expressed in terms of
SINR requirements, as discussed in Section 2.3) are satis�ed. In this regard, let the vectors

γ(s) := (γ
(s)
1 , . . . , γ

(s)
M ) ∈ RMS

≥0 , where γ(s)
k := γk · πks, collect the respective SINR targets of

all users in RB s ∈ S. Hereby, we consider the SINR targets of users that are not assigned
to transmit in RB s to be zero. It is well-known [SWB09] (references therein) that given any
�xed allocation matrix Π ∈ P, a necessary and su�cient condition for the feasibility of the
SINR requirements of all of the allocated users is

ρ
(
ΓG

)
< 1. (4.8)

Here, ρ(X) is used to denote the spectral radius [Mey00, p. 497] of any quadratic matrix X,
G is de�ned in (4.7), and

Γ := Γ(Π) := diag(γ(1), . . . ,γ(S)) ∈ RMS×MS
≥0 . (4.9)

The condition in (4.8) can be interpreted as follows: if the condition is satis�ed for some
RB allocation, then there exists a power assignment such that the SINR requirement of each
user is satis�ed [SWB09]. It should be noted, however, that said power assignment does not
necessarily satisfy any power constraints that may be in place [SWB09]. In this regard, let
the vector

q := (p(1), . . . ,p(S)) ∈ RMS
≥0 (4.10)

contain the transmit powers of all users in all RBs, where p(s) :=
(
p

(s)
1 , . . . , p

(s)
M

)
denotes

the power vector associated with RB s ∈ S. Considering this interpretation, a power vector
satisfying the SINR requirements is given by

q (Π) = σ2
(
I− αpowΓG

(
Π
))−1

Γ1 (4.11)

for some αpow ∈ [1, 1/ρ(ΓG(Π))) and any Π ∈ P if (4.8) is satis�ed [SWB09]. Clearly, any
reasonable solution must ful�ll the condition that a user does not invest transmit power in
RBs in which it is not assigned to transmit, i.e.,

p
(s)
k = 0⇐ πks = 0, ∀k ∈M, s ∈ S, (4.12)

in addition to the power constraints in (2.1). Note, however, that (4.12) is always satis�ed

under the proposed approach, since γ(s)
k = 0 if π(s)

k = 0 (cf. (4.9)). Hence, if q satis�es (2.1)
and (4.8) holds, then we consider Π ∈ P to be a feasible allocation matrix.

A promising approach to the resource allocation problem at hand is to �nd a RB allocation
that minimizes the spectral radius in (4.8), as it is a metric which characterizes the mutual
interference between the scheduled transmissions. Formally, this is written as

Π∗ ∈ arg min
Π∈P

ρ (ΓG(Π)) , (4.13)

where the dependence of G on the allocation matrix Π ∈ P is explicitly emphasized. Hereby,
the set of feasible allocation matrices P may be restricted to only allow realizations of Π,
where all users are allocated at least one RB and the corresponding power vectors q (Π)
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satisfy (2.1). Since this problem is of combinatorial nature and its complexity increases very
fast with the number of RBs and users, an exhaustive search is not feasible in large-scale
networks. Moreover, there is no other general approach to reach optimality in similar problems,
as the scheduling problem has been shown to be NP-complete [Ull75, SMS06, BR07, CTV11].
Therefore, the solutions available in the literature are strongly dependent on the considered
utility metric and communications system. Some heuristic algorithms for classical OFDM-
based wireless networks, such as LTE, can be found in [SL05, WOM09, CPG+13], among
others.

In this regard, �nding an algorithm that minimizes the interference in the considered
wireless system by solving (4.13) in feasible time is highly unlikely, as it is di�cult to derive
useful properties of the spectral radius ρ (ΓG(Π)) that would allow for the de�nition of an
e�cient algorithm. Moreover, an additional layer of complexity is added due to the considered
system model (and the broadcast nature of V2X communication, in particular). As discussed
in Section 2.2, the relevant worst-case links to a D2D receiver are determined by the RB
allocation. As the spectral radius ρ (ΓG(Π)) quanti�es the interference in the wireless system,
the selection of the worst-case receivers can be formulated as �nding the channels which
maximize it, i.e.,

h
(s)
kl = arg max

h
(s)
kl ∈

{
h
(s,r)
kl :r∈R(l)

} ρ (ΓG (Π)) , ∀k, l ∈M, s ∈ S, (4.14)

where h(s,r)
kl denotes the channel coe�cient for the link between transmitter k and the receiver

r associated with transmission l in RB s. Hence, the channel coe�cients for the (worst-case)

links can be considered as a function of Π, i.e., h(s)
kl = h

(s)
kl (Π) and with it, A = A (Π). For

convenience, these dependencies will be dropped from the notation.
It should be noted, however, that the minimization of the interference in the wireless

system is not the primary objective of RRM in the context of this work. Its goal is to ensure
that the QoS requirements of all allocated users are met, while maximizing the number of such
allocated users. Hence, a heuristic algorithm for the construction of a feasible allocation matrix
Π under the considered assumption of perfect CSI knowledge is proposed in the following.

4.2.2 Resource Allocation with Spectral Radius Feasibility Check

Based on the above considerations, we de�ne the Resource Allocation algorithm with a Spec-
tral Radius Feasibility Check (RASRFC), as summarized in Algorithm 4.1. Its goal is to
maximize the number of allocated V-UEs in the D2D underlay, while satisfying the SINR
requirements of all of the allocated users. Starting from an empty allocation (i.e., no users are
allowed to transmit in the system), the algorithm iteratively attempts to enable service for
one more user in each step. Hereby, the condition in (4.8) is used as a feasibility test in order
to determine if the resulting interference environment would allow for reliable communication.

The SINR requirements of all users that are to be served by the wireless system (i.e.,

γk,∀k ∈ M), and the channel coe�cients for all of the potential links (i.e., h(s,r)
kl , ∀r ∈

R (l) , k, l ∈ M) are the required input, whereas the output of RASRFC is a feasible allo-
cation matrix Π. Due to the orthogonality of RBs, the allocation of each individual RB can
be considered independently, from the perspective of interference feasibility1. This intuitive

1The allocation of RBs is subject to power constraints as well. Their e�ect is taken into account by a second
stage feasibility check, which is discussed later on.
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result can also be derived analytically from the condition in (4.8). Per de�nition (cf. Sec-
tion 4.1), the matrix ΓG(Π) represents the normal form of a reducible matrix [Var09] with
the mutually independent matrices

V(s) := diag
(
γ(s)

)(
A(s) ◦E(s)

)
∈ RM×M≥0 , s ∈ S, (4.15)

on the diagonal and zeros in the remaining entries. As a consequence the following holds [Var09]:

ρ(ΓG(Π)) = max
s
ρ
(
V(s)

)
. (4.16)

In other words, provided that ρ
(
V(s)

)
< 1,∀s ∈ S, holds, the condition in (4.8) holds as well.

Hence, each RB is treated individually in RASRFC, as re�ected by the loop starting in line 3
in Algorithm 4.1.

In a �rst step, the algorithm attempts to allocate a C-UE in the considered RB s, in
accordance with the primary application of the radio resources. Hereby, it identi�es the C-UE
that would cause the least interference to any V-UE in the D2D underlay, as re�ected by the
interference coupling coe�cients a(s)

k,l ,∀k, l ∈ M, k ≤ K, l > K, speci�ed in De�nition 4.1.
These coe�cients are to be evaluated under the assumption that only the individual users
k and l are transmitting simultaneously. Provided that it will not lead to a violation of the
sum power constraints that may be in place or some prede�ned Mobile Network Operator
(MNO) policies, RB s is allocated to the considered C-UE (cf. lines 7�16). The former is
ensured by verifying that the resulting power vector is member of the family of feasible power

assignments denoted as P :=

{
q :

S∑
s=1

p
(s)
k ≤ Pk,

}
. This set is de�ned to re�ect the sum power

constraints in (2.1). The latter check is denoted by the boolean function policy (Π) which
returns a true value if the considered allocation matrix is deemed feasible. This function can
be used to enforce, for example, SC-FDMA properties in the cellular UL allocation or fairness
among users by restricting the set of feasible resource allocations P accordingly. Note that a
spectral radius feasibility check is not required in this step since users are allocated orthogonal
resources, which does not increase the spectral radius of ΓG(Π). Due to the de�nition of the
e�ective interference coupling matrix, the allocation of a single user in a given RB s ∈ S
results in an all zeros matrix V(s) with ρ

(
V(s)

)
= 0. Hence, the property in (4.16) guarantees

that the spectral radius of ΓG(Π) will not increase.
In the second step, the considered RB s is also allocated to V-UE(s) in order to realize the

reuse gain. To this end, the V-UEs are sorted according to the interference they would cause
to the already allocated C-UE, as re�ected by the interference coupling coe�cients a(s)

k,l ,∀k, l ∈
M, k > K, l ∈ Kactive. Hereby, the set Kactive denotes the index of the already allocated C-
UE, and the coe�cients are to be evaluated under the assumption that the individual users
k and l are transmitting simultaneously. Starting with the one causing the least interference,
RASRFC tests if the allocation of s to an additional V-UE would cause a violation of the
condition in (4.8). If this is not the case, and provided that the resulting power vector is
feasible, and any MNO policies that may be in place are not violated, s is allocated to the
considered V-UE. In case the spectral radius check is not passed, s is considered overloaded
and no more V-UEs can reuse it. This is due to the structure of the matrix ΓG (Π), and
the properties of its spectral radius, which can only grow with the increasing number of non-
zero elements, i.e., ρ (A) ≤ ρ (B) if A,B ∈ RMS×MS : A ≤ B [Mey00, p. 619]. Here, the
inequality is to be applied element-wise. In case no C-UE was allocated in the considered RB
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Algorithm 4.1 Heuristic resource allocation algorithm based on a spectral radius feasibility
check.

Input: SINR requirements γk,∀k ∈M, Channel coe�cients h(s,r)
kl , ∀r ∈ R (l) , k, l ∈M

Output: Feasible allocation matrix Π
1: Π = 0M×S ;

2: P :=

{
q ∈ RMS

≥0 :
S∑
s=1

p
(s)
k ≤ Pk, ∀k ∈M

}
;

3: for s = 1 : S do

4: K(s)
active = {K + 1, . . . ,M};

5: //�rst allocate a favorable cellular user in resource s

6: idx = sort
(
a

(s)
k,l |πks = πls = 1,∀k, l ∈M, k ≤ K, l > K ∩ πk′s = 0,∀k′ ∈M \ {k, l}

)
;

7: for i = 1 : K do

8: Π = Π;
9: πidx(i)→k,s = 1;

10: q = σ2
(
I− αΓG

(
Π
))−1

Γ1;

11: if policy (Π) && q ∈ P then

12: Π = Π;

13: K(s)
active = {k};

14: break;
15: end if

16: end for

17: //then allocate D2D user(s) in reuse mode

18: idx = sort
(
a

(s)
k,l |πks = 1,∀k ∈M, k > K ∩ πk′s = πk′s, ∀k′ ∈M \ k, l ∈ K(s)

active

)
;

19: for i = 1 : M −K do

20: Π = Π;
21: πidx(i)→k,s = 1;

22: q = σ2
(
I− αΓG

(
Π
))−1

Γ1;

23: if ρ(ΓG(Π)) < 1 then

24: if policy (Π) && q ∈ P then

25: Π = Π;
26: end if

27: else

28: break;
29: end if

30: end for

31: end for

in the �rst step (e.g., since all of the active C-UEs were already satis�ed in a previous step),
it can still be used for D2D communication. To this end, the V-UEs are sorted with regards
to the interference coupling coe�cients which describe the interference between V-UEs only.
Starting from the one which would cause the weakest interference to any other, RB s is then
allocated to as many V-UEs as possible, until the spectral radius feasibility check fails.

Note that Algorithm 4.1 summarizes the general concept of RASRFC. Practical imple-
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mentations may bene�t from the exclusion of users for which it is a-priori known that they
cannot be allocated (e.g., due to depleted transmit power budget, or policy constraints) at
a certain step. Moreover, some computations can be simpli�ed using (4.16). Since changes
are only applied to V(s) in each step, it su�ces to calculate ρ

(
V(s)

)
instead of the spectral

radius of the complete matrix ΓG(Π). It should be further noted, that a similar two-stage
framework was used in [EE04] for the joint scheduling and power control for wireless ad-hoc
networks under the consideration of a di�erent feasibility metric and time-division multiple
access.

4.3 Fading Channels

The above RASRFC is well suited to the case of propagation environments where the channel
gains can be predicted/known, as it can be seen in the performance evaluation in Chapter 6.
However, the assumption of instantaneously available CSI (i.e., exactly knowing the values
of |hkl|2) is too optimistic in wireless networks, where the signal propagation is subjected to
random fading. In this regard, consider the random channel component to originate from
multipath-induced fading following the Rayleigh distribution [Gol05] with variance σ2

kl for
the link between transmitter k and an intended (worst-case) receiver for transmitter l. Hence,

z
(s)
kl ∼ exp

(
z; 1

2σ2
kl

)
[Gol05] can be assumed throughout the current section. In such scenarios,

the best one can hope for is CDI, i.e., being able to measure or predict the constant components
dkl and being able to approximate the distributions of the random gains zkl. Hence, enabling
reliable (D2D and cellular) communication becomes quite challenging in such scenarios. To
this end, we propose a resource allocation algorithm relying on a resource allocation feasibility
metric, which projects the condition in (4.8) to the domain of random channel gains.

4.3.1 Resource Allocation Feasibility Metric

Considering |hkl|2, ∀k, l ∈M, to be random renders the e�ective interference coupling matrix
G (Π) random, in which case the spectral radius ρ (ΓG (Π)) is a random variable itself. Hence,
it is not possible to determine its value with absolute certainty. However, the condition in (4.8)
can be extended to the domain of random variables by imposing

Pr (ρ(ΓG(Π)) ≥ 1) ≤ rth (4.17)

for a �xed probability threshold rth ∈ (0, 1], which de�nes an acceptable error in the esti-
mation of the spectral radius. Building upon the previous results for non-fading channels,
this condition can be interpreted as follows: if (4.17) is satis�ed for some RB allocation, then
there exists a power assignment (with a probability of at least 1 − rth) such that the SINR
requirements of each user are satis�ed. To add to the problem, ρ (ΓG (Π)) is di�cult to
express as an explicit function of the allocation matrix, as per Abel's theorem [Haz88, p. 7]
there is no general algebraic formula for the solution of the characteristic polynomial of degree
of �ve or higher. Hence, we propose an alternative condition for the feasibility of a given
allocation matrix based on an upper bound of ρ (ΓG (Π)) that allows for an easier derivation
of a scheduling algorithm.
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Corollary 4.1 (Bound on the spectral radius using traces). Let A be a M ×M complex
matrix whose eigenvalues are not necessarily all real. Then the following holds:

ρ (A) ≤
∣∣∣∣
Tr A

M

∣∣∣∣+

√√√√
(

Tr A∗A

M
−
∣∣∣∣
Tr A

M

∣∣∣∣
2
)

(M − 1).

An equality only holds if A is normal, its greatest eigenvalue λ1 = cTr A
M for some scalar c ≥ 1

and its remaining eigenvalues are all equal, i.e., λ2 = λ3 = · · · = λM .

Proof. The corollary follows directly from [WS80, Theorem 3.1].

Theorem 4.1 (Upper Bound on the Spectral Radius). The upper bound ρ(ΓG(Π)) ≥ ρ(ΓG(Π)),
can be expressed as

ρ(ΓG(Π)) := max
s

√√√√√√
M − 1

M

M∑

k=1

M∑

l=1,
l 6=k

(
γkπksa

(s)
kl

)2
. (4.18)

Proof. To begin the proof, again consider that the matrix ΓG(Π) represents the normal form
of a reducible matrix [Var09] with the matrices V(s),∀s ∈ S, on the diagonal and zeros in the
remaining entries, and that (4.16) holds. Hereby, we consider that the matrices V(s), ∀s ∈ S
are real and non-negative, and have an all-zeros diagonal per de�nition (cf. (4.15)), but are
not necessarily symmetric. Therefore, they may have complex eigenvalues [Mey00, p. 492].
Applying Corollary 4.1, an upper bound of ρ

(
V(s)

)
can be expressed as follows:

ρ
(
V(s)

)
≤
√
M − 1

M
Tr
(
V(s)TV(s)

)
. (4.19)

Expressing the trace as a sum and plugging (4.19) into (4.16) yields the formula in Theorem 4.1.

The above de�ned upper bound is an explicit function of the resource allocation and can be
used to determine the feasibility of a given allocation matrix as a su�cient condition (instead
of the actual spectral radius). The e�ectiveness of such an approach, however, depends on the
gap between the upper bound and the actual spectral radius. Hereby, as stated in Corollary 4.1,
the equality ρ(ΓG(Π)) = ρ(ΓG(Π)) is only achieved when the matrices V(s) are normal (i.e.,
when V(s)TV(s) = V(s)V(s)T), theM−1 smallest eigenvalues of each of the matrices V(s), ∀s ∈
S are equal, and ρ(ΓG(Π)) = Tr(ΓG(Π))

MS = 0. None of the above conditions are guaranteed to
be satis�ed due to the de�nition of V(s). Moreover, ρ(ΓG(Π)) = 0 represents a trivial case
with no interference in the system and is not of particular interest in the considered cellular
network with D2D underlay. Hence, the case of ρ(ΓG(Π)) > ρ(ΓG(Π)) is likely. Figure 4.1
illustrates the cumulative distribution function (cdf) of the gap ρ(ΓG(Π)) − ρ(ΓG(Π)) for
M = 20,K = 1, S = 1, and under di�erent numbers of allocated users (i.e., ones in the
allocation matrix Π) to share this resource in the cell. Hereby, arbitrary (but speci�c and
�xed) interference coupling coe�cients are used to illustrate the behavior of the proposed
upper bound in the considered application. As it can be seen, the gap to the actual spectral
radius is quite small when only 2 users are allocated in the available RB, but grows with the
number of allocated transmissions.
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Figure 4.1: Cumulative distribution function of the gap between the derived upper bound the
the actual spectral radius for arbitrary interference coupling coe�cients.

Number of allocated users 2 5 10 20

Portion of feasible allocation ma-
trices considered infeasible [%]

0 5× 10−4 1.76 30.13

Table 4.1: Portion of feasible allocation matrices rendered infeasible due to the consideration
of the upper bound on the spectral radius.

In accordance, Table 4.1 summarizes the occurrence of 'false negatives', i.e., situations
where ρ(ΓG(Π)) ≥ 1, but ρ(ΓG(Π)) < 1, in the considered experiments. In other words, it
summarizes the portion of feasible allocation matrices rendered infeasible should

ρ(ΓG(Π)) < 1 (4.20)

be considered as a feasibility condition instead of (4.8). Formally, this portion can be expressed
as Pr (ρ(ΓG(Π)) ≥ 1|ρ(ΓG(Π)) < 1). As it can be seen, using (4.20) as a feasibility criterion
does not lead to any false negatives, if only 2 users are allocated to the available RB. Increasing
the number of allocated transmissions, however, leads to an increase in the gap between the
actual spectral radius and its upper bound. If all 20 users are allocated to reuse the available
RB, this renders ≈ 30% of the otherwise feasible allocation matrices infeasible. It should
be noted, however, that allocating the same RB to such a large number of users within the
same cell, is likely to be infeasible in realistic scenarios (cf. the results in Chapter 6). Hence,
considering the lower occurrence of false negatives in scenarios with less users allocated to the
same RB, the condition in (4.20) is deemed a good approximation of the original requirement
in (4.8) (in reasonable scenarios) and can be used instead.

However, ρ(ΓG(Π)) is still a random variable and its value cannot be determined with
absolute certainty. Nevertheless, the probability with which it takes a value in a certain range,
provided that the distributions of the random channel gains are known, can be controlled.
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Corollary 4.2. From Theorem 4.1 follows that Pr (ρ(ΓG(Π)) ≥ 1) ≤ Pr (ρ(ΓG(Π)) ≥ 1).
Hence, it su�ces to set Pr (ρ(ΓG(Π)) ≥ 1) ≤ rth in order to ensure that Pr (ρ(ΓG(Π)) ≥ 1) ≤
rth.

Corollary 4.3. The inequality ρ(ΓG(Π)) ≥ 1 can equivalently be expressed as

max
s

M−1
M

M∑
k=1

M∑
l=1,
l 6=k

(
γkπksa

(s)
kl

)2
≥ 1.

For brevity, let

ρ̃ := max
s

M − 1

M

M∑

k=1

M∑

l=1,
l 6=k

(
γkπksa

(s)
kl

)2
. (4.21)

The above two corollaries build the foundation for the formulation of a condition for the
feasibility of a certain allocation matrix in random fading channels. To this end, we still
require an expression for Pr (ρ̃ ≥ 1), which we derive in the following, based on the probability
density function (pdf) of ρ̃. We �rst consider the 'random' part of the addends consisting of

Z
(s)
kl =

z
(s)2
kl

z
(s)2
kk

(part of the multiplier a(s)2
kl , cf. De�nition 4.1).

Theorem 4.2. The pdf of Z
(s)
kl can be expressed as:

f
Z

(s)
kl

(z) =
σ2
klσ

2
kk

2σ4
kkz
√
z + 4σ2

klσ
2
kkz + 2σ4

kl

√
z
, z > 0. (4.22)

Proof. Consider Z(s)
kl =

(
z
(s)
kl

z
(s)
kk

)2

= X2 and z
(s)
kl ∼ f

z
(s)
kl

(z) := exp
(
z; 1

2σ2
kl

)
, according to

the assumed system model. As a consequence, X represents the quotient of two exponen-
tially distributed random variables, and its pdf can be derived using the quotient distribution
rule [Cur41, Theorem 3.1]:

fX (x) =

+∞∫

−∞

|y|f
z
(s)
kl

(xy) f
z
(s)
kk

(y) dy (4.23)

=

+∞∫

0

1

2σ2
kl

e
− xy

2σ2
kl

1

2σ2
kk

e
− y

2σ2
kk dy =

1

4σ2
klσ

2
kk

+∞∫

0

e
−
(

x

2σ2
kl

+ 1

2σ2
kk

)
y

dy (4.24)

=
σ2
klσ

2
kk(

σ2
kkx+ σ2

kl

)2 , x > 0. (4.25)

Finally, considering Z(s)
kl = g (X) = X2 and g−1 (z) =

√
z, and dg−1(z)

dz = 1
2
√
z
, the following

holds ('change of variables' with monotonic transformation function [Bon13]):

f
Z

(s)
kl

(z) = fX
(
g−1 (z)

) ∣∣∣∣
dg−1 (z)

dz

∣∣∣∣ =
σ2
klσ

2
kk(

σ2
kkx+ σ2

kl

)2
1

2
√
z

(4.26)

=
σ2
klσ

2
kk

2σ4
kkz
√
z + 4σ2

klσ
2
kkz + 2σ4

kl

√
z
, z > 0. (4.27)
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Note that f
z
(s)
kl

will take di�erent forms in non-Rayleigh environments (i.e., in environments

where the random fading components follow a di�erent distribution). Moreover, a closed-form
expression is not guaranteed to exist. In such cases, the pdf can be approximated numerically.
Whatever the case may be, the following results, derived for (4.22), can be adapted by plugging
in any valid f

z
(s)
kl

.

Corollary 4.4. Now, consider I
(s)
kl = γ2

kπks
d2kl
d2kk
Z

(s)
kl = cklZ

(s)
kl . This random variable is the

product of Z
(s)
kl and a real positive constant and its pdf can, hence, be expressed as [Bon13]:

f
I
(s)
kl

(z) =
σ2
klσ

2
kk

√
ckl

2σ4
kkz
√
z + 4σ2

klσ
2
kk

√
cklz + 2σ4

klckl
√
z
, z > 0. (4.28)

It should be noted, however, that if πks = 0 for some k ∈ M, s ∈ S (i.e., when user k is not

allocated for transmission in RB s), I
(s)
kl = 0, ∀l ∈ M, is reduced to a constant. Hence, the

above de�nition of the pdf needs to be extended as follows:

f
I
(s)
kl

(z) =





σ2
klσ

2
kk

√
ckl

2σ4
kkz
√
z+4σ2

klσ
2
kk

√
cklz+2σ4

klckl
√
z
, z > 0, ckl 6= 0,

δ (0) , ckl = 0,
(4.29)

where δ (·) denotes the Dirac delta function [Dir81, p. 58].

Theorem 4.3 (Resource Allocation Feasibility Metric). With Corollaries 4.2-4.4 the following
holds:

r (Π) := Pr (ρ̃ ≥ 1) ≤
S∑

s=1

∞∫

M
M−1

M

(∗)
k=1

M

(∗)
l=1,
l 6=k

f
I
(s)
kl

(z) dz, (4.30)

where (∗) denotes the convolution operator for a multitude of functions (i.e.,
X

(∗)
x=1

fx (z) =

f1 (z) ∗ f2 (z) ∗ · · · ∗ fX (z)) and r (Π) shall hereinafter be referred to as resource allocation
feasibility metric (or feasibility metric in short).

Proof. Consider the S independent events Es :=


M−1

M

M∑
k=1

M∑
l=1,
l 6=k

I
(s)
kl ≥ 1


 , s ∈ S. Hence,

Pr (ρ̃ ≥ 1) = Pr (at least one of the S events Es occurs) (4.31)

=

S∑

s=1

Pr (Es)−
S−1∑

s=1

S∑

s′=s+1

Pr (Es ∩ Es′) (4.32)

+

S−2∑

s=1

S−1∑

s′=s+1

S∑

s′′=s′+1

Pr (Es ∩ Es′ ∩ Es′′)− . . . ,

where (4.32) yields from the Poincaré formula [RW00, p. 407] and has S terms in total, follow-

ing the established scheme. The upper bound of the RHS (i.e., the union bound
S∑
s=1

Pr (Es)),
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is nevertheless a particularly good approximation thereof, if the probability of each Es is small.
Hence, it can be used to reduce the computational complexity. In addition, substituting

Pr (Es) = Pr




M∑

k=1

M∑

l=1,
l 6=k

I
(s)
kl ≥

M

M − 1


 =

∞∫

M
M−1

M

(∗)
k=1

M

(∗)
l=1,
l 6=k

f
I
(s)
kl

(z) dz, (4.33)

as the pdf of the sum of independent random variables is the convolution of the individual
pdfs [Ibe11], yields the �nal result in Theorem 4.3.

4.3.2 Analysis

The proposed feasibility metric r (Π) for CDI-based resource allocation can be interpreted
as an extension of the condition for CSI-based resource allocation in (4.8) and quanti�es the
interference environment under the considered allocation matrix. As such, 1 − r (Π) gives a
(lower bound on the) probability with which a power assignment exists such that all of the
allocated users' SINR requirements can be met (although it does not need to satisfy all power
constraints that are in place).

As the density of V-UEs can be extremely high, especially in inner city scenarios, an
additional objective of RRM allocation for D2D-based V2X communication is to allow for
the highest possible reuse of radio resources. Maximizing both 1 − r (Π) and the number
of supported users, is a combinatorial problem with very high complexity, similar to the
problem of CSI-based resource allocation (cf. Section 4.2.1). It should be noted that the
wireless system is supposed to exhibit consistent and predictable behavior in order to enable
C-ITS applications. Therefore, maximizing 1 − r (Π) plays a secondary role compared to
guaranteeing a certain baseline performance. In consequence, a reasonable approach to the
problem of �nding a feasible allocation matrix Π is to keep r (Π) below a certain tolerable
threshold rth, according to the desired performance, while maximizing the number of UEs
utilizing each RB. In fact, this problem resembles the well known Knapsack problem [KPP04]
which deals with �lling a knapsack with a collection of items from a given set. Hereby, each
item is associated with a weight and a value, and a selected collection is said to be optimal
when the total weight is less than or equal to a given limit and the total value is as large as
possible. Considering that our goal is to enable transmissions with guaranteed QoS, the value
in our problem can be measured by the number of allocated users. Allocating an additional
user (or packing one more user in the knapsack), however leads to an additional non-negative
addend in r (Π) per de�nition. This non-decreasing metric can be thought of as the weight
of the knapsack. Further, let us consider rth as the knapsack's capacity (as it denotes the
tolerable bound on the resource allocation feasibility metric). With this, we can formulate the
problem at hand as

max
Π∈P

1TMΠ1S subject to (4.34a)

r (Π) ≤ rth, (4.34b)

which is the general nonlinear Knapsack problem [KPP13, p. 409]. This problem has been
shown to be NP-hard [Hoc07]. Therefore, �nding an optimal allocation matrix Π (in the sense
of maximizing the allocated users while r (Π) ≤ rth) is not possible in polynomial time. A
satisfactory solution can be found, however, by a greedy approximation algorithm.

42



4.3. FADING CHANNELS
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Figure 4.2: Exemplary allocation graph for a given RB s with M = 5 and K = 2.

To de�ne such an algorithm, we consider the process of selecting users to be allocated to
a speci�c RB s as a walk on an allocation graph, such as the one shown in Figure 4.2. For
illustrative purposes, we consider M = 5 users in total, the �rst two of which are C-UEs. The
vertices, as indicated by their indices, suggest distinct options for reusing a RB (e.g., '1|4|5'
indicates that all three of the stated users simultaneously utilize the considered RB) and,
hence, correspond to di�erent allocation matrices. Therefore, each vertex is further associated
with a di�erent value of the resource allocation feasibility metric. A desirable allocation matrix
is one which is associated with a vertex in the higher levels of the allocation graph, as these
correspond to a higher number of allocated users.

The edges in the graph indicate a connection between the respective feasibility metric
values, i.e., the feasibility metric value of a higher level vertex is a function of the feasibility
metric values of all of the connected lower level vertices. Hereby, higher level vertices can never
have a lower value of the feasibility metric than any of the connected lower level vertices. This
is due to the de�nition of r (Π) and can be understood intuitively as allowing for one more user
to reuse the same RB cannot improve the interference situation and, hence, cannot improve
the feasibility metric value. Moreover, starting from the second level by selecting the vertex
with lowest feasibility metric value and following the edges to the next connected vertex with
lowest feasibility metric value (unless it violates the set threshold rth) is guaranteed to lead
the walk on the graph to the locally highest level vertex with a minimal feasibility metric.
The term 'locally' in this context is used to emphasize the fact that there may be another
higher (or equal) level vertex in the graph with a lower value of the feasibility metric. The
globally optimal vertex (i.e., the highest level vertex with feasible and minimal feasibility
metric among all other vertices of the same level) can be found by starting the walk on the
highest level and following the respective edges that leads to the steepest decrease in the value
of the feasibility metric. This approach, however, is equivalent to an exhaustive search (as
the feasibility metrics of all of the vertices in the graph need to be determined due to their
functional dependencies) and is not applicable in large scale networks due to the extremely
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high computational complexity. Moreover, it should be noted that attempting to allocate
a relatively high number of RBs to a high number of users generates diversity e�ects that
are likely to lead the simple walk to a vertex on the graph that matches the level of the
globally optimal one closely. As previously stated, this is the main priority with regards to
the allocation of RBs to users.

It should be noted that the �rst level of the allocation graph re�ects the allocation of a
single user and per de�nition leads to r (Π) = 0 (for S = 1, or no increase in the feasibility
metric for S > 1). Hence, the allocation of at least one user in each RB is always possible
under lack of power constraints. Furthermore, the graph can be divided into di�erent regions
which can be useful in reducing the complexity of the walk. For example, the paths highlighted
in black in Figure 4.2 consider allocating two C-UEs in the same RB which is guaranteed to
lead to a violation of their SINR requirements in a system where the serving eNB has only
a single receive antenna at its disposal. Hence, these paths need not be considered by the
allocation algorithm in such a system. Additionally, the green marked paths correspond to
allocation matrices where a C-UE is allocated in the considered RB. This might be imposed
as a prerequisite for V-UEs to reuse spectrum primarily intended for cellular communication.
As a consequence, the orange marked paths, which correspond to the allocation of V-UEs
only, could also be ignored. The combination of green and orange marked paths needs to
be considered in a reversed scenario, where the C-UEs reuse spectrum primarily intended for
C-ITS applications or when serving the most V-UEs is prioritized by the MNO.

4.3.3 CDI-based Resource Allocation Algorithm

Based on the above properties of the feasibility metric (and the insights obtained in Sec-
tion 4.2.2), a heuristic method is de�ned in the following to �nd a satisfactory allocation
matrix with reasonable e�ort. Algorithm 4.2 summarizes this proposition for the composition
of an assignment matrix that allows for the SINR requirements of all of the allocated users
to be satis�ed. Its goal is to maximize the number of allocated V-UEs in each RB. Each RB
is again treated separately since there is no interference between users assigned to di�erent
resources due to the considered orthogonality (cf. Section 4.2.2 and the de�nition of the fea-
sibility metric in Theorem 4.3). In a �rst step, the algorithm identi�es a pair of users that
causes the least increase in the feasibility metric if allocated to simultaneously utilize RB s.
Hereby, the allocation of s to the considered UEs must not lead to a violation of the feasibility
constraints (i.e., r (Π∗) < rth), their power constraints (i.e., the resulting power vector must
be contained in the family of feasible power vectors P), or some prede�ned MNO policies (as
indicated, again, by the policy check function policy (Π)). These MNO policies may include,
for example, the constraint that (for as long as there are unsatis�ed C-UEs) one of the users
in the allocated pair is a C-UE (i.e., following the green paths in Figure 4.2). A method for
retrieving the power vector q that allows for the SINR requirements of all allocated users to
be satis�ed is presented in Section 4.3.4.

Once the considered RB s is assigned to a pair of users, the algorithm proceeds to check if
additional V-UEs can be accommodated in the same radio resources. To this end, the search
for a feasible allocation matrix is sequentially extended to the domain of allocating i > 3, i ∈ N
users denoted as P(i). Starting with the one causing the smallest increase in the feasibility
metric, the CDI-based Resource Allocation Algorithm (CDI-bRAA) tests if the allocation of
s to an additional V-UE causes a violation of the feasibility, power, or policy constraints. If
all of these constraints are met, the additional V-UE is allocated and the search continues
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Algorithm 4.2 CDI-based resource allocation algorithm.

Input: SINR requirements γk, ∀k ∈ M, CDI (i.e., d(r)
kl ,∀r ∈ R (l) , k, l ∈ M and pdf of

z
(s,r)
kl ,∀r ∈ R (l) , k, l ∈M)

Output: Feasible allocation matrix Π

1: P =

{
q ∈ RMS

≥0 :
S∑
s=1

p
(s)
k ≤ Pk, ∀k ∈M

}
;

2: Π = 0M×S ;
3: for s = 1 : S do

4: P =

{
Π ∈ {0, 1}M×S : πks′ = πks′ , ∀s′ ∈ S \ s,

M∑
k=1

πks = 2

}
;

5: Π∗ = arg min
Π∈P

r (Π) ,

6: if r (Π∗) < rth ∩ q (Π∗) ∈ P ∩ policy (Π∗) then
7: Π = Π∗;

8: for i = 3 : M −K + 1 do

9: P(i) =

{
Π ∈ {0, 1}M×S : πks′ = πks′ , ∀s′ ∈ S \ s,

10: πk′s = 1, ∀k′ ∈M : πk′s = 1,
M∑
k=1

πks = i

}
;

11: do

12: Π∗ = arg min
Π∈P(i)

r (Π) ;

13: if r (Π∗) < rth ∩ q (Π∗) ∈ P ∩ policy (Π∗) then
14: Π = Π∗;
15: break;
16: else if r (Π∗) < rth then
17: P(i) = P(i) \Π∗;
18: end if

19: while r (Π∗) < rth ∩ P(i) 6= ∅
20: end for

21: else

22: Π∗ = Π;π∗arg maxk{U(k)}s = 1;

23: if q (Π∗) ∈ P ∩ policy (Π∗) then
24: Π = Π∗;
25: end if

26: end if

27: end for

by adding one more user to the potential allocation assignment, i.e. i → i + 1. Otherwise,
if the feasibility constraint is not violated (but at least one of the other constraints is) the
search continues for the current i while the last tested allocation is excluded from the explored
domain. In case the feasibility constraint is violated, the RB s is considered to be overloaded
and no more users can reuse it.

If it is impossible to allocate at least one pair of users in the �rst place, only a single user
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is appointed to utilize RB s. It is chosen according to an urgency metric2 U (k) , ∀k ∈ M,
and its allocation must not violate any power constraints that are in place. Note that such an
allocation will not increase the feasibility metric. Hence, there is no need to pass the feasibility
check.

Furthermore, as discussed earlier (cf. Section 2.2 and Section 4.2.1), the RB allocation
determines the worst-case receiving V-UE for each D2D transmission. Formally, the evaluation
of the feasibility metric needs to consider the tuples

{
dkl, z

(s)
kl

}
= arg max{

dkl,z
(s)
kl

}
∈
{{

d
(r)
kl ,z

(s,r)
kl

}
:r∈R(l)

} r (Π) , ∀k, l ∈M. (4.35)

4.3.4 Power Control

Problem Formulation

The aim of power control in the context of CDI-bRAA is to allow for the SINR targets of all
of the allocated users (for a given allocation matrix Π) to be met with a certain probability
rp,th, while minimizing the transmission power. We consider the following form of the SINR
experienced by the worst-case receiver of each transmission (cf. Section 2.3):

SINR(s)
k =

dkkz
(s)
kk p

(s)
k∑

l 6=k,
πls 6=0

dlkz
(s)
lk p

(s)
l + ηks

,∀k, s : πks = 1, (4.36)

where the distance/location-dependent and random fading components of each channel gain
are determined according to (4.35). Di�erent noise powers for each user and RB, denoted as
ηks, are considered. Taking the SINR requirements of the allocated users into account, it is
required to ensure that SINR(s)

k ≥ γ
(s)
k with high probability. Hence, the problem of Stochastic

Power Control (SPC) can be formulated as

min
q∈RMS

≥0

q1TMS subject to (4.37a)

Pr
(
SINR(s)

k < γ
(s)
k

)
≤ rp,th, ∀k, s : πks = 1, (4.37b)

q ≥ 0. (4.37c)

Solving this optimization problem (OP), however, requires some more knowledge on the form
of the constraints in (4.37b).

Theorem 4.4. Under the consideration of Rayleigh-fading channels, the constraints in (4.37b)
can be equivalently expressed as

γksηks

2σ2
kkdkkp

(s)
k

+
∑

l 6=k,
πls 6=0

ln

(
1 + γks

σ2
lkdlkp

(s)
l

σ2
kkdkkp

(s)
k

)
+ ln (1− rp,th) ≤ 0, ∀k, s : πks = 1. (4.38)

2The remaining delay budget for the users' transmissions is a simple example for such a metric. More
sophisticated metrics can also be de�ned, re�ecting the MNO's preferences.
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Proof. First, we consider the following reformulation by substituting (4.36) in (4.37b) :

Pr
(
SINR(s)

k < γ
(s)
k

)
= Pr



dkkz

(s)
kk p

(s)
k

γks
<
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l 6=k,
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(s)
lk p

(s)
l + ηks


 (4.39)

= 1− Pr


tk ≥

∑

l 6=k,
πls 6=0

tl + ηks


 , (4.40)

where tx denote exponential random variables with a mean equal to λx, respectively. The
probability of an exponential random variable being greater than the sum of independent
exponential random variables can be expressed as [KB02]:

Pr


tk ≥

∑

l 6=k,
πls 6=0

tl + ηks


 = e−λkηks

∏

l 6=k,
πls 6=0

1

1 + λk
λl

. (4.41)

Hence, by substituting the respective means, (4.38) can be evaluated as

1− Pr


tk ≥

∑

l 6=k,
πls 6=0

tl + ηks


 = 1− e−λkηks

∏

l 6=k,
πls 6=0

1

1 + λk
λl

(4.42)

= 1− e
− γksηks

2σ2
kk
dkkp

(s)
k

∏

l 6=k,
πls 6=0

1

1 + γks
2σ2
lkdlkp

(s)
l

2σ2
kkdkkp

(s)
k

. (4.43)

Bounding this probability from above by rp,th and reformulating by taking the natural loga-
rithm, yields the result in Theorem 4.4.

Considering Theorem 4.4, the OP at hand consists of a linear objective function and
non-linear constraints. The constraints, however, are not convex as their Hessian matrix
is not de�ned on the entire feasible set. Hence, the problem cannot be solved by using
standard tools for convex programming. Nevertheless, numerical results can be retrieved by
employing interior point methods or sequential quadratic programming [NW06]. Dealing with
an akin problem, [DE03] further proposes an iterative �x-point method. These solutions,
however, are computationally intensive in a large-scale network. Furthermore, CDI-bRAA
requires multiple executions of the power control function per iteration and, hence, higher
computational complexity may violate the real-time constraints of the resource allocation
(i.e., a feasible resource and power assignment for each user needs to be retrieved within a
transmission time interval). As a consequence, simplifying the above OP by means of a linear
approximation of the constraints is hugely bene�cial in practical applications.
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Linear Approximation

Consider the following reformulation:

Pr
(
SINR(s)
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(s)
k

)
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 (4.44)

and the event

El1 :=
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(4.45)

for some arbitrary l1 6= k : πl1s = 1. We have

Pr (El1) =

∞∫
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e
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Bounding the probability of this undesired event by some given threshold rp yields

e
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)
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De�ning El2 as the event of (4.47) not holding true, i.e.,
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(
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)
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)
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where b2 = a− ∑
l 6=k,l1,l2
πls 6=0
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, and bounding its probability yields:
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Repeating this procedure for the N − 1 interferers to user k, where N :=
M∑
k=1

πks, eventually

yields
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where bk = γ
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. Note that the dependency of N on s is

dropped from the notation for convenience. Finally, by de�ning Ek as the event of (4.50) not
holding true, i.e.,

Ek :=
(
dkkz

(s)
kk p

(s)
k < bk

)
, (4.51)
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and bounding its probability, it follows:

Pr (Ek) = 1− e
− bk
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dkkp
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k ≤ rp. (4.52)

From this, it follows that setting
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will satisfy the SINR requirement of user k in RB s with a probability of

1− Pr
(
El1 ∪ El2 ∪ · · · ∪ ElN−1

∪ Ek
)
.

Calculating 0 ≤ rp < 1 such that Pr
(
El1 ∪ El2 ∪ · · · ∪ ElN−1

∪ Ek
)
≤ rp,th, however, is not

possible in the general case, since the relations between these events are unknown. For the case
that a given RB is only used by one UE, it can easily be seen that setting rp = rp, th leads to
the desired behavior (cf. Theorem 4.4). Knowing the statistics of the channel realizations, an
appropriate value for rp in all other possible scenarios in the considered system can be retrieved
by applying the Monte Carlo method [Fis13]. In particular, the value of rp is tuned to all of
the deemed feasible resource allocations (according to the feasibility metric from Theorem 4.3)
in a huge amount of experiments over di�erent channel realizations such that the resulting
overall probability of a SINR target violation is below the set target rp,th. Table 6.2 o�ers an
excerpt of some of the resulting values for the communications environment considered in the
performance evaluation (cf. Section 6.1). Hereby, the value of rp shows a dependency on the
total number of users sharing a speci�c RB s (i.e., N).

By using (4.53), the OP in (4.37) can be reformulated as

min
q∈RMS

≥0

q1TMS subject to (4.54a)

p
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∑
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dkk2σ

2
kk

, ∀k, s : πks 6= 0 (4.54b)

q ≥ 0. (4.54c)

The so formulated OP can be classi�ed as a linear program [NW06] in the taxonomy of
optimization and can be solved e�ciently with the well established simplex or interior-point
methods [NW06]. Note that as there is no dependency between the di�erent RBs in this
formulation, the problem of power control can be split into S smaller subproblems. As a
consequence, the workload in each stage of CDI-bRAA (cf. Algorithm 4.2) can be reduced by
only solving one of these subproblems. It should be further noted that due to the linearization
of the constraints in (4.54a), the resulting power vectors are expected to display a gap to the
feasible power assignment with minimal total power according to the original constraints (cf.
Theorem 4.4). Further analysis in this direction is, however, omitted as power e�ciency plays
a secondary role to satisfying the reliability of the individual transmissions in the scope of this
work. A further drawback of the proposed approximation is the need to calibrate rp for the
considered deployment.
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4.4 Additional Aspects

4.4.1 Multicell Deployments

The proposed RASRFC and CDI-bRAA are directly applicable3 in multicell deployments un-
der the assumption that a central RRM entity can be used to make the scheduling decisions
for the entire relevant area. This assumption, however, might be too optimistic in practical
implementations. A single entity is unlikely to be able to allocate resources to all of the users
in an unbounded area in real-time due to limited processing power. Furthermore, the coor-
dination e�ort associated with such a centralized approach (i.e., collecting all of the required
CDI and distributing the scheduling decisions) might take too long and create di�culties in
meeting the delay requirements of C-ITS applications. Hence, a distributed approach, where
each eNB determines the resource allocation to its served users, is preferable. It must be
ensured, however, that users from neighboring cells do not cause high mutual interference.
To this end, RASRFC and CDI-bRAA can be paired with distributed interference alignment
techniques [MDV13], which have been extensively studied in the context of two-tier networks
consisting of macro and micro cells. This can be done by de�ning policy constraints in Algo-
rithm 4.1 and Algorithm 4.2, respectively, that ensure tolerable inter-cell interference levels.
In the considered system model, the users that potentially su�er the most from inter-cell inter-
ference are V-UEs near the cell borders. Hence, an e�ective interference alignment technique
can be as simple as avoiding the allocation of V-UEs near the cell border in the same RBs.
To this end, a disjoint subset of the available RBs is to be chosen by each eNB to serve the af-
fected users. A user can be deemed to be near a cell border when the Received Signal Strength
(RSS) for other eNBs is within a certain margin from the RSS for its serving eNB. Note that
more sophisticated techniques are applicable as well. However, herein, the performance of the
proposed algorithms (cf. Chapter 6) is evaluated under the assumption of a central RRM
entity.

4.4.2 Signaling and CSI/CDI Acquisition

It is clear that introducing a vehicular D2D underlay generates additional complexity as
compared to conventional cellular systems. Hence, it is important to quantify the additional
e�ort required to enable V2X communication based on the D2D paradigm, in terms of the
required SMOH. Media access control protocols established in current 4G networks (although
re�nements can be expected in 5G) are used as a baseline for the following analysis. In
particular, the considered V-UE transmissions can be thought of as UL transmissions, where
the receiver is not the serving eNB. Hence, MAC concepts for the LTE UL can be projected
to the considered D2D-enabled network. Figure 4.3 summarizes the resulting RB allocation
protocol and the associated SMOH.

Scheduling Request

An essential condition for a V-UE to be granted radio resources for a transmission is the
awareness at the serving eNB of the available data to be transmitted. Such awareness is
achieved in LTE by means of Bu�er Status Reports (BSRs), which are triggered when new
data arrives in previously empty bu�ers [STB11]. In an e�ort to reduce the signaling overhead,

3Small modi�cations are needed to lift the restriction of allocating only one C-UE in each RB, and allow
for C-UEs served by di�erent eNBs to reuse radio resources.
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V-UE eNB

SR [1⁄12 - 1 RB, PUCHH]

grant+SRS trigger [66 REs, DL]

BSR [6-12 REs, PUSCH] + SRS [3-24 REs, PUSCH]
other
V-UEs

SR [1⁄12 - 1 RB, PUCHH]

grant [66 REs, DL]

BSR [6-12 REs, PUSCH]

allocation [66 REs, DL]

MR[13-39 REs per entry, PUSCH]

allocation [66 REs, DL]

Payload transmission

} can be saved for
periodic tra&c

Figure 4.3: Signaling protocol and required resources for the operation of RASRFC/CDI-
bRAA for general and periodic tra�c.

LTE groups data bu�ers into four groups for reporting (although more bu�er categories may
exist on the UE side). By modifying one of these groups to refer to C-ITS messages, a BSR
containing the corresponding identi�cation will unambiguously identify D2D tra�c. In such a
case, using the so-called short BSR, which refers to a single bu�er group (i.e., the D2D bu�er
in the considered deployment), is more bene�cial, rather than the long BSR which contains
the status of all four. With their size of 1 byte [3GP16], short BSRs are better suited as they
introduce lower overhead and C-ITS messages are likely to be prioritized over any other types
of tra�c, rendering the contents of other bu�ers irrelevant for the time being. The �rst two
bits identify the bu�er group, and the remaining six bits quantify the size of the data stored
in it. Hereby, the 64 possible values indicate that the data size is within a corresponding
interval within the range of an empty bu�er all the way up to above 150 kB (cf. [3GP16, Table
6.1.3.1-1]). Messages related to C-ITS applications, are expected to be much smaller and of
discrete size. Hence, some of the identi�ers used for greater amounts of data can be modi�ed
to refer to the exact size of a particular message in the bu�er, by linking to its category. In
this manner, a single BSR can accurately describe the demand for radio resources in order
to transmit a speci�c message without the need for periodical updates. Furthermore, some
C-ITS applications may generate periodic messages of regular size and, hence, predictable
bu�er status. Hence, by means of linking such categories to a speci�c bu�er size indicator,
the transmission of BSRs might not be required prior to each payload transmission. Instead,
the scheduler can anticipate V-UEs, which have previously reported such tra�c, as willing to
transmit in the respective pre-con�gured intervals.

In the likely case that a V-UE does not have any UL transmissions scheduled for the
instance when a BSR with regards to C-ITS tra�c is triggered, it �rst requires to obtain
radio resources for the transmission of the report. Assuming that V-UEs can constantly
maintain a connected state and by using protocol designs from the LTE UL, this can be done
by sending a Scheduling Request (SR) on pre-con�gured resources in the Physical Uplink
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Control CHannel (PUCCH) [STB11]. Each RB assigned for such purpose can carry up to 12
UEs' SRs, multiplexed by means of code division. Once an eNB recognizes a speci�c UE's
SR, it answers this request by allocating resources for the transmission of the BSR on the
Physical Uplink Shared CHannel (PUSCH) [STB11]. Signaling this grant (which consists of
132 bits of coded control information for a system bandwidth of 20 MHz) takes up 66 REs in
a downlink control channel, while the transmission of the BSR requires 6 to 12 REs in the
PUSCH, depending on the chosen MCS. Once the eNB determines the amount of resources
needed for the transmission (for a certain MCS), and the scheduling algorithm determines
which RBs are to be used, another scheduling grant is sent to the considered UE, describing
the RB allocation.

Channel Gain Measurement

In order to determine this RB allocation, CSI/CDI-based schedulers, such as RASRFC and
CDI-bRAA, require knowledge over the relevant channel gains. In LTE, C-UEs are required
to periodically transmit a Sounding Reference Signal (SRS) in the PUSCH for the purpose of
channel quality estimation [STB11]. This concept can be extended to the considered network
by instructing V-UEs to transmit such signals. These pilot signals occupy the last symbol
in every second subcarrier (within the con�gured bandwidth) in a frame con�gured for SRS
transmission. A minimum of 4 RBs are considered in this regard, which is also the best suited
setting for the considered system. On the one hand, using the minimal bandwidth allows for
higher power concentration (and, hence, more accurate channel estimation [Ber11]) and higher
coverage distance (i.e., more UEs can be reached by the SRS). On the other hand, occupying
less resources would allow for more V-UEs to simultaneously transmit SRSs. Hereby, up
to 16 UEs may be multiplexed on the same RB by means of code division. However, the
channel gain measurement is more accurate, if the noise contribution can be estimated. For
this purpose, [Ber11] proposes to reserve certain windows for accurate noise estimation, hence,
e�ectively reducing the maximum supported number of multiplexed UEs per RB to 14.

As information about every potential link in the system is required (cf. Algorithm 4.1 and
Algorithm 4.2), all potential receivers in the system need to estimate the channels to every
potential transmitter. The transmission of an SRS can be triggered by using a respective �eld
in the scheduling request grant for the transmission of BSRs, while the actual con�guration
can be carried out in advance (e.g., when a UE establishes a connection) [STB11]. Hence, no
further signaling overhead is considered for the transmission of a SRS in this analysis. Under
these assumptions, non-transmitting V-UEs need to monitor the entire PUSCH bandwidth
and attempt to identify power contributions by testing all possible SRS sequences, as they are
not aware which exactly are to be expected. Under high load, this would, nevertheless, be the
case even if the exact SRS con�gurations were known at the potential receivers.

Once the channel gain measurements are carried out at each non-transmitting V-UE, their
results need to be forwarded to the eNB. In the case of CDI-bRAA, only the distance/location-
dependent contribution, which can be extracted from the measurements by means of further
processing is required to be transmitted. From a signaling point of view, one4 channel gain
value accompanied by a contributor identi�cation needs to be forwarded to the eNB. In order
to do so, each V-UE (that has measurements to report) �rst needs to obtain resources for
this transmissions, by means of a SR. The Measurement Report (MR) can be considered to

4Note that other CSI-based schemes may require information about each of the 4 RBs (or more) in which
a speci�c UE transmits, thus increasing the overhead further.
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contain 14 bits to describe the channel gain (su�cient to represent the range of −163.83 dB
to 0 dB with two decimals) and 12 bits to identify the starting RB, the comb, and cyclic
shift of the measured SRS. Using this information, the eNB can unambiguously identify the
considered channel. A V-UE needs to transmit a corresponding set of data for each identi�ed
SRS contribution (including SRSs transmitted by C-UEs). Not receiving a MR entry from a
speci�c V-UE about a given triggered SRS is to be interpreted by the eNB to mean that the
respective channel is too weak. The complete report size depends on the number of nearby
active UEs and needs to be forwarded to the eNB by means of a BSR such that an adequate
amount of resources can be allocated for its transmission.

4.4.3 Reuse of DL Resources

The proposed RASRFC and CDI-bRAA require no further extension with respect to the reuse
of DL resources. The inversion of the roles of C-UEs and eNBs on the cellular links leads solely
to a di�erent interpretation of the CSI (or CDI, respectively), while the established notations
are still applicable.
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Chapter 5

Resource Allocation Based on

Location Information

Many of the state-of-the-art RRM schemes for D2D underlay communication, as well as the
RASRFC and CDI-bRAA proposed in Chapter 4, rely on some form of CSI. Its complete
acquisition, however, is associated with a vast amount of signaling (cf. Section 4.4.2 and
Section 6.3.2) and therefore signi�cantly reduces the e�ciency of the cellular network. This is
especially the case when considering broadcast transmissions in the D2D underlay, as in the
communications scenario of interest in this work. Moreover, fast moving terminals (such as
vehicles) induce shorter channel coherence times. For example, a link from a static eNB/UE
to a V-UE traveling at a speed of 50 km/h with a carrier frequency of 2 GHz has a coherence
time of [Rap02]

Tcoh ≈
0.423

fD,50 km/h
≈ 4.5 ms, (5.1)

where fD,50 km/h stands for the maximal Doppler shift at the said velocity. The coherence time
for a link between two V-UEs, both traveling with 50 km/h in opposite directions (i.e., resulting
in a relative speed of 100 km/h), is only half of the above value. Such a short time interval
may be insu�cient for the complete CSI acquisition, the processing according to an arbitrary
RRM scheme, and the distribution of the RB and power allocation in many practically relevant
deployments. Hence, by the time the scheduling and power control decisions are made, the
acquired CSI is likely to be outdated, thus compromising the network performance.

Motivated by the above mentioned short-comings of CSI-based RRM in the context of the
considered communications scenario, we explore an alternative approach to the problem at
hand. Encouraged by the behavior of the upper bounds on the asymptotic MPUTC both in the
primary network and in the D2D underlay under the location-based model (cf. Section 3.3),
this chapter proposes a corresponding feasible RRM scheme for practical deployments. The
results of this work are published in [Bot13, BKKF14, BSF15a, BKKF15, BSF16a].

5.1 Basic Concept and Preliminary Work

The basic concept of the Location Dependent Resource Allocation Scheme (LDRAS) was pre-
viously introduced in the author's Master's thesis [Bot13] considering only non-fading channels
and simpler communication scenarios, and is brie�y summarized in the current section. More
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Figure 5.1: Spatial distribution of the signal power radiated by two transmitters occupying
the same radio resources.

detailed explanations, considering speci�c aspects of the scheme, are provided in the following
sections, which constitute the contributions of this work beyond the state of the art.

Motivated by the properties of wireless channels (and the location-based RRM model pre-
sented in Section 3.3), LDRAS de�nes a resource reuse strategy based on su�cient separation
between C-UEs, V-UEs, and eNBs (a�ected by transmissions that reuse the same RBs). Fig-
ure 5.1 illustrates the idea behind it with a simple example of reuse of UL radio resources
between one C-UE and one V-UE. Consider an eNB located at x = 0 m to be the receiver
of a transmission by a C-UE located at x = 400 m. Moreover, consider a V-UE located at
x = 200 m that broadcasts a transmission to any other V-UE within the relevant distance of
d. While the transmit power of the C-UE (PC-UE) is determined by the comparatively large
separation from the eNB (and bounded by hardware limitations), the transmit power of the
V-UE (PV-UE) can be chosen signi�cantly lower, as the relevant distance d is generally much
smaller. For given transmit powers for both UEs, it is possible to achieve prede�ned SINR
targets for (a) cellular communication γC and (b) D2D communication γD2D by maintaining
a certain minimum distance between the eNB and the interfering V-UE (r1), and between the
V-UE and the interfering C-UE (r2).

Such separation between UEs and eNBs a�ected by the reuse of given RBs is enforced
in LDRAS by means of cell partitioning. The considered cellular network is split on sub-
cellular level into a total of Z spatially disjoint zones, whose dimensions are determined by
r1 and r2. The available radio resources in each cell are then split into Y RB subsets RBy
(y ∈ Y = {1, . . . , Y }) and for each zone z ∈ Z = {1, . . . , Z}, a speci�c set of RBs is reserved
for D2D communication. The same RB sets RBy are then also reused within the primary
network. However, here the sets are only allowed to be reused in zones with su�cient spatial
separation, as given by r2, in order to limit the interference caused by C-UEs to the D2D
underlay to a given threshold. Hence, from resource management point of view, a zone is fully
described by the tuple

(
z,RBD2D,z ⊂ {RBy}Yy=1,RBC,z ⊂ {RBy}Yy=1

)
constructed by the zone

index z, the reserved RB sets for D2D communication RBD2D,z, and the reserved RB sets for
cellular communication RBC,z. Note that a V-UE transmitting within a distance of r1 from
an eNB will cause high interference to any UL transmission in the same RBs. Hence, the
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subset of RBs reserved for D2D communication in such zones around each eNB cannot be
reused by any C-UE within the same cell.

Under the simpler assumptions in [Bot13] (i.e., non-fading channels and simple communi-
cation scenario with only one cross-interferer), two sources of interference need to be considered
in the cell partitioning: (a) the interference caused at the eNB by transmitting V-UEs in the
D2D underlay and (b) the interference caused at the D2D receivers from the UL signals of
the C-UEs in the primary network. With this, the guard distances r1 and r2 are determined
as a function of the SINR target γC (in dB), the SINR target γD2D (in dB), and the required
transmission range d (in m) between communicating V-UEs. Assuming that the power of the
interference signal at the eNB is much higher than the noise power, the SINR target γC is
satis�ed by setting

r1 ≥ PL−1
(γC −R0 + PV-UE +G0) , (5.2)

where R0 denotes a certain target RSS at the eNB (in dBm), PV-UE the transmit power of
V-UE (in dBm), and G0 the maximum antenna gain at the receiving eNB (in dBi). Moreover,
PL (.) denotes a speci�c path loss model for the link between the interfering V-UE and the
eNB, which maps a distance in meter to a path loss value in dB.

In order to satisfy the minimum SINR threshold γD2D, a minimum distance r2 between
zones (or equivalently, between V-UEs and C-UEs) that spatially reuse the same resources
RBz has to be maintained such that

r2 ≥ PL−1 (γD2D − PV-UE + PL (d) + PC-UE) . (5.3)

Here, an isotropic, zero dBi gain antenna is assumed at the receiving V-UEs. Furthermore,
note that PL (.) denotes a speci�c path loss model for the link between the interfering C-UE
and the receiving V-UE as well as for the link between two V-UEs.

The conditions in (5.2) and (5.3) are used to derive a zone topology that guarantees the
required separations for reliable cellular and D2D communication. Figure 5.2 illustrates an
arbitrary example for cell partitioning with generic zone design (as well as a corresponding
resource reservation) for a single isolated sector of a three-sector LTE deployment in an urban
environment. Hereby, some arbitrary channel models and arbitrary values for the relevant
control parameters (i.e., the parameters on the RHS in (5.2) and (5.3)) are used to evaluate
r1 = 100 m and r2 = 200 m, satisfying the conditions in (5.2) and (5.3). Based on these design
parameters, the cell is split into a total of Z = 11 zones. Polygonal zone shapes are chosen
in this example, since they allow for a simple map representation of the zone topology with
just a few points in space. Assuming a uniform user distribution, the number of reserved
RBs for each zone is selected proportional to its size. This allows for splitting the set RB10

into two halves to be used for cellular communication in the smaller zones z = 1 and z = 5.
Again, note that this is a simple example to illustrate the concept of LDRAS. The selection of
channel models and control parameters (along with further details on the scheme's mechanics)
is explained and justi�ed once it is extended and applied to the scenario of interest in this
work.

Once the zone topology and resource reservation are de�ned, the allocation of radio re-
sources is determined as follows. Since the zone topology does not change over time, it is
stored in the memory of each V-UE, which uses its built-in positioning system in order to
track its location. Hence, each V-UE can signal its corresponding zone index z to the eNB,
along with its SR. The eNB then assigns a subset of RBs from the set RBD2D,z to the re-
questing V-UE. Note that the size of the subset depends on the data rate requirements of the
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Figure 5.2: Example of cell partitioning, zone design and resource assignment for a single
urban cell.

corresponding V2X service and on the RB availability. In the primary network the resources
are assigned to C-UEs according to the network operator's scheduling policy, with the addi-
tional constraint that only RBs of the set which has been assigned to the respective zone for
cellular communication can be allocated. In this manner, the need of full CSI knowledge at
the eNB is eliminated and thus the necessity for extensive channel measurements and signal-
ing overhead. Further details and enhancement of the resource allocation mechanism under
LDRAS are presented in Section 5.5.

The described basic concept fails to consider fading channels, multiple interference sources,
and heterogeneous propagation environments. These issues are addressed in Section 5.2 of
this work. Moreover, a clustering approach for the de�nition of the zone topology is presented
in Section 5.3, while Section 5.4 is devoted to a graph coloring approach to determine the
RB reservation such that transmissions in neighboring zones do not cause harmful mutual
interference.

5.2 Spatial Resource Reuse Scheme

5.2.1 Homogeneous Propagation Environment

The �rst task in applying the initial LDRAS concept is the derivation of appropriate guard
distances. To this end, we extend the conditions in (5.2) and (5.3) to take the considered
channel model (cf. Section 2.2) into account. In this regard, consider �rst the case of a
homogeneous propagation environment (i.e., the distance/location-dependent portion of the
channel gains only depend on the link distance and are consistent across di�erent locations in
the network).

Since it is desired to avoid the need for complete instantaneous CSI/CDI, LDRAS may not
use such information to determine the allocation matrix and the power vector for the active
users in the system. Nevertheless, all of the allocated transmissions still need to satisfy the im-
posed QoS requirements. Hence, with the instantaneous propagation conditions unknown, the
resource reuse scheme in LDRAS is built around the presumption of a permanently occurring
worst-case scenario.
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Assumption 5.1. As the (cross-) interference in this location-based scheme is controlled via
the spatial separation of the a�ected UEs/eNBs, we assume that all of the (relevant) interferers
are at the same minimal tolerable distance from an a�ected receiver and transmit at their
maximum power in the worst-case scenario.

In this regard, we consider some simpli�cations to the SINR model for the derivation of the
guard distances. Based on the worst-case presumption, there is no need to consider the SINR
of individual transmissions. However, di�erentiation between cellular and D2D transmissions
is bene�cial.

Assumption 5.2. We assume that the interference contributions originating from C-UEs,
which are more than half the cell range away from the receiving V-UE are negligible (in the
sum-interference).

De�nition 5.1 (Simpli�ed SINR Model for Direct Links). Consider the following model for
the worst-case SINR in the D2D underlay:

SINRD2D =
PV-UEh (d) g

6∑
i=1

PC-UEh (r2) gi +
3∑
j=1

PV-UEh (r2) gj

, (5.4)

where h (·) denotes the distance-dependent component of the channel gain at the respective
distance for direct links and g denotes the random power gain due to fading.

Hereby, the above de�nition considers interference-dominated SINR, where the noise power
can be ignored in the calculations. Moreover, it is based on the practical observation that
the relevant cross-interferers (i.e., C-UEs) are at most six in count. Figure 5.3 illustrates the
considered constellation. In typical cellular deployments, interference due to transmissions
in neighboring cells add to the interference caused by users within the same cell. In this
regard, transmissions associated with UEs near the cell edge are known to su�er the most
from this inter-cell interference. Hence, receiving V-UEs near the border between cells are
expected to be a�ected the most by UL transmissions originating at C-UEs outside the cell
they reside in. According to Assumption 5.2, there are at most six relevant close cells. As per
the system model, each of the six cells may only support one UL transmission in a given RB
each. According to Assumption 5.1, all of the six relevant cross-interferers contribute with an
equally strong constant interference component (i.e., transmit with their maximum transmit
power and are located at the same distance from the a�ected receiving V-UE). Similarly, only
the three strongest interfering V-UEs are considered in the simpli�ed SINR model. This is
due to the expected much lower transmit power in the D2D underlay. Moreover, for the sake
of simplicity, the interfering V-UEs are to be separated from the considered receiving V-UE
by the same guard distance as the C-UEs (i.e., r2).

Considering the fading nature of the channels, reaching a given SINR target for D2D com-
munication cannot be guaranteed in all cases even under the above simpli�ed model. However,
the probability that the SINR target is violated can be determined as a function of the guard
distance r2. Again, assuming Rayleigh-fading for all of the links in the network with the same1

variance σ2
D2D for the direct ones, the power gains follow an exponential distribution [Gol05,

1The same variance on all links is chosen for the sake of simpler expressions. The results can be extended
for di�erent variance values at the cost.
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Figure 5.3: Illustration of the relevant cross-interference sources considered in the simpli�ed
SINR model for direct links under LDRAS.

p. 74], i.e., g ∼ exp
(

1
2σ2

D2D

)
, gi ∼ exp

(
1

2σ2
D2D

)
, and gj ∼ exp

(
1

2σ2
D2D

)
,∀i = 1, . . . , 6, j =

1, 2, 3.

Theorem 5.1 (Outage Probability for Direct Links). Under the simpli�ed SINR model, the
probability with which a given SINR target for D2D communication γD2D is violated is given
by

Pr (SINRD2D < γD2D) := β6
1β

3
2

[
1

β3

(
1

(αγD2D + β1)6 −
1

β6
1

)
+

3

β4

(
1

(αγD2D + β1)5 −
1

β5
1

)

(5.5)

+
6

β5

(
1

(αγD2D + β1)4 −
1

β4
1

)
+

10

β6

(
1

(αγD2D + β1)3 −
1

β3
1

)

(5.6)

+
15

β7

(
1

(αγD2D + β1)2 −
1

β2
1

)
+

21

β8

(
1

(αγD2D + β1)
− 1

β1

)

(5.7)

− 1

β6

(
1

(αγD2D + β2)3 −
1

β3
2

)
+

6

β7

(
1

(αγD2D + β2)2 −
1

β2
2

)

(5.8)

− 21

β8

(
1

(αγD2D + β2)
− 1

β2

)]
, (5.9)

where α := 1
2PV-UEh(d)σ2

D2D

, β1 := 1
2PC-UEh(r2)σ2

D2D

, β2 := 1
2PV-UEh(r2)σ2

D2D

, and β := β1 − β2.

Proof. To begin the proof, note that the nominator and denominator in (5.4) consist of (sums)
of scaled exponentially distributed random variables. Let ZS := PV-UEh (d) g denote the
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random variable in the nominator. Applying the rule for changing variables [Bon13], its pdf
can be expressed as:

fZS (z) =
1

PV-UEh (d)
fg

(
z

PV-UEh (d)

)
=

1

2PV-UEh (d)σ2
D2D

e
− z

2PV-UEh(d)σ
2
D2D = αe−αz. (5.10)

Hence, ZS is again an exponentially distributed random variable with variance α (as de�ned

in Theorem 5.1). Moreover, let ZI :=
6∑
i=1

PC-UEh (r2) gi +
3∑
j=1

PV-UEh (r2) gj . With the above

results, each individual addend is an exponentially distributed random variable with variance
β1 or β2, respectively. Applying the results in [AM97], the pdf of ZS can, hence, be expressed
as:

fZI (z) = β6
1β

3
2L−1

{(
1

ι+ β1

)6( 1

ι+ β2

)3
}

(z), (5.11)

where L−1 denotes the reverse Laplace transform with respect to ι. Evaluating the RHS yields

fZI (z) = β6
1β

3
2

(
−z

5e−β1z

120β3
− z4e−β1z

8β4
− z3e−β1z

β5
− 5z2e−β1z

β6
(5.12)

+
z2e−β2z

2β6
− 15ze−β1z

β7
− 21e−β1z

β8
− 21e−β2z

β8

)
. (5.13)
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Hence, using the quotient distribution rule [Cur41], the pdf of SINRD2D = ZS
ZI

is given by:

fSINRD2D
(x) =

+∞∫

−∞

|z|fZS (xz) fZI (z) dz (5.14)

= αβ6
1β

3
2

+∞∫

0

ze−αxz
(
−z

5e−β1z

120β3
− z4e−β1z

8β4
− z3e−β1z

β5
− 5z2e−β1z

β6
(5.15)

+
z2e−β2z

2β6
− 15ze−β1z

β7
− 21e−β1z

β8
− 21e−β2z

β8

)
dz (5.16)

= αβ6
1β

3
2


−

+∞∫

0

z6e−(αx+β1)z

120β3
dz −

+∞∫

0

z5e−(αx+β1)z

8β4
dz −

+∞∫

0

z4e−(αx+β1)z

β5
dz

(5.17)

− 5

+∞∫

0

z3e−(αx+β1)z

β6
dz +

+∞∫

0

z3e−(αx+β2)z

2β6
dz − 15

+∞∫

0

z2e−(αx+β1)z

β7
dz (5.18)

−21

+∞∫

0

ze−(αx+β1)z

β8
dz + 21

+∞∫

0

ze−(αx+β2)z

β8
dz


 (5.19)

= αβ6
1β

3
2

(
− 6

β3 (αx+ β1)7 −
15

β4 (αx+ β1)6 −
24

β5 (αx+ β1)5 −
30

β6 (αx+ β1)4

(5.20)

+
3

β6 (αx+ β2)4 −
30

β7 (αx+ β1)3 −
21

β8 (αx+ β1)2 +
21

β8 (αx+ β2)2

)
. (5.21)

Finally, evaluating Pr (SINRD2D < γD2D) =
γD2D∫

0

fSINRD2D
(x) dx yields the result in the

theorem.

Based on the above theorem, an appropriate value for the guard distance r2 can be derived
for a given (feasible) targeted outage probability pout,D2D (and for �xed maximal transmit
powers and desired broadcast distance), such that

Pr (SINRD2D < γD2D) ≤ pout,D2D (5.22)

holds. A similar condition for the guard distance r1, which ensures that

Pr (SINRC < γC) ≤ pout,C (5.23)

for some (feasible) targeted outage probability pout,C is derived below.
The location-dependent resource allocation scheme can use conventional scheduling strate-

gies for the cellular links and, hence, is able to use the already available cellular CSI in order
to facilitate inter-cell interference coordination for the cellular transmissions (see Section 5.5
for details). The role of the guard distance r1 is to protect the UL transmissions from the
unknown cross-interference due to direct transmissions and it can be derived independent of
the cellular inter-cell interference.
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De�nition 5.2 (Simpli�ed SINR Model for Cellular UL Transmissions). Consider the follow-
ing model for the worst-case SINR in the cellular UL for the purpose of parametrization of the
spatial resource reuse scheme in LDRAS:

SINRC =
R0g

′

3∑
j=1

PV-UEh′ (r1) g′j

. (5.24)

Here, h′ (·) denotes the constant power gain at the considered distance for a link to the respec-
tive eNB and g′ denotes the power gain due to random fading.

Again, we only consider the three strongest interfering V-UEs to contribute signi�cantly
to the cross-interference and it is assumed that the SINR is dominated by the interference

power. Moreover, g′ ∼ exp
(

1
2σ2

C

)
and g′j ∼ exp

(
1

2σ2
C

)
, ∀j = 1, 2, 3, are independent according

to our system model. Hereby, σ2
C denotes the variance on the links to an eNB.

Theorem 5.2 (Outage Probability for Cellular Links). Under the simpli�ed SINR model, the
probability with which a given SINR target for cellular communication γC is violated can be
expressed as

Pr (SINRC < γC) := 1− 1

(α′β′γC + 1)3 , (5.25)

where α′ = 1
2R0σ2

C

, and β′ = 1
2PV-UEh′(r1)σ2

C

.

Proof. First, consider that the nominator and denominator in (5.24) consist of (sums) of scaled
exponentially distributed random variables. Let Z ′S := R0g

′ denote the random variable in
the nominator. Applying the rule for changing variables [Bon13], its pdf is given by:

fZ′
S

(
z′
)

=
1

R0
fg

(
z′

R0

)
=

1

2R0σ2
C

e
− z′

2R0σ
2
C = α′e−α

′z′ . (5.26)

Hence, Z ′S is again an exponentially distributed random variable with variance α′ (as de�ned

in Theorem 5.2). Moreover, let Z ′I :=
3∑
j=1

PV-UEh
′ (r1) g′j . Again, each individual addend is an

exponentially distributed random variable with variance β′. Applying the results in [AM97],
the pdf of Z ′I can be expressed as:

fZ′
I

(
z′
)

=
β′3

2
z′3e−β

′z′ , (5.27)

where β′ is de�ned in Theorem 5.2. Hence, the pdf of SINRC =
Z′S
Z′
I
results from the quotient

distribution rule [Cur41] as follows:

fSINRC
(x) =

+∞∫

−∞

|z′|fZ′
S

(
xz′
)
fZ′

I

(
z′
)

dz′ =
α′β′3

2

+∞∫

0

z′3e−(α′x+β′)z′ dz′ =
3α′β′3

(α′x+ β′)4 .

(5.28)

The �nal result is obtained from the evaluation of Pr (SINRC < γC) =
γC∫
0

fSINRC
(x) dx.
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It should be noted that the outage probabilities for direct and cellular links can take
di�erent forms in non-Rayleigh propagation environments. However, the following framework
can still be applied by plugging in appropriate expressions.

5.2.2 Parameter Selection

Using Theorem 5.1 and Theorem 5.2, we can derive appropriate guard distances for some �xed
control parameters (i.e., PC-UE, PV-UE, d, R0, γD2D, γC), such that reliable D2D and cellular
communication is possible. Note that unfavorable propagation environments can result in
infeasible guard distances.

While d is de�ned by the corresponding D2D application in the vehicular underlay, PC-UE
is �xed due to hardware constraints. Furthermore, R0 is determined by the imposed power
control strategy (cf. [3GP12]), and γD2D and γC are given by the SINR requirements on the
direct and cellular links. However, there is some freedom in the selection of PV-UE. Hence,
there is more than one tuple (PV-UE, r1, r2) which satis�es the conditions in (5.22) and (5.23).
Consider again the simple example in Figure 5.1. It is obvious that, increasing PV-UE in
relation to PC-UE allows for a lower separation between the considered C-UE and V-UE at the
cost of a higher required separation between the V-UE and the eNB. In contrast, decreasing
PV-UE in relation to PC-UE reduces r1 at the cost of higher r2. This trade-o� a�ects the
dimensions of the zones in LDRAS and, therefore, the reuse of radio resources.

The e�ciency of LDRAS can be measured in terms of the mean frequency with which
RBs can be reused throughout the considered deployment. This is determined by the result
of the resource reservation due to graph coloring (cf. Section 5.4) and the zone formation (cf.
Section 5.3). Hence, it is di�cult to �nd an explicit expression that relates the e�ciency of
LDRAS to its tunable parameters (i.e., PV-UE, r1, and r2). A closer observation of the scheme
reveals that the potential to reuse RBs more often grows with Z, if su�cient separation
between the zones is given. In turn, Z grows with decreasing guard distances. Hence, a
promising approach to the problem of optimizing the performance of LDRAS is to jointly
minimize r1 and r2.

In this regard, consider the coverage area of an eNB as an ideal circle with radius R and
assume that each eNB serves three cells in a typical three sector deployment. Furthermore,
consider partitioning this area into squares of size r2 × r2, with the exception of disks around
each eNB with radius r1 that protect the eNBs from interference due to V-UEs. The number

of zones can be approximated as Z ∼ C
3 π

(R2−r21)
r22

+ C. Thus, the problem of maximizing Z

can be expressed as

min
PV-UE,r1,r2

r2
2

R2 − r2
1

, subject to (5.29a)

Pr (SINRC < γC) ≤ pout,C, (5.29b)

Pr (SINRD2D < γD2D) ≤ pout,D2D, (5.29c)

0 ≤ PV-UE ≤ PV-UE, (5.29d)

0 ≤ r1 ≤ r1, (5.29e)

0 ≤ r2 ≤ r2. (5.29f)

Here, PV-UE ∈ R≥0, r1 ∈ R≥0, and r2 ∈ R≥0 denote the upper bounds on the respective
LDRAS parameter.
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With (5.25) and (5.9), it is obvious that the constraints in the above OP are nonlinear,
in addition to the objective function. Sequential Quadratic Programming (SQP) [NW06] is
one of the e�cient tools available for solving such OPs. In particular, inequality-constrained
QP [NW06], which iteratively minimizes a quadratic approximation of the original problem,
and then uses the minimizer of the current subproblem to de�ne a new iterate can be applied.
It is worth noting that this method demonstrates good performance in small- to mid-scale
problems such as the one above, but tends towards local minima [NW06]. A good starting
point is required to initiate the �rst iteration, in order to �nd the optimal tuple (PV-UE, r1, r2).
It should be noted that the OP at hand is relatively simple, with e�ectively only one strictly
constrained variable PV-UE (as r1 and r2 are functions of PV-UE). Moreover, it only needs to
be solved in an initial planning step in LDRAS and does not a�ect its performance in terms
of the computational complexity during scheduling. A brute force approach to �nding the
globally optimal tuple, i.e., testing the outcome of the SQP with di�erent starting points and
sweeping the feasible region given by the constraints (5.29d)-(5.29f), can be adopted without
a performance penalty.

5.2.3 Heterogeneous Propagation Environment

The above stated optimization is suited to retrieve the control parameters for LDRAS in
homogeneous propagation environments. In heterogeneous environments, however, the map-
pings h and h′ are likely to be surjective (i.e., distance- and location-dependent). For example,
consider the signal propagation in the open space of a street compared to propagation through
a wall. Although both transmissions may travel the same distance, the power gains di�er due
to the additional penetration loss in the latter case. The framework in Section 5.2.1 and Sec-
tion 5.2.2 can, nevertheless, be applied by considering the worst-case scenario in reference to
the respective propagation environment. In other words, the OP in (5.29) needs to be solved
taking the most pessimistic realization of h (d), and the most optimistic realizations of h (r2)
and h′ (r1) into account. This simple approach is wasteful, however. The reuse of resources
between UEs in zones formed considering the pessimistic values for r1 and r2 may be prohib-
ited unnecessarily. This potential ine�ciency in heterogeneous propagation environments is,
however, easy to circumvent, as it will be shown in Section 5.3.2.

5.3 Zone Topology Formation

As previously mentioned, LDRAS ensures that the guard distances required by the proposed
resource reuse scheme are always enforced by means of cell partitioning. On the one hand,
this avoids the need for accurate location information and, hence, reduces the data privacy
problem of tracking the movement of UEs. On the other hand, such an approach allows
for lower management overhead and requires simpler allocation algorithms. For the purpose
of forming the zone topology, consider the network area as a discrete grid of U × V pixels
(U, V ∈ N) de�ned by sampling the 2D space in regular distances dsamp ∈ R+. Grouping these
locations into zones can be seen as a problem in the domain of cluster analysis [JD88].

5.3.1 Similarity Metric and Hierarchical Clustering

One suitable method to solve the problem of de�ning zones is commonly referred to as hierar-
chical clustering [JD88]. In this approach, individual elements (denoted as pixels) are grouped
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in accordance to a similarity metric. The process is initiated by considering each individual
element as a cluster. Then, iteratively, pairs of clusters that show the strongest similarity
(averaged among their members) are merged, until a single cluster is built or the process is
terminated according to stopping criteria (considering the number of clusters or a similarity
threshold). In order to apply hierarchical clustering in the context of LDRAS, we need to
de�ne an appropriate similarity metric. To this end, consider �rst the case of a homogeneous
propagation environment.

De�nition 5.3. Let the set of matrices {M(w) ∈ {0, 1}U×V }UVw=1 describe the locations, where
another transmitter is allowed to transmit in the same RBs as a V-UE at location w, according
to the resource reuse strategy. In other words,

m(w)
u,v :=

{
0, if ∃w′ : e (w,w′) ≤ d

dsamp
∩ e (u+ (v − 1)U,w′) ≤ r2

dsamp
,

1, otherwise,
(5.30)

where

e
(
w,w′

)
:=

√(⌊w
U

⌋
−
⌊
w′

U

⌋)2

+ (((w − 1) mod U)− ((w′ − 1) mod U))2 (5.31)

denotes the Euclidean distance between location w and location w′ on the grid, and a mod b
denotes the remainder of the Euclidean division of integer a and b.

De�nition 5.4. Let the set of matrices {M′(c) ∈ {0, 1}U×V }Cc=1, describe the locations, where
a V-UE may reuse the radio resources occupied by a cellular UL transmission, i.e.,

m′(c)u,v :=

{
0, if e (u+ (v − 1)U, loc (c)) ≤ r1,
1, otherwise.

(5.32)

Here, loc (c) denotes the location of eNB c on the grid.

These matrices can be seen as images with 'light' and 'dark' pixels that quantify each
location with respect to the prospect of hosting transmitters which reuse the same RBs.
Hence, they serve as input to asses the similarity of the di�erent locations in the context
of LDRAS. The physical proximity of the locations needs to be considered as well, as it is
required to have spatially continuous zones.

De�nition 5.5 (Similarity Matrix). We de�ne the overall similarity matrix as S ∈ RUV×UV≥0 ,
where

sw,w′ :=
e (w,w′)

1− h
(
M(w),M(w′)

) +

(
∪cm′(c)bwU c+1,(w−1) mod U+1

⊕ ∪cm′(c)⌊
w′
U

⌋
+1,(w′−1) mod U+1

)
.

(5.33)
Here, h (·, ·) denotes the normalized Hamming distance between the respective binary matrices,
∪ denotes the binary or operator, and ⊕ denotes the binary xor operator. Note that small
values of sw,w′ indicate high similarity between the locations w and w′.

The term on the RHS in the above de�nition increases the similarity if the locations are
spatially close and share the similar properties (with respect to the remaining locations in
the network which are allowed to host a secondary transmitter reusing the same RBs). The
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second term decreases the similarity between locations where the reuse of resources is allowed
and where dedicated resources should be used for D2D communication in order to protect the
cellular UL transmissions from harmful cross-interference. Applying the hierarchical clustering
method [JD88] by taking into account the relation between (clusters of) points with respect
to this similarity metric yields the desired zone formation. Algorithm 5.1 summarizes our
approach. Hereby, we sequentially search for the two most similar (clusters of) points at each
iteration and group them. The stopping criterion is chosen to be the number of zones Z,
where each resulting cluster is to be interpreted as a zone in the topology.

Algorithm 5.1 Bottom-up hierarchical clustering algorithm for the zone formation in
LDRAS.
Input: Similarity matrix S
Output: Clusters of locations {Oz}Zz=1

1: i = UV ;
2: {Oz}iz=1 = {{1}, {2}, . . . , {i}}; . Initialization considering all locations as separate

clusters
3: while i > Z do

4: (z, z′) = arg min
z,z′∈{1,...,i}

z 6=z′

1
|Oz |+|Oz′ |

∑
w∈Oz

∑
w′∈Oz′

sw,w′ ;

5: Oz = Oz ∩ Oz′ ;
6: i = i− 1;
7: Remove Oz′ and re-enumerate the remaining clusters;
8: end while

5.3.2 Heterogeneous Propagation Environment

As mentioned in Section 5.2.3, the spatial resource reuse strategy in LDRAS considers the
most pessimistic realizations of h (r2) and h′ (r1) in order to derive the guard distances in het-
erogeneous propagation environments. Forming the zone topology based on these pessimistic
values of r1 and r2 is wasteful in the cases where more favorable channel conditions occur.
However, the environment models used to derive the guard distances can be exploited to mit-
igate this potential ine�ciency. In other words, instead of de�ning the zone topology based
on physical separation of the communicating terminals, we propose to do this based on their
channel separation.

Let the set of matrices {H(w) ∈ RU×V≥0 }UVw=1 describe the constant power gain for potential
direct transmissions originating from a transmitting V-UE at location w to all other locations
in the considered network. Moreover, let {H ′(c) ∈ R≥ 0U×V }Cc=1 denote the set of matrices
holding the realizations of the constant power gain for the links between eNB c and all of
the UV locations in the network. With this, the control parameters under LDRAS for each
location w (i.e., P (w)

V-UE, r
(w)
1 , r

(w)
2 ) can be retrieved by solving (5.29) for

h(w) (d) = min

{
h(w)
u,v :

√(
u−

⌊w
U

⌋
+ 1
)2

+ (v − (w − 1) mod U + 1)2 ≤ d

dsamp

}
. (5.34)

We use the retrieved values for r(w)
1 and r

(w)
2 in conjunction with the most pessimistic

realizations of h (·) and h′ (·) to determine the path loss thresholds h
(
r

(w)
2

)
and h′

(
r

(w)
1

)
.
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Figure 5.4: Example zone topology for an urban environment, retrieved by means of hierar-
chical clustering.

Again, note that the same path loss can (and will) be measured at lower distances when
more favorable path loss models are applicable. This allows for lower separation between
UEs reusing the same radio resources than the pessimistic bounds. In order to take this into
account, we introduce a slight modi�cation to the similarity metric's de�nition as follows:

m(w)
u,v :=

{
0, if ∃w′ : h(w′)

u,v ≥ h
(
r

(w)
2

)
, e (w,w′) ≤ d

dsamp
,

1, otherwise,
(5.35)

and

m′(c)u,v :=

{
0, ifh′(c)u,v ≥ h′

(
r

(u+(v−1)U)
1

)
,

1, otherwise.
(5.36)

Plugging this into the de�nition of the similarity metric (cf. De�nition 5.5) and applying
Algorithm 5.1 yields the desired zone topology in heterogeneous propagation environments.
Figure 5.4 shows an example retrieved for a network deployment according to the speci�cations
in Section 6.1. The di�erent colored patches indicate a distinct zone, where Z = 126 is speci�ed
as a stopping criterion for the clustering algorithm.

5.4 Resource Reservation

In addition to the de�nition of the zone topology, the spatial resource reuse scheme in LDRAS
requires the reservation of (sets of) RBs for D2D and cellular communication in each zone.
This reservation is carried out in order to minimize the complexity of the allocation algorithm.

In this regard, each zone is fully described by the tuple

(
z,RBD2D,z ⊂ {RBy}Yy=1,RBC,z ⊂

{RBy}Yy=1

)
. In contrast to the interpretation of the set RBC,z in the preliminary work (cf.
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Section 5.1), hereinafter, this set is to be interpreted as 'restricted for use by C-UEs in zone z'.
This adjustment to LDRAS is made in order to preserve the frequency/multi-user diversity
gain (cf. [RC00]) to a greater extent. Often the spatial resource reuse constraints allow for
the C-UEs in a given zone to reuse the RBs used for D2D communication in more than one
of the remaining zones. Hence, instead of appointing one �xed set for cellular communication
in each zone, it is more bene�cial to specify the sets of RBs restricted for UL transmissions.
In this manner, C-UEs from di�erent zones are allowed access to a wider pool of RBs and a
better scheduling decisions can be made, (potentially) increasing the UL capacity as opposed
to the former manner. Based on this interpretation, the RB reservation needs to satisfy

RBD2D,z 6= ∅, ∀z ∈ Z (5.37)

and

RBC,z 6=





Y⋃

y=1

RBy



 , ∀z ∈ Z, (5.38)

in the considered communications scenario2. Moreover, it needs to ensure that the resource
reuse scheme is always enforced. In this regard, let

Nz :=

{
z′|∃w ∈ Oz, w′ ∈ Oz′ : m

(w)⌊
w′
U

⌋
+1,(w′−1) mod U+1

= 0

}
, ∀z ∈ Z, (5.39)

denote the set of relevant neighbors of zone z, which impose restrictions on the sets of RBs that
can be used for D2D transmissions. In other words, this set lists the zones whose reserved sets
for D2D or cellular communication may not be reused for direct transmissions in z. Similarly,
let

N ′z := Nz ∪
{
z′|∃w′ ∈ Oz′ , c ∈ Cz : m

′(c)⌊
w′
U

⌋
+1,(w′−1) mod U+1

= 0

}
, ∀z ∈ Z, (5.40)

denote the set of relevant neighbors of zone z, which impose restrictions on the sets of RBs
that can be used for cellular transmissions. In other words, this set lists the zones whose
reserved sets for D2D communication may not be reused for UL transmissions in z. Hereby,
the set Cz denotes the set of eNBs, which may serve users in zone z.

5.4.1 Graph Coloring Approach

The derivation of an appropriate RB reservation can be modeled as a problem in the domain
of graph coloring [BM76]. To this end, consider the graph G = (V, E) with the set of vertices
V = {ν1, ν2, ..., ν2Z}. Hereby, each zone in the topology is re�ected in this model twice, in
order to consider both of the conditions in (5.37) and (5.38). The set of edges E contains a
list of all pairs of (virtual) zones that are not allowed to use the same RBs and is de�ned as

E :=
{

(νz, νz′) , νz, νz′ ∈ V|z ∈ Z, z′ ∈ Nz
}
∪
{

(ν2z, νz′) , νz, νz′ ∈ V|z ∈ Z, z′ ∈ N ′z
}
. (5.41)

The task of graph coloring is to then assign a color to each vertex in the graph such that no
two vertices connected by an edge share the same color. Interpreting the colors as disjoint

2Note that either of these conditions can be relaxed if, for some reason, D2D or cellular communication is
not required in a given zone.
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RB sets yields the desired resource reservation in LDRAS. Hereby, it is desired to obtain a
reservation with the least amount of disjoint RB sets, as this allows for the most 'dense' reuse
of RBs.

Finding an optimal solution to the graph coloring problem (i.e., a solution using the least
possible colors) is NP-hard [SA89] and, hence, infeasible in practical implementations. In
this regard, sequential graph coloring [Lei79] is one e�cient method that can be applied in
order to retrieve a color assignment with reasonable complexity. In this approach, all of the
vertices are colored one after the other, with a color di�erent than the colors of the previously
colored connected vertices. Hereby, additional colors are dynamically added to the palette
if necessary. The performance of this approach strongly depends on the order in which the
vertices are processed. Its low computational complexity, however, allows for fast execution.
Hence, satisfactory results can be achieved by selecting the color assignment as the one using
the least colors from a �nite amount of trials initiated with di�erent permutations of the
vertex set. We apply this approach to the considered reservation problem as summarized in
Algorithm 5.2. A reservation with at most Y = 14 disjoint RB sets can be de�ned for the
example topology in Figure 5.4 with Ttotal = 5000 trials. It should be noted that the color
selection strategy (cf. Line 11) can be modi�ed to assign, e.g., the least popular color (i.e.,
the one that has been used the least thus far) instead of the �rst feasible one in the palette.
Considering a su�ciently large amount of trials, however, the e�ects of choosing di�erent color
selection strategies will be averaged out.

5.4.2 Load Dependency

The graph coloring algorithm constitutes an e�cient way of determining the RB sets meant
for D2D communication, and the sets restricted for cellular communication in each zone,
with respect to the disjoint sets {RBy}Yy=1. In order to facilitate e�cient communication,
the available radio resources need to be distributed among these Y sets in a fair manner.
Considering uniform D2D load distribution throughout the entire network deployment, the
sets {RBy}Yy=1 need to be of (approximately) equal sizes. In the previous example with Y = 14
and a total number of 100 available RBs, this strategy leads to 12 sets of 7 RBs each, and
2 sets of 8 RBs. For networks with tra�c hot-spots, however, a strategy that reserves more
RBs for D2D communication in zones with higher load may be bene�cial. Such a strategy can
be implemented with slight modi�cation to Algorithm 5.2, where each vertex in the graph is
additionally associated with a weighting factor that is proportional to the number of colors
that are to be assigned to it. In this case, each color is to be interpreted as an individual RB.
A valid reservation is then obtained, if the number of used colors does not exceed the number
of available RBs. In such a scenario, the resource reservation needs to be dynamically updated
with the changing tra�c conditions. As the performance evaluation of LDRAS is made under
the assumption of uniform tra�c (cf. Section 6.1), this approach is not pursued explicitly in
this work.

5.5 Resource Allocation Mechanism

The appropriate cell partitioning and resource reservation for each zone ensure that the out-
age probabilities for the primary network and the D2D underlay are kept within the designed
limits. As opposed to many of the state-of-the-art RRM schemes for D2D-enabled networks
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Algorithm 5.2 Random ordered sequential graph coloring algorithm for the reservation of
RB sets in the context of LDRAS.
Input: Graph (modeling the zone topology) G, Total number of trials Ttotal
Output: RB sets reserved for D2D communication RBD2D,z, RB sets restricted for cellular

communication RBC,z
1: Y =∞;
2: for trial=1 : Ttotal do
3: C = {1}; . Initialize the color palette with a single color
4: Randomly permute the vertex indices without repeating previously tested permutations
5: for z = 1 : 2Z do

6: C′ = C \
{

⋃
(νz ,νz′ )∈E

color (νz′)

}
;

7: if |C′| = 0 then
8: C = {C ∪ {|C|+ 1}} ; . Add one more color to the palette
9: C′ = {|C|} ;
10: end if

11: color (νz) = {C′}1 ; . Here, {C′}1 denotes the �rst element in the set C′

12: end for

13: if |C| < Y then . Adopt more favorable solutions
14: Y = |C|;
15: Revert the current permutation to the original vertex order
16: for z = 1 : Z do

17: RBD2D,z = RBcolor(νz);
18: end for

19: for z = 1 : Z do

20: RBC,z =

{
⋃

z′∈N ′z
RBD2D,z′

}
;

21: end for

22: end if

23: end for

(including RASRFC and CDI-bRAA), the need for (full) CSI knowledge at the eNB is elimi-
nated with LDRAS; thus, also the need for the costly channel measurements. Moreover, the
resource allocation mechanism can be shaped in simpler manner.

5.5.1 Resource Allocation for V-UEs

Centralized Approach

Since the zone topology remains unchanged once determined (unless changes in the network
deployment occur), it can be stored in the memory of each V-UE. With respect to the envi-
sioned context awareness of future vehicles, each V-UE will be able to use its built-in global
navigation satellite system receiver to track its location within the topology. Based on this,
we propose he following allocation mechanism: A V-UE reports the corresponding zone index
z to its serving eNB upon entering a new zone, accompanied by its request for RBs. The
eNB then assigns an arbitrary subset of RBD2D,z of appropriate size to the requesting V-UE.
Hereby, this subset must be orthogonal to the RBs allocated to other V-UEs in the same zone

71



5.5. RESOURCE ALLOCATION MECHANISM

in the same TTI. The size of RBD2D,z and the characteristics of the running V2X service,
hence, determine how many V-UEs can be supported in the respective zone.

Decentralized Approach

Assuming a �xed (or at least rarely changing) RB reservation, the sets RBD2D,z, ∀z ∈ Z,
can be communicated to the V-UEs along with the topology description. This additional
information enables support for mobile ad-hoc MAC protocols like Carrier Sense Multiple
Access (CSMA) and its derivatives [BCGS04]. Therein, each V-UE needs to verify the absence
of other tra�c before transmitting in a given RB. Limiting the pool of RBs to select from to
RBD2D,z allows for retaining the control over the cross-interference according to the spatial
resource reuse scheme in LDRAS. Ad-hoc MAC protocols, however, su�er from the hidden
node problem: this problem arises if two transmitters that are outside each other's transmission
range and cannot detect the competing medium access, simultaneously transmit in the same
RBs. This then causes a collision at a receiver, which would otherwise have been able to
successfully receive both messages. Hence, ad-hoc MAC protocols can be used as a fallback in
areas without cellular coverage. However, these are less reliable than the centralized approach
and will not be pursued explicitly in this work.

5.5.2 Resource Allocation for C-UEs

The proposed LDRAS ful�lls its design goal of adding minimal additional complexity over
conventional cellular networks. Resources can be allocated to C-UEs in the primary network
based on the MNO's regular scheduling policy with the additional constraint that RBs from the
restricted RB setRBC,z cannot be allocated to C-UEs in the respective zone z. Assuming that,
similar to the V-UEs, the C-UEs also report their zone index upon entering a new zone or it
can be determined by means of network-based positioning, this can be accommodated through
a simple modi�cation to the scheduling algorithm. Many of the practically relevant approaches
are based on some form of metric which characterizes the incentive of allocating a given RB
to a speci�c C-UE [AATSH14]. For instance, a proportional fair (PF) scheduler [LPM+09]
leverages information about the channel conditions in order to determine the ratio of the
potentially achievable throughput in a given RB and the historical average throughput of the
considered C-UE. This ratio (modi�ed according to fairness criteria) builds the PF metric. In
this regard, let κks denote the PF metric associated with C-UE k and RB s. The scheduling
decisions are then taken such that each RB is allocated to the C-UE which maximizes the
value of the PF metric.

The additional restrictions on the usage of RBs due to LDRAS can be adopted in such
a setting by modifying the PF metric to take an infeasible value in the restricted RBs, i.e.,
κks = −∞, ∀s ∈ RBC,z(k), where z(k) denotes the current zone of C-UE k. These restrictions,
naturally, only need to be enforced for RBs which are assigned to a V-UE in the zones listed
in N ′z(k) in the considered TTI. In this manner, it can be ensured that another user in the
cell will always be preferred in the a�ected RBs and that C-UEs, which would cause strong
cross-interference, are not allocated. A minimalistic example of the behavior of such modi�ed
scheduler is summarized in Table 5.1. Similar modi�cations can be introduced to any other
scheduling algorithm.
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z(k) RB1 RB2 RB3 RB4

C-UE1 1 κ11 −∞ −∞ κ14

C-UE2 2 κ21 d −∞ −∞
C-UE3 1 κ31 −∞ −∞ κ34

Allocation C-UE1 C-UE2 - C-UE1

Table 5.1: Example behavior of LDRAS-modi�ed PF scheduler for 3 C-UEs in 2 zones with
RBC,1 = {RB1,RB2,RB3},RBC,2 = {RB3,RB4}, PF-metric values κ11 > κ14 > · · · > κ34,
and under the assumption that RB1 is not used in the D2D underlay in the considered TTI.

V-UE eNB

SR [1⁄12 - 1 RB, PUCHH]

grant [66 REs, DL]

LBSR [7-20 REs, PUSCH] 
other
V-UEs

allocation [66 REs, DL]

Payload transmission

& zone

change

Payload transmission

.

.

.

Figure 5.5: Signaling protocol and required resources for the operation of LDRAS for general
and periodic tra�c.

5.6 Additional Aspects

5.6.1 Signaling and Location Information Acquisition

As opposed to CSI-based RRM, LDRAS does not require knowledge over the channel gains
and, hence, avoids the previously discussed measurement overhead. Based on an LTE system,
Figure 5.5 illustrates an appropriate protocol for the scheme. According to the proposed
resource allocation mechanism, the eNB only needs to know the zone index associated with a
speci�c V-UE and the amount of data it needs to transmit. As discussed in Section 4.4.2, a
BSR is used to report the size of the payload to be transmitted. We propose adding location
information to this message; a (local) zone index in the case of LDRAS should not take up
more than 5 bits, since an eNB is unlikely to cover more than 32 zones. In order to transmit
this Location and Bu�er Status Report (LBSR), a UE �rst needs to retrieve resources on the
PUSCH using the SR procedure (similar as in the case of the BSR for CSI-based RRM). In the
case of LDRAS, however, the eNB is able to directly respond to the LBSR with an appropriate
resource allocation for the transmission of the actual payload, as all of the required data has
already been acquired. For periodic tra�c, a simpli�cation that enables the eNB to anticipate
the demand for radio resources of each V-UE without explicit signaling is again applicable.
In such a case, the allocation is accompanied by a periodicity indicator, stating in which time
intervals the a�ected V-UE can reuse its allocated RBs without explicit authorization by the
serving eNB. Hence, the LBSR and allocation need to be updated only after a zone change.

Distributing the information on the resource reservation allows also for a CSMA-based
implementation, where the V-UEs can claim RBs in the D2D underlay autonomously to reduce
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Figure 5.6: Example zone topology for an urban deployment considering the reuse of DL
resources.

the signaling overhead even further.

5.6.2 Reuse of DL Resources

Similar considerations lead to criteria for the reuse of DL resources analogous to the ones
detailed throughout this chapter. In order to avoid repetitions, these will not be formulated
explicitly. It should be noted, however, that the roles of the guard distances r1 and r2 (or
equivalently, the channel gain thresholds h (r2) and h′ (r1)) are inverted. Hereby, r1 protects
receiving V-UEs from the cross-interference due to DL transmissions by eNBs, and r2 protects
receiving C-UEs from the cross-interference due to direct transmissions. For V-UEs in zones
with high (channel) separation from eNBs (i.e., the ones near the cell edge), this scheme
allows for reusing DL resources, which are used for transmissions to C-UEs in zones with
low (channel) separation from the eNBs (i.e., the ones close by). Hereby, the transmit power
invested by the eNBs must not exceed a certain threshold, similarly to the V-UEs in the case
of UL resource reuse. Figure 5.6 illustrates such a constellation. Allowing for the reuse of
DL resources for D2D communication in certain zones leads to two-fold bene�ts: �rst, this
allows for the decoupling of some of the vertices in the graph G (i.e., removing some of the
edges) and, hence, reduces the computational e�ort required by the graph coloring algorithm
(cf. Algorithm 5.2); second, the reduced restrictions on the UL resource reuse may lead to
a reservation assignment with less disjoint RB sets and, hence, overall more e�cient reuse of
resources.
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Chapter 6

Performance Evaluation

6.1 Simulation Setup

The performance of the proposed RASRFC/CDI-bRAA and LDRAS in terms of ful�lling the
QoS requirements of vehicular applications (as well as conventional cellular ones) is evaluated
based on extensive system level simulations. A typical urban LTE deployment with a D2D
underlay network is considered. To this end, the V-UE device class reusing cellular UL radio
resources is introduced. The available resources are organized in S = 100 RBs (equivalent
to a bandwidth of 20 MHz) following the SC-FDMA scheme [3GP10] used in the LTE UL
(cf. Figure 2.2). The simulation scenario consists of a cluster of 9 cells (see Figure 6.1);
here, we consider the outer cells to generate realistic interference to the users in the central
cell. Accordingly, the results shown here only refer to users within the central cell. The cell
constellation is chosen in order to generate a realistic interference scenario for the receiving
V-UEs near the serving eNB. The general system parameters re�ect a typical urban LTE
deployment and are summarized in Table 6.1.

6.1.1 Radio Propagation Environment

The distance/location-dependent component of the channel gains in the system is determined
by path loss (i.e., power decay with distance) and shadowing (i.e., additional power decay
due to obstacles in the environment) [TV05]. The path loss (in dB) of the links to an eNB is
computed according to the WINNER II typical urban macro-cell model [KMH+07] (adapted
to the considered system model). Hereby, Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS)
propagation conditions are considered:

PL(x) =

{
23.06 + 26 log10 (x) , for LOS,
24.3 + 35.74 log10 (x) , for NLOS,

where x denotes the communication link distance (in m). The path loss model for the computa-
tion of the signal attenuation between two communicating V-UEs, or between a D2D receiver
and the interfering C-UE, is based on the WINNER II urban micro-cell model [KMH+07].
Hereby, adapting the path loss function to the heights of the UEs in the considered scenario
yields:

PL(x) =

{
9.31 + 40 log10 (x) ≡ PLLOS (x) , for LOS,
min (PL′ (x1, x2) , PL′ (x2, x1)) , for NLOS,
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Parameter Value
Inter-site distance 1.2 km
Carrier frequency 800 MHz
Number of available RBs S 100
eNB antenna height 25 m
UE height 1.5 m
V2X relevant communication distance 20 m
Cellular SINR threshold 2 dB
D2D SINR threshold 7 dB
Resource allocation reliability threshold rth 0.01
Variance for links to eNBs 0.5
Variance for direct links 4
Shadow fading standard deviation 8 dB
Shadow fading correlation distance 50 m
Outdoor-to-indoor penetration loss 10 dB
Maximum eNB antenna gain G0 14 dBi
eNB horizontal antenna beamwidth 70◦

Maximum eNB antenna isolation 20 dB
Maximum UE transmit power Pk, ∀k ∈M 24 dBm
eNB noise �oor -117.45 dBm
V-UE noise �oor -104.5 dBm
C-UE movement speed 0 km/h
V-UE movement speed 50 km/h

Table 6.1: System and simulation parameters.
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Figure 6.1: Deployment scenario considering an exemplary shadow fading realization.

where PL′ (xa, xb) = PLLOS(xa) + 26.01 dB − 12.5nj + 10nj log10 (xb) and nj = max(2.8 −
0.0024xa, 1.84). Here, x1 de�nes the distance between the considered UEs in x-direction and
x2 is the distance in y-direction in the 2D space. Note that x1 + x2 is also known as the
Manhattan distance [BSH03].

In addition, log-normal distributed shadow fading taken from a 2D correlated fading
map [FSA04] is considered for the links between eNBs and UEs, where each of the C eNBs is
associated with a separate shadowing realization. Outdoor-to indoor propagation is subject to
an additional penetration loss of 10 dB [OKI09]. Moreover, a 2D antenna pattern is adopted
for the calculation of the antenna gain (in dBi) G (φ) at the eNBs as follows [GJF+08]:

G (φ) = G0 −min

(
25,min

(
25, 12

(
φ

70◦

)2
))

,

where φ denotes the azimuth angle determined by the positions of the transmitter and receiver,
respectively. Isotropic zero dB gain antennas are assumed for the receiving V-UEs. The e�ects
of antenna directivity and shadowing can be seen in Figure 6.1.

The e�ects of multipath-induced fading are taken into account by employing the Rayleigh-
fading model [Gol05] with di�erent variances for direct and cellular links (see Table 6.1).

6.1.2 User Tra�c and Mobility Models

The cellular terminals are uniformly distributed throughout the deployment area and are as-
sumed to be static. The V-UEs, on the other hand, are distributed on �xed roads constituting
a Manhattan grid [BSH03] with a distance of 200 m between adjacent roads in the x-direction
and 148.4 m in the y-direction. The intermittent space is occupied by buildings, emulated by
additional penetration loss. A mean vehicle speed of 50 km/h is adopted, with a probability
of turning left or right at intersections of 0.125, respectively, and a probability of a U-turn
of 0.05. Vehicles that leave the simulation area are replaced by a newly activated V-UE at a
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random point within the road topology such that a constant number of terminals is ensured
throughout the entire simulation time.

In order to reduce the simulation complexity, the full-bu�er tra�c model is adopted for all
C-UEs in the simulated scenarios. In other words, all of the C-UEs constantly transmit data
in the UL. This is done in order to always generate cross-interference to the vehicular D2D
underlay and, hence, generate a worst-case scenario for RRM.

At the same time, a broadcast-based service is considered in the D2D underlay (i.e., the
transmitted messages are to be received by all V-UEs around the transmitter within the desired
broadcasting distance) with a packet size of 580 bytes, periodicity of 10 Hz, and a transmission
delay budget of 10 ms. This tra�c pattern is modeled according to the cooperative road
safety use cases (like emergency electronic brake lights) de�ned in C-ITS [ETS09]. Hereby,
the packet size and periodicity are taken in accordance to typical Cooperative Awareness
Messages [ETS11], while the delay budget is chosen much smaller than the current state-of-
the-art de�nitions 1 in an e�ort to anticipate future needs. The initial transmission takes
place at a random time instance within the �rst 100 ms upon the activation of a V-UE. The
broadcast distance is set to 20 m. This distance is su�cient for a braking vehicle to come to
a complete stop [DE04] under the considered mobility model.

6.1.3 Reliability Requirements

The MCS 16QAM 490/1024, which is used in the LTE UL [3GP12], is selected for the timely
transmission of packets in the D2D underlay. This MCS has an e�ciency of 1.9141 trans-
ferred bits per used RE. Hence, the complete transmission of a 580 byte message in the D2D
underlay requires 15 RBs in total. The target reliability for C-ITS applications of 99.999% is
reached by said MCS at a SINR in an Additive White Gaussian Noise (AWGN) channel of
≈ 7 dB [MBL+14]. Hence, γk = γD2D = 7 dB, ∀k > K, is set throughout the simulations. In
accordance, the calibration margin for the calculation of the e�ective SINR (cf. Section 2.3)
over the entire used bandwidth is set to βMCS = 6.42 [AATK13, Table 14.2].

The applications in the primary network are assumed to have lower reliability requirements
with a SINR threshold of γk = γC = 2 dB, ∀k ≤ K. This threshold is su�cient for the MCS
QPSK 602/1024 [3GP12] to reach reliability of 90%. This enables the support for a basic
set of cellular services. Note, that the above thresholds are guaranteed with a probability of
rp,th in the worst case scenario. A large percentage of the transmissions actually experiences
much better SINR since the channel conditions are usually much better most of the time.
Moreover, Hybrid Automatic Repeat reQuest (HARQ) techniques2 [3GP16] can be used to
ensure message delivery by means of repeated transmission. Hence, the supported (cellular)
applications are not limited by the chosen thresholds.

6.1.4 Load Conditions and Statistical Signi�cance

Statistical data is gathered in 100 independent simulation runs with di�erent initial terminal
locations and shadow fading realizations. Each run lasts for 60 seconds. We assess the
performance of the proposed RRM schemes under di�erent load conditions with respect to

1A delay budget of 100ms is set in the current C-ITS standards.
2Note that HARQ techniques are not considered in the simulations, as the short delay budget and broadcast

nature of V2X messages would not allow for their adoption. At the same time, C-UEs are only considered
with a full bu�er tra�c model without explicit QoS requirements.
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N 9 18 27 36 45

rp(N) 6.3×10−4 9.5×10−6 6.5×10−6 7.7×10−8 5.1×10−8

Table 6.2: Example for the used values for rp(N) in the simulations considering CDI-bRAA,
as determined per Monte Carlo experiments.

the number of V-UEs. Low load is emulated by L = 450 V-UEs, medium load is simulated
with L = 900 V-UEs, and a high load scenario is modeled by L = 3600 V-UEs, while the
number of active C-UEs is �xed to K = 270 throughout all of the simulations. The number
of V-UEs in the medium load scenario is derived from the typical vehicle density in urban
environments according to [GSTW04]. The low load scenario considers half this amount in
order to emulate low road tra�c conditions (such as in the early morning hours). The high load
scenario considers four times the typical road tra�c in order to simulate rush hour conditions.

6.1.5 Application of CSI-based RRM

The values of rp(N) used for power control in CDI-bRAA (cf. Section 4.3.4) are calibrated
by means of Monte Carlo experiments, the results of which are summarized in Table 6.2. As
fading channels are considered, setting rp,th = 0 is infeasible. Instead, a reasonable value of
rp,th = 0.01 is selected. Note that a small threshold results in a low frequency of reusing
resources in the system.

6.1.6 Application of LDRAS

A sampling distance of dsamp = 5 m (cf. Section 5.3) is selected for the application of LDRAS to
the simulated environment for complexity reasons. The RSS target for cellular communication
is set as R0 = -85 dBm in order to allow for a su�cient power margin to interfering signals. The
resulting zone topologies further depend on the shadow fading realization and, hence, show
slight di�erences between the di�erent simulation runs. Nevertheless, comparable resource
reservations with Y = 14 disjoint RB sets are found in most runs. Each of these RB sets
contains 7 RBs to ensure fairness among the zones. Hence, a D2D transmission requires
at least 3 TTIs in LDRAS under the selected tra�c model. A representative zone topology
example is shown in Figure 5.4. Again, as fading channels are considered, it is infeasible to
have no outages. Reasonable values of pout,C = 0.1 and pout,D2D = 0.01 are selected. The

resulting V-UE transmit power is set to p(s)
k = PV-UE = 7.988 dBm, ∀k ∈M, k > K, s ∈ Sk.

The cellular UL tra�c is scheduled according to a modi�ed PF scheduler, as discussed in
Section 5.5.2. The transmit power of the C-UEs is calculated by means of fractional power
loss compensation, a mechanism used in the LTE UL [3GP12]:

p
(s)
k = min{Pk, R0 + apowLpow} dBm, ∀k ∈M, k ≤ K, s ∈ Sk. (6.1)

Here, apow ∈ [0, 1] denotes a power loss compensation factor and Lpow denotes the total power
loss measured on the respective link (in dB) including path loss, shadowing and antenna gain.
Hereby, the sum-power constraints in (2.1) must be satis�ed. Table 6.3 summarizes the control
parameters for LDRAS.
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Parameter Value
Sampling distance dsamp 5 m
Cellular outage probability target pout,C 0.1
D2D outage probability target pout,D2D 0.01
Vehicular UE transmit power PV-UE 7.988 dBm
Target RSS at eNB R0 -85 dBm
Power loss compensation factor apow 1

Table 6.3: LDRAS control parameters.

6.2 Reference Scheme

To compare the performance of the proposed schemes to RRM schemes that do not consider
QoS requirements for direct links, the UL scheduling algorithm in [ZHS10] is used as a ref-
erence. This scheme has comparable heuristic nature and computational complexity. In this
algorithm, RBs are �rst allocated to each C-UE according to the UL scheduling policy. Hereby,
a conventional PF scheduler is selected in the simulations. In a second step, complete CSI is
leveraged to determine the potential D2D transmitter expected to cause the least interference
to each cellular link. Reuse of the respective RBs in the D2D underlay is only allowed, if the
additional interference at the eNB, C-UE and D2D receiver, respectively, remains below a cer-
tain tolerable level. Hereby, the SINR thresholds for cellular and D2D links are used to derive
said tolerable level in the simulations. This algorithm ensures that the cellular performance
is not a�ected signi�cantly, while the D2D underlay is only used in opportunistic fashion and
lacks QoS support. Moreover, as the algorithm is to be applied in a distributed manner at
each individual eNB without knowledge about the decision-making at the neighboring ones,
it lacks coordination of the inter-cell (cross-) interference.

6.3 Simulation Results

6.3.1 Quality of Service

E�ective SINR Distribution in the D2D Underlay

Figure 6.2 shows the cdf of the measured e�ective SINR (i.e., SINRe�
kr) in the D2D underlay

across all relevant receiving V-UEs for the di�erent RRM schemes. Remember that each
message is transmitted in broadcast manner and can be received by a multitude of receivers
within the broadcast range of a transmitting V-UE. As can be seen, CDI-bRAA leads to
satisfactory behavior in all three load scenarios, since the SINR threshold of 7 dB is only
violated with a probability of 0.0106 in the low load scenario, 0.009 in the medium load
scenario, and 0.0135 in the high load scenario, respectively. These values lay slightly above or
below the reliability threshold targeted in the simulations (cf. Table 6.1). This small deviation
can be expected, as the simulation results do not comply with the law of large numbers due
to the limited number of runs. Hence, the performance of CDI-bRAA can be considered
satisfactory.

At the same time, LDRAS leads to identical, satisfactory behavior in all three load sce-
narios. The SINR threshold is violated with a probability of 0.00016, which is lower than
the tolerable outage probability set in the simulations (cf. Table 6.3). The cdf displays a
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Figure 6.2: Cumulative distribution function of the measured e�ective SINR in the D2D
underlay under di�erent RRM algorithms and load con�gurations.

'step' (near the 60 dB mark) due to the heterogeneous propagation conditions. This can be
attributed to the fact that transmissions tuned for reception under worst case conditions (i.e.,
around a corner) are also received by more favorable V-UEs (i.e., in LOS) with signi�cantly
higher SINR. The same e�ect can be seen in the performance of CDI-bRAA, but is slightly
less evident in the cdf curves. Nevertheless, both schemes are successful in achieving their
common design goal, i.e., satisfying the reliability SINR requirements of V-UEs.

In contrast, the reference scheme fails to meet the targeted requirements in all of the load
scenarios. This is due to the prioritization of cellular communication in this scheme and the
fact that the used scheduler is only aware of the interference between terminals served by the
same eNB, and ignores the stochastic nature of wireless channels. As a result, this scheme
tends to �rst allocate V-UEs near the cell edges, but fails to coordinate this e�ort and causes
high interference between V-UEs served by di�erent eNBs. Under the reference scheme, nearly
40% of the packets are received with an e�ective SINR that is lower than the set threshold in
the low load scenario. This negative e�ect is even ampli�ed with a growing number of V-UEs,
and the portion of SINR violations in the D2D underlay grows to nearly 80% under high load.

E�ective SINR Distribution in the Primary Network

Figure 6.3 shows the cdf of the measured e�ective SINR at the eNB serving the central cell in
the simulation scenario. As can be seen, the SINR target of 2 dB is violated under CDI-bRAA
with a probability of 0.007 in the low load scenario, 0.006 in the medium load scenario, and
0.005 in the high load scenario, respectively. These values are well within the targeted limit
of pout,C = 0.1. Furthermore, as in the case of direct communication, higher SINR values
are achieved in most cases as the required transmit power is often overestimated. This fact
can be exploited to facilitate adaptive modulation and coding to increase the throughput of
C-UEs, as it is being done in current generation LTE networks [STB11]. Hereby, a counter-
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Figure 6.3: Cumulative distribution function of the measured SINR in the primary network
under di�erent RRM algorithms and load con�gurations.

intuitive trend can be observed in the performance of CDI-bRAA, where the scheme shows
slightly better performance with increasing load. This can be explained with the higher user
diversity, allowing the algorithm to build more favorable tuples of users that reuse the same
RBs. Although a higher number of users is served, the resulting interference can be distributed
better, and thus leads to better performance.

Similarly, LDRAS shows satisfactory behavior and meets the targeted QoS requirements.
The SINR threshold is violated with probability of 0.006 throughout the di�erent load sce-
narios. Its more conservative approach to the reuse of resources and the often overestimated
transmit power also lead to much better e�ective SINR in many occasions. Again, this fact
can be exploited to facilitate adaptive modulation and coding. Due to its �xed spatial resource
reuse scheme, LDRAS shows slightly declining performance with increasing load.

Since cellular transmissions are prioritized by the reference scheme, it also meets the QoS
requirements. All three of the investigated RRM schemes show close performance in the
cellular UL under all load conditions.

Transmission Delay Distribution in the D2D Underlay

Figure 6.4 shows the cdf of the measured transmission delays (i.e., δTxk ) for the packets in
the D2D underlay. Under LDRAS over 99% of the packets in the low and medium load
scenarios are transmitted within the minimum possible delay of 3 ms considering the resource
availability in each zone and the chosen MCS. In the high load scenario, this portion shrinks
to just over 60%.

The RB allocation to V-UEs under the reference scheme is linked to the RB allocation to C-
UEs. As a result, often a larger number of RBs can be used by individual V-UEs as compared
to LDRAS. This leads to a lower best case transmission delay of 2 ms. Nevertheless, the
reference scheme displays higher delay variation.
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Figure 6.4: Cumulative distribution function of the measured transmission delays in the D2D
underlay for di�erent RRM algorithms and load con�gurations.

CDI-bRAA LDRAS Ref. scheme
low load 0 ≈ 0% 5.7%

medium load 0 ≈ 0% 36.99%
high load 0 5.4% 88.9%

Table 6.4: Portion of dropped packets due to resource unavailability for di�erent RRM algo-
rithms and load con�gurations.

In contrast, CDI-bRAA is capable of allocating the required number of RBs per packet
(i.e., 15 for the chosen MCS and packet size in these simulations) in a single TTI for all load
conditions in more than 99, 9% of the cases. The remaining less than 0.1% of the packets are
transmitted within 2 TTIs, i.e., 2 ms.

Dropped Packets in the D2D Underlay

All of the generated packets in the D2D underlay are transmitted within the given delay
budget under CDI-bRAA. Table 6.4 summarizes the portions of packets which cannot be
transmitted on time due to resource unavailability, for the di�erent simulation scenarios. As it
is shown, LDRAS is capable of satisfying the availability requirements of C-ITS applications
in the low and medium load scenarios. Under high load, the uncoordinated nature of the
packet generation by the V-UEs leads to occasional congestions, if the reserved RBs within a
certain zone are insu�cient to serve all terminals within the given transmission delay budget.
Although the scheme may serve up to 4200 V-UEs in the considered deployment (assuming
perfectly uniform distribution and aligned packet generation), the conservative behavior of
LDRAS results in dropping 5.4% of the generated data packets under high load conditions.
Higher system bandwidth would help to improve the link availability. In comparison, the
reference scheme deprives a high portion of V-UEs of resources due to its mechanics. It shows
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Figure 6.5: Probability density function of the number of relevant transmitting and receiving
V-UEs per TTI.

unsatisfactory behavior even in the lower load scenario, and nearly 90% of the packets being
discarded under high load.

6.3.2 Protocol Overhead

Figure 6.5 shows the pdf of the number of relevant V-UEs per TTI - the number of parallel
transmission attempts and the number of relevant receivers under the di�erent load conditions.
Note that the number of relevant V-UEs only takes integer values, but this plot displays a
linear interpolation of the discrete pdf for the sake of better readability. In the worst case,
there are up to 24 parallel transmission attempts to at most 17 relevant receivers in the low
load scenario, 27 parallel transmission attempts to at most 36 relevant receivers in the medium
load scenario, and up to 75 parallel transmission attempts to at most 250 relevant receivers in
the high load scenario. The respective mean values are measured at 4.5 transmitting V-UEs
and 2.3 relevant receiving V-UEs per TTI in the low load scenario, 9 transmitting V-UEs
and 9.3 receiving V-UEs per TTI in the medium load scenario, and 35 transmitting V-UEs
and 144 receiving V-UEs per TTI in the high load scenario. In order to achieve the above
shown QoS under this load, CDI-bRAA and LDRAS require CDI and location information,
respectively. The required added SMOH is summarized in Table 6.5. Hereby, the MR of each
receiving V-UE is limited to only contain information about the mean number of user per
cell and not all active users in the network. This is reasonable, as a receiving V-UE may not
be able to receive all SRSs with su�cient strength in order to do a measurement, but the
SRSs for the users within half the cell's range around it should be su�ciently strong. Further
note that the reference scheme's added SMOH in the UL is approximately 100 times higher
as compared to CDI-bRAA, as it requires complete CSI (i.e., the channel coe�cients for each
of the S = 100 RBs).

A good portion of the SMOH in the case of CDI-bRAA is transmitted in the UL. This
reduces the availability of resources for cellular UL transmissions. Under high load, the trans-
mission of management and measurement data may require a signi�cant portion of the system
bandwidth and, hence, reduce the throughput of C-UEs considerably. Under pessimistic as-
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case load CDI-bRAA LDRAS

low
UL: 8234− 29136
(5.45− 19.27%)

and DL: 5412 (3.58%)

UL: 504− 816
(0.33− 0.54%)

and DL: 3168 (2.1%)

worst med.
UL: 16926− 57768
(11.19− 38.2%)

and DL: 8316 (5.5%)

UL: 693− 1044
(0.46− 0.69%)

and DL: 3564 (2.36%)

high
UL: 185644− 594990
(122.78− 393.51%)

and DL: 42900 (28.37%)

UL: 1701− 2676
(1.13− 1.77%)

and DL: 9900 (6.55%)

low
UL: 1312.75− 3983.85

(0.87− 2.63%)
and DL: 897.6 (0.59%)

UL: 199.5− 258
(0.13− 0.17%)

and DL: 594 (0.39%)

mean med.
UL: 4241.7− 14585.7

(2.8− 9.64%)
and DL: 2415.6 (1.6%)

UL: 231− 348
(0.15− 0.23%)

and DL: 1188 (0.79%)

high
UL: 67538− 223044
(44.67− 147.52%)

and DL: 23628 (15.63%)

UL: 749− 1204
(0.5− 0.8%)

and DL: 4620 (3.06%)

worst
(limited MR)

high
UL: 39394− 156240
(26.05− 103.33%)

and DL: 42900 (28.37%)
-

Table 6.5: SMOH for di�erent load conditions and RRM schemes, measured as the sum of
occupied REs (and the corresponding percentage of the required network bandwidth).

sumptions, i.e., when a low MCS is required for the transmission of the majority of MRs
and an instantaneously high number of relevant receiving and/or transmitting V-UEs, the
required resources can even exceed the system capacity. In such a case, the transmission of
the MRs would require extra time, adding to the overall packet delay in the D2D underlay and
in the cellular UL. An attempt to reduce this overhead can be made by limiting each MR to
contain, e.g., the 10 strongest contributions at each receiving V-UE. For such a constellation,
the worst-case SMOH in the UL is signi�cantly lower: in the range of 26.05 − 103.33% of
the available bandwidth. This comes at the cost of reduced QoS, however. As it can be seen
in Figure 6.6a, limiting the MRs leads to a violation of the targeted SINR threshold with a
probability of ≈ 0.085, which might be unacceptable for advanced C-ITS applications. This
is due to the fact that CDI-bRAA allows for the reuse of resources between UEs where the
interference channels are weakest. In the case of limited reporting, exactly these channels are
left unknown and the power control OP cannot derive a proper power assignment. Limiting
the MRs of V-UEs does not a�ect the reliability of CDI-bRAA in the cellular UL signi�cantly,
as most of the relevant data (with respect to the scheduling of the C-UEs) is measured directly
at the eNBs (cf. Figure 6.6b). The di�erent power control outcome and the resulting di�erent
interference strongly a�ect the distribution of the measured e�ective SINR, however. The
limited MR leads to worse performance in approximately 70% of the cases with a signi�cant
gap of 5 − 10 dB compared to the measured e�ective SINR in the simulations with complete
MRs.

It is obvious that a system where at least 44.67% (in the mean case under high load) of
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Figure 6.6: Cumulative distribution function of the measured transmission delays in the D2D
underlay and the primary network under CDI-bRAA with complete and limited MR.
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the available UL bandwidth needs to be invested in overhead in order for it to meet its QoS
targets is not particularly e�cient. In contrast, LDRAS ful�lls its design goal and leads to
signi�cantly better performance. Even under the most pessimistic assumptions, the added
SMOH is limited to 1.77% of the UL bandwidth and 6.55% of the DL bandwidth, and, thus,
has bearable impact on the primary network's performance.

In addition to the required radio resources, the SMOH includes further delay. In the
case of CDI-bRAA, the simpli�ed protocol for periodic tra�c (such as the one considered in
these simulations) results in δSMOH = 9 ms for the �rst transmitted packet of each V-UE and
δSMOH = 7 ms for the following packets. On the other hand, the protocol for LDRAS results
in δSMOH ≤ 4 ms for the �rst packet generated after a zone change and δSMOH = 0 ms for the
following ones.

6.3.3 E�ects of Complete CSI

It should be noted that the power control in CDI-bRAA often leads to higher than required
e�ective SINR. This is due to its tendency to overestimate the transmit powers of users
required to achieve the targeted SINR violation probability. Unfortunately, it is unlikely for
the network to exploit this fact to increase the spectral e�ciency of the D2D underlay (i.e.,
through adaptive modulation and coding) due to the limited delay budget of automotive
applications, the relatively small packet sizes, and the lack of e�cient feedback mechanisms
in the context of broadcast communication.

Assuming the availability of complete instantaneous CSI, like in many of the state-of-the-
art RRM schemes, RASRFC can be applied. Figure 6.7 shows the cdf of the measured e�ective
SINR under this scheme and compares it against CDI-bRAA. As it can be seen, complete CSI
can be leveraged to achieve perfect reliability as the set SINR threshold is exactly met at all of
the worst case receiving V-UEs. The remaining receiving V-UEs do experience higher e�ective
SINR, as it can be expected. The cdf curves for RASRFC, however, remain on the left of the
corresponding curves for CDI-bRAA in all load conditions. Hence, in addition to only being
able to guarantee a certain outage probability strictly greater than zero, CDI-based RRM has
the drawback of lower power e�ciency as compared to CSI-based RRM.

Remember, however, that the acquisition of complete instantaneous CSI is infeasible in
practically relevant network deployments. At the very least, there will be some delay between
the channel measurements and the actual channel use. Hence, the input to RASRFC is
likely to be outdated and inaccurate which leads to worse performance. This can be seen in
Figure 6.7, as RASRFC shows poor reliability in this case (denoted as 'delayed CSI'), with it
failing to meet the SINR target in more than 75% of the cases. Hereby, the algorithm shows
better performance with the increasing load as a result of the higher receiver diversity.

6.4 Discussion

6.4.1 Quality of Service

The simulation results clearly indicate that satisfying the stringent QoS requirements of C-
ITS applications in the considered D2D underlay network is only achieved when special care
is taken. The opportunistic approach taken in the reference scheme (and in many of the
contributions in the literature) leads to unsatisfactory system behavior, especially with respect
to the link availability. Hereby, even under the lowest simulated load conditions, more than
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Figure 6.7: Cumulative distribution function of the measured SINR in the D2D underlay
under RASRFC and CDI-bRAA.

5% of the vehicular transmissions could not be completed within the considered time budget.
This is due to the prioritization of cellular tra�c, the e�ect of which is only ampli�ed with
the increasing D2D tra�c.

Moreover, the conventional CSI-based approach to RRM building upon the assumption of
knowing the channel coe�cients for all links in the network is incapable of satisfying the SINR
requirements of C-ITS applications, as the wireless channels are, in fact, random in nature.
This has been shown by the performance of the reference scheme (cf. Figure 6.2) and the herein
proposed RASRFC (cf. the delayed CSI case in Figure 6.7). Hence, said channel randomness
needs to be taken into account in RRM in order to enable support for (C-ITS) applications with
stringent SINR requirements in a D2D underlay. The herein proposed CDI-bRAA performs
well in this regard. However, to meet its set SINR threshold and outage target, this scheme
requires complete CDI. The acquisition of which is associated with enormous SMOH due to
the broadcast nature of V2X transmissions and the resulting need for knowledge over a huge
number of channels, and may cripple the primary network. Moreover, V-UEs operating in half
duplex manner may miss relevant transmissions while sending MRs, undermining the purpose
of CSI-based RRM in the context of C-ITS applications. Counteracting these negative e�ects
by limiting the acquisition of CDI leads to lower reliability, where the set outage target is
exceeded. (cf. Figure 6.6a and Figure 6.3).

In an e�ort to address the disadvantages of CDI-based RRM, LDRAS relies on location
information instead. Although it too satis�es the SINR and packet delay requirements of
C-ITS applications, it cannot support as many V-UEs as CDI-bRAA. This is due to its more
conservative approach to the reuse of radio resources, originating from the lack of instantaneous
channel knowledge. On the other hand, LDRAS requires signi�cantly less resources for the
transmission of control information and its added SMOH is bearable.

In summary, CDI-bRAA, depending on the duplexing capabilities of V-UEs, may be prefer-
able in situations with high V-UE density and low C-UE density. The advantages of LDRAS
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are best exploited under high cellular load.

6.4.2 Algorithm Complexity

In addition to the resulting network performance, the complexity of CDI-bRAA and LDRAS
needs to be taken into account in their respective application. On the one hand, LDRAS has
the advantage of an allocation algorithm with minimal added computational complexity over
conventional approaches. In fact, the added complexity is equivalent to keeping Z lists that
track the availability of RBs for D2D communication in each zone, and matching the available
RBs to the L active V-UEs at a given time instance. The allocation algorithm for V-UEs
can be implemented with a computational complexity of O (L), where O denotes the Big-Oh
operator [BC94]. The complete allocation e�ort is determined by the chosen scheduler for the
primary network. It should be further noted that determining the zone topology and resource
reservation in LDRAS requires signi�cant e�ort. However, as this e�ort is spent in a planning
phase and does not a�ect the allocation algorithms' complexity during their operation, we
disregard it.

On the other hand, CDI-bRAA requires the execution of convolution operations for the cal-
culation of the feasibility metric (cf. Theorem 4.3) and solving the LP (4.54a) for power control
in each of its steps (cf. Algorithm 4.2). The standard simplex method for solving the LP has a
computational complexity of O

(
MNTot

)
[RKT81], where NTot denotes the total number of al-

located users, i.e., NTot =
S∑
s=1

N(s). The standard convolution can be implemented with com-

putational complexity of O
(
L2
conv

)
, where Lconv denotes the length of the convolution [KS13].

With this, the total complexity of CDI-bRAA amounts toO
(
S
(
SM (M − 1)L2

conv +MNTot
))
.

Hence, in addition to the enormous SMOH, the higher spectral e�ciency of CDI-bRAA
comes at a price of higher computational complexity, as compared to LDRAS. This com-
plexity, however, can be reduced by splitting the LP into smaller problems with respect to
each RB, as mentioned previously, and adopting more e�cient algorithm implementations.
For example, the convolution may be calculated in the Fourier domain with a complexity of
O (Lconv logLconv) [KS13]. The simplex method may also be modi�ed to reduce its complexity
to O (NTot logNTot) [RKT81]. Moreover, due to the de�nition of the feasibility metric, many
of the convolutions can be skipped, as the data is either available from previous calculations
or the output is not changed due to convolution with the Dirac delta function.

The planning phase where the zone topology and RB reservations in LDRAS are �xed leads
to the lower computational complexity in the operation of the allocation algorithm. However,
this also leads to the lack of e�cient support for heterogeneous QoS requirements. Naturally,
di�erent zone topologies and RB reservations may be derived for di�erent SINR requirements
and outage targets, but managing a mixture of UEs with mutually di�erent requirements and
all of the possible permutations becomes increasingly complex. Hence, it is likely to adopt
only the zone topology corresponding to the most stringent requirements. This is also part
of the reason behind the lower spectral e�ciency of the scheme, as compared to CDI-bRAA
which directly supports heterogeneous SINR requirements.
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Chapter 7

Conclusions

7.1 Dissertation Summary

Motivated by the ever increasing interest in D2D communication in the context of future
5G cellular networks, and the correlation between its properties and C-ITS applications, this
work investigates the D2D paradigm from an automotive perspective. Hereby, the focus of
this work is set on the most challenging form of D2D communication, namely underlay D2D
communication, where direct links reuse radio resources occupied by conventional cellular
transmissions. The resulting cross-interference plays a key role in the network performance.
Hence, e�ective RRM is essential in order to enable support for C-ITS services with stringent
QoS requirements in a D2D underlay. In this regard, the vast majority of the state-of-the-art
contributions available at the start of this work only considered opportunistic utilization of
the D2D underlay and lacked QoS support or resulted in infeasible complexity. Hence, the
goal of this work is to deliver feasible solutions to the problem of RRM for underlay D2D
communication in future 5G networks, capable of satisfying the strict QoS requirements of
C-ITS applications.

Adopting C-ITS application in a D2D underlay is associated with the additional challenge
of supporting a huge amount of V-UEs. Their impact on the overall network performance is
assessed in Chapter 3 based on an analysis of the system's transport capacity. The envisioned
two-tier network is modeled in the context of the CSF, considering the widely adopted CSI-
and location-based models. Moreover, upper bounds on the MPUTC for cellular and direct
transmissions are derived. Although the transport capacity of the primary cellular network
may be reduced slightly by the reuse of radio resources in the D2D underlay under the CSI-
based model, the higher e�ciency of direct transmissions compensates for this fact and allows
for higher overall network capacity (cf. Theorem 3.1). Similar satisfactory behavior is also
achieved under the location-based model (cf. Theorem 3.2). Hereby, some of the consequences
of system design assumptions are more visible under this second model. The common assump-
tion of prioritizing cellular communication may prohibit underlay D2D communication when
a higher number of C-UEs is active. This is done despite the fact that direct communication is
the more resource-e�cient channel. Hence, the prioritization of services in the future two-tier
network might need to be revised in order to enable additional applications based on the D2D
paradigm (such as C-ITS services) at the cost of reduced cellular performance. Moreover,
network densi�cation through the deployment of a high number of micro and pico cells, one
of the other highly interesting topics in the context of 5G networks, reduces the possibility of
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reusing radio resources for direct communication whilst maintaining given QoS requirements.
Hence, depending on the radio propagation environment, it is likely that only the resources
available in macro cells can be reused in D2D underlay manner.

On the bright side, the demonstrated results indicate that a reasonable implementation
of a macro cellular network with a D2D underlay may be possible. It should be noted,
however, that the derived MPUTC bounds have no implications on their achievability or the
instantaneous QoS for individual users. Nevertheless, the possible favorable system behavior
motivates the remaining contributions in this work.

In this regard, we develop a feasible RRM scheme, corresponding to the CSI-based model
in the context of the CSF, in Chapter 4. Hereby, building upon the common assumption in
the literature of complete CSI knowledge, we propose the RASRFC �rst. This algorithm is
based on a resource allocation feasibility check considering the spectral radius of a matrix
which re�ects the channel conditions in the network, and the SINR requirements of all active
users. It is, however, infeasible to acquire complete instantaneous CSI in the network of
interest, as wireless channels are random in nature. Hence, RASRFC is developed further
to take this randomness into account. The resulting CDI-bRAA, extends the spectral radius
feasibility check to the domain of random variables. Hereby, we use an upper bound of said
spectral radius in order to derive an explicit function of the resource allocation as a feasibility
metric. In a second step, we derive a feasible power allocation that would allow for the SINR
requirements of all allocated users to be met with a prede�ned probability. As shown in
Chapter 6, CDI-bRAA shows satisfactory performance in this regard. However, this comes
at the cost of enormous added SMOH due to the acquisition of CDI for the huge amount of
broadcast links in the network.

In an e�ort to bypass the need for CDI and the associated costly measurements, we leverage
the location-based model in the context of the CSF to de�ne LDRAS in Chapter 5. Hereby,
the author's previous work under the assumption of non-fading channels is extended to the
more realistic fading environment. The scheme uses previous knowledge about the propagation
environment to derive guard distances between UEs that reuse the same radio resources such
that the QoS requirements of all a�ected users can be met. In order to minimize the manage-
ment overhead in this regard, LDRAS builds upon the concept of partitioning the deployment
area into spatially disjoint zones. This partitioning is done by projecting the problem in the
domain of clustering analysis. Hereby, the radio resources that are to be used for cellular
and D2D communication in each zone are reserved such that the (cross-) interference between
users in di�erent zones is within the tolerable limits. This is done by means of a graph coloring
approach, based on the derived guard distances and zone topology.

Finally, we validate the performance of the developed RRM schemes' by means of exten-
sive system level simulations in Chapter 6. The need to explicitly consider QoS in RRM is
demonstrated by a comparison to an opportunistic state-of-the-art reference scheme which
fails to meet the link availability requirements of C-ITS applications. In contrast, both CDI-
bRAA and LDRAS ful�ll their design goal and enable reliable and timely D2D communication.
Hereby, LDRAS supports a lower number of V-UEs as compared to CDI-bRAA as a result of
its more conservative approach to resource reuse. This is also inline with the MPUTC bounds
in Chapter 3. The more e�cient resource utilization under CDI-bRAA comes at the prize of
extremely high SMOH for the acquisition of the required CDI. This SMOH may even cripple
the primary network under higher load scenarios. Attempting to reduce it by limiting the
number of links for which CDI is acquired leads to violations of the SINR requirements.

Alternative CSI/CDI-based and location-based RRM schemes are likely to have similar (or
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even higher) SMOH as CDI-bRAA and LDRAS, respectively. Hence, CSI/CDI-based schemes
like CDI-bRAA, may only be preferable in situations with high V-UE density and low CUE
density. The advantages of location-based schemes, such as LDRAS, are best exploited under
high cellular load and moderate V-UE density.

7.2 Additional Remarks

Although reasonable, the combination of D2D broadcast distance, QoS requirements, and
propagation environment models in the considered simulations may take a di�erent shape in
realistic deployments. A signi�cant increase in the desired broadcast distance or much stricter
SINR requirements, for example, would result in greater guard distances in the context of
LDRAS. These may cause an ine�cient zone topology where radio resources cannot be reused
in the same cell. Similar behavior, but to a slightly lesser extent, is expected from CDI-bRAA.
Hence, the use of orthogonal spectrum for direct transmissions (i.e., overlay or out-band D2D
communication) may be necessary when considering extremely stringent QoS requirements.

The herein developed RRM schemes are de�ned with focus on the D2D underlay case, but
are also applicable to the less challenging overlay and out-band D2D communication cases.
The lack of cross-interference in such scenarios allows for signi�cant simpli�cations. In the case
of CDI-bRAA, the allocation problem splits into two separate ones: one for C-UEs and one
for V-UEs. Hereby, the required SMOH is reduced by the fraction corresponding to the cross-
interference links. The broadcast nature of the vehicular transmission, however, still results
in the necessity to transmit a huge amount of channel coe�cients from receiving V-UEs to
their serving eNB.

In an overlay or out-band D2D communication setting, LDRAS can be reduced to only
control the direct transmissions. Hereby, the expressions for the derivation of the needed guard
distances are simpli�ed due to the elimination of cross-interference terms. In fact, de�ning a
special guard area around each eNB is not needed. Although the planning phase is simpli�ed,
the added SMOH in the operation of the allocation algorithm remains the same.

7.3 Outlook

Although the contributions in this work reach their aim of enabling reliable vehicular D2D
communication, additional questions arise from their context and may serve as a basis for
further investigations. For example, power economy has not been addressed in this work.
In this regard, it may be possible to derive power control mechanisms with lower power
consumption, especially in the case of CDI-bRAA.

Moreover, the CDI input to this algorithm is likely to su�er from estimation errors in a
realistic deployment. Hence, means of mitigating the e�ects of such input uncertainty may be
required in order to reach the herein demonstrated reliability in the error-free case. Similarly,
the e�ect of inaccurate channel models and means for the mitigation of the resulting errors
may be of interest in the context of LDRAS.

Furthermore, the set SINR targets can only be met by CDI-bRAA with the required prob-
ability when complete CDI is available. Its acquisition by means of measurements, however,
may not be feasible under higher load conditions. Hence, alternative methods such as channel
prediction may help reduce the SMOH whilst preserving CDI-bRAA's reliability.
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Finally, the implications of using multiple antennas at each UE/eNB (i.e., considering a
Multiple-Input Multiple-Output system) may be investigated in an e�ort to boost the spectral
e�ciency of the considered two-tier network even further.
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List of Symbols

∆ Environment-speci�c control parameter for successful cellular communica-
tion under the location-based model
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under the location-based model

1 All-ones vector of appropriate size
A Interference coupling matrix for the entire system bandwidth
a Auxiliary variable

a
(s)
kl E�ective interference power gain
α Auxiliary variable
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αpow Power correction factor
α′ Auxiliary variable
apow Fractional power loss compensation factor
A(s) Interference coupling matrix (associated with RB s)
b1 Auxiliary variable
β Auxiliary variable
β1 Auxiliary variable
β2 Auxiliary variable
βMCS MCS-speci�c calibration margin
β′ Auxiliary variable
C Number of eNBs over the area of interest
C The set of complex numbers
ckl Auxiliary variable
C Set of available colors at a given instance in the graph coloring algorithm
C′ Auxiliary set of colors in the graph coloring algorithm
Cz Set of eNBs that may serve users in zone z
d Desired D2D/V2X broadcast distance
δ Auxiliary positive constant
δE2Ek E2E transmission delay for transmission k
δSMOH
k SMOH delay for transmission k
δTxk Actual transmission delay for transmission k
dkl Distance/location-dependent channel gain component for the link between

transmitter k and the worst-case receiver associated with transmitter l
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(s)
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G E�ective interference coupling matrix
G Graph
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Γ Matrix collecting the SINR targets of all users for all RBs
γC SINR requirement for cellular transmissions
γD2D SINR requirement for D2D transmissions
γk SINR requirement of user k

γ
(s)
k SINR target of user k for RB s

γ(s) Vector collecting the SINR targets of all users for RB s
G (φ) Antenna gain at the eNBs
g′ Exponential random variable
h (·) Distance-dependent component of the channel gain at agiven distance in

the propagation model for D2D communication

h
(s)
kl Channel coe�cient for the link between transmitter k and the worst-case

receiver associated with transmitter l, in RB s
h′ (·) Distance-dependent component of the channel gain at agiven distance in

the propagation model for cellular communication
h(w) Constant power gain control parameter for location w under LDRAS
H(w) Constant power gain for potential direct transmissions originating from a

transmitting V-UE at location w to all other locations in the network
i Numer of already allocated users in a given iteration of CDI-bRAA
I Identity matrix of appropriate size

I
(s)
kl Auxiliary random variable, de�ned as I(s)

kl = γ2
kπks

d2kl
d2kk
Z

(s)
kl

ι Auxiliary variable in a Laplace transformation
k Primary transmitter/transmission index
K Total number of cellular users to be served at a given time
Kactive Set of active C-UEs at a given time instance
κks PF metric associated with C-UE k and RB s
l Secondary transmitter/transmission index
L Total number of D2D users to be served at a given time
λ MPUTC in the primary network
λ′ MPUTC in the D2D underlay
λx Mean of the random variable tx
Lconv Length of the numerical convolution
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Lpow Power loss on a given link (in dB)
M Total number of cellular and D2D users to be served at a given time
M Set of active users to be served at a given time
M(w) Matrix that describes the locations, where another transmitter is allowed

to transmit in the same RBs as a V-UE at location w
M′(c) Matrix that describes the locations, where a V-UE may reuse the radio

resources occupied by a cellular UL transmission

m
(w)
u,v (u, v)-th element of the matrix M(w)

m
′(c)
u,v (u, v)-th element of the matrix M′(c)

N0 The set of natural numbers and zero

η
(s)
kr Noise power at receiver r associated with transmitter k, in RB s
nsim Number of parallel cellular transmissions
n′sim Number of parallel D2D transmissions
NTot Total number of allocated users
Nz Set of relevant neighbors to zone z, which impose restrictions on the sets

of RBs that can be used for D2D transmissions
N ′z Set of relevant neighbors to zone z, which impose restrictions on the sets

of RBs that can be used for cellular transmissions
Oz Cluster of locations in zone z
P Set of feasible resource allocations
P Set of feasible power assignments
PC-UE Maximum transmit power of C-UEs
φ Azimuth angle
Π Allocation matrix
πks (k, s)-th element of the matrix Π
Pk Maximum transmit power of user k

p
(s)
k Transmit power of user k in RB s
pout,C Targeted outage probability of cellular communication
pout,D2D Targeted outage probability of D2D communication
p(s) Power vector associated with RB s

PV-UE Upper bound on PV-UE
PV-UE Maximum transmit power of V-UEs
q Transmit powers of all users in all RBs
r Receiver index
R0 Targeted RSS at a receiving eNB
r1 Desired minimum distance between a receiving eNB and an interfering V-

UE
r1 Upper bound on r1

r2 Desired minimum distance between a receiving V-UE and an interfering
C-UE

r2 Upper bound on r2

RBC,z Set of RBs reserved for cellular communication in zone z
RBD2D,z Set of RBs reserved for D2D communication in zone z
RBy y-th subset of RBs
r(C) Radius of the coverage area of an eNB, depending on the number of deployed

eNBs
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M−1
M
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l 6=k

(
γkπksa
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)2

R+ The set of strictly positive real numbers
rp,th Threshold on the probability of meeting the SINR targets of all of the

allocated users
R (k) Set of relevant receivers associated with transmitter k
rth Fixed probability threshold
r̃ (k) Worst-case receiver associated with transmitter k
S Total number of available RBs per TTI
S Similarity matrix
s RB index
σ2
C Variance of the Rayleigh fading on cellular links
σ2
D2D Variance of the Rayleigh fading on D2D links
σ2
kl Variance of the Rayleigh fading on the link between transmitter k and the

(worst-case) receiver of transmitter l
SINRe�

kr E�ective SINR measured at receiver r associated with transmitter k over
the entire transmission bandwidth

SINR(s)
kr SINR measured at receiver r associated with transmitter k, in RB s

Sk Number of RBs allocated to transmitter k at a given time
Sk Set of RBs allocated to user k at a given time
S Set of available RBs
sw,w′ (w,w′)-th element of the matrix S
T Transmission interval
Ttotal Number of graph coloring trials
tx Auxiliary exponential random variable
U Number of horizontal pixels
U (k) Urgency metric
υoutk Acceptable outage probability for transmission k
V Set of vertices in a graph
V Number of vertical pixels
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) (
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W System bandwidth
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