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A B S T R A C T

Integrated circuits (ICs) are used in virtually every technical product,
from consumer devices to hardware in more critical applications, such
as infrastructure management and the military. At the same time,
sophisticated side-channel analysis (SCA) attacks using chip failure
analysis (FA) techniques can be leveraged to extract logical states from
within the chip. So-called logic state imaging techniques allow the
extraction of, for instance, data from on-chip memory cells by optical
inspection through the chip’s backside. If used maliciously, this endan-
gers the chip’s secret keys, user data, and intellectual property (IP).
Consequently, countermeasures must be in place to protect from these
powerful attacks. Chip manufacturers, however, have not yet put the
highest effort into developing and integrating innovative countermea-
sures for a few reasons. First, it is expected that measures like masked
implementations developed to protect against traditional SCA can also
prevent attacks using FA tools. Second, it may be seductive to think
that these attacks are too complex in terms of reverse engineering,
which can prevent attacks. Third, it is believed that the high costs of
suitable setups hinder potential adversaries.

This work demonstrates that schemes designed to protect against
traditional SCA do not protect against single-trace optical techniques.
We show that the individual key shares can be extracted using laser
logic state imaging (LLSI) – a technique applied for security investiga-
tions for the first time. Furthermore, we show that applying machine
learning techniques can significantly reduce the reverse engineering ef-
fort. In this regard, we show how to extract secrets using convolutional
neural networks (CNNs) automatically. Concerning the argument of
high setup costs, we show that attacks can be conducted much cheaper
than expected. Our setup for thermal laser stimulation (TLS) is cheaper
by a factor of ten compared with conventional FA tools. The mentioned
techniques, though, can not only be utilized for attacking devices. In
this regard, we use LLSI to spot malicious modifications of hardware
implementations on field-programmable gate arrays (FPGAs) and
show how tiny and dormant hardware Trojans (HTs) can be detected
reliably.

Finally, this work discusses future research directions and challenges
for laser-based hardware security investigations. Future directions
include the new class of active SCA techniques, the development of
countermeasures, and the simulation of optical probing techniques.
The main future challenges discussed in this thesis are increasing logic
densities, new transistor designs, 3D packaging, and backside power
delivery networks.
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Z U S A M M E N FA S S U N G

Integrierte Schaltungen (ICs) werden in praktisch jedem technischen
Produkt verwendet, von Verbrauchergeräten bis hin zu Hardware in
kritischeren Anwendungen, wie z.B. im Infrastrukturbetrieb und beim
Militär. Zugleich können komplexe Angriffe mit Seitenkanalanalyse-
Techniken (SCA) und Methoden aus der Chip-Fehleranalyse (FA)
ausgenutzt werden, um logische Zustände aus Chips zu extrahieren.
Sogenannte Logic State Imaging-Techniken ermöglichen beispiels-
weise die Extraktion von Daten aus Speicherzellen durch optische
Inspektion durch die Chiprückseite. Bei böswilliger Nutzung gefähr-
det dies geheime Schlüssel, Benutzerdaten und geistiges Eigentum
(IP) auf dem Chip. Folglich müssen Gegenmaßnahmen umgesetzt
werden, um sich vor diesen wirkungsvollen Angriffen zu schützen.
Aus meheren Gründen haben die Chip-Hersteller jedoch noch nicht
die größten Anstrengungen in der Entwicklung und Integration von
innovativen Gegenmaßnahmen unternommen. Zum einen wird er-
wartet, dass Maßnahmen wie Masking-Implementierungen, die zum
Schutz gegen traditionelle SCA entwickelt wurden, auch Angriffe mit
FA-Tools verhindern können. Zweitens könnte man meinen, dass opti-
sche Angriffe bezüglich des nötigen Reverse Engineering zu komplex
sind und somit Angriffe verhindert werden. Schließlich wird auch
angenommen, dass die hohen Kosten für geeignete Setups potenzielle
Angreifer fernhalten.

Diese Arbeit zeigt, dass Algorithmen, die zum Schutz gegen her-
kömmliche SCA entwickelt wurden, keinen Schutz gegen optische
Single-Trace-Techniken bieten. Wir zeigen, dass die einzelnen Schlüs-
selanteile mit Hilfe von Laser Logic State Imaging (LLSI) extrahiert
werden können - eine Technik, die zum ersten Mal für Sicherheitsun-
tersuchungen eingesetzt wird. Darüber hinaus zeigen wir, dass die
Anwendung von Techniken des maschinellen Lernens den Reverse-
Engineering-Aufwand erheblich reduzieren kann. In diesem Zusam-
menhang zeigen wir, dass man mithilfe von Convolutional Neural
Networks (CNNs) automatisch kryptografische Schlüssel extrahieren
kann. Was das Argument der hohen Setup-Kosten anbelangt, so zeigen
wir, dass Angriffe viel kostengünstiger durchgeführt werden können
als bisher angenommen. Unser Setup für die thermische Laserstimula-
tion (TLS) ist im Vergleich zu herkömmlichen FA-Tools um den Faktor
zehn günstiger. Die genannten Techniken können jedoch nicht nur für
Angriffe verwendet werden. In diesem Zusammenhang verwenden wir
LLSI, um bösartige Modifikationen von Hardware-Implementierungen
auf Field-Programmable Gate Arrays (FPGAs) zu detektieren und zei-
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viii zusammenfassung

gen, wie winzige und inaktive Hardware-Trojaner (HT) zuverlässig
erkannt werden können.

Schließlich diskutiert diese Arbeit zukünftige Forschungsrichtungen
und Herausforderungen für laserbasierte Hardware-Sicherheitsunter-
suchungen. Zu den zukünftigen Richtungen gehören eine neue Klasse
aktiver SCA-Techniken, die Entwicklung von Gegenmaßnahmen und
die Simulation von Probing-Techniken. Die in dieser Arbeit disku-
tierten zukünftigen Herausforderungen sind steigende Logikdichten,
neue Transistordesigns, 3D-Packaging, und rückseitige Stromversor-
gungsnetze.
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1
M O T I VAT I O N

At first glance, it creates a shiny, mirror-like, but almost unimpos-
ing impression. I am talking about a piece of silicon called a die or,
more colloquially, a chip or an integrated circuit (IC), as shown in
Fig. 1.1. It contains electrical circuitry comprised of billions of tran-
sistors in an area typically no larger than a thumbnail. Almost every

Fig. 1.1: Flip-chip packaged IC.

technical product nowadays contains
one or more of these chips, be it a
washing machine, smartphone, car, or
autonomous vehicle. The increasing in-
tegration and shrinkage of structures,
and therefore, a price reduction of
manufacturing, has enabled this devel-
opment. Depending on the use case,
functionality is traditionally achieved
by running software on a microproces-
sor or designing application-specific
integrated circuits (ASICs). The advantage of the latter is higher per-
formance and power efficiency. Reconfigurable hardware, such as
field-programmable gate arrays (FPGAs), offers a third possibility. As
the name indicates, the configuration of FPGAs can be changed in
the field, making hardware patchable and allowing faster times to
market. In addition, manufacturers are combining microprocessors,
FPGAs, and other specialized hardware such as graphics processing
units (GPUs) and machine learning (ML) accelerators in one chip to
create powerful reprogrammable systems on a chip (SoCs).

Due to the complex structures in modern ICs, manufacturers and Failure analysis tools
for debugging
integrated circuits

chip vendors widely use failure analysis (FA) tools to debug their

Fig. 1.2: Infrared image of the
chip shown above.

circuits. Modern ICs are comprised of
many metal layers on the front side of
the chip, making access to the active sil-
icon area, where the transistors reside,
almost impossible. Therefore, current
FA techniques access the chip through
the backside. Since silicon is transpar-
ent to near-infrared (NIR) light, optical
techniques can be used without phys-
ical contact with the device. Fig. 1.2
depicts the previously shown chip, im-
aged with an infrared camera. It re-
veals the inner structures of the IC, pre-

1



2 motivation

viously invisible to the human eye. Different techniques exploiting the
transparency of silicon to NIR light are used in practice. One class of
techniques captures the photons emitted by the circuit, for instance,
due to transistor switching activities. Another class used to investigate
the inner structure and operations of the chip is laser-based FA tools.
Using a laser scanning microscope (LSM), a laser can be positioned
precisely on the location of interest on the IC or scanned over a region.
Such a setup can inspect the chip without influencing it electrically. For
instance, thermal laser stimulation (TLS) can establish a side channel
in the device’s current consumption by creating a local heat gradi-
ent. On the other hand, the laser light reflected from the device is
influenced by the electrical properties of the chip and thus yields
information about internal voltage levels. The corresponding methods
are called optical probing techniques. All FA techniques that aim to
extract the inner logic states of circuits by creating a 2-dimensional
image can be classified as logic state imaging techniques. This work
focuses on single-trace logic state imaging techniques, meaning that
the logic state of a circuit of interest can be captured with a single
measurement. Although FA techniques were initially developed for
debugging ICs during the development and production phase, they
can also be used by malicious entities to attack devices.

Look at news articles from the last few years, and you will findICs are used in
critical applications several warnings and reports about cyber attacks on critical infrastruc-

tures. While writing this thesis, Russia wages war against Ukraine,
likely using cyber attacks as a tool in modern warfare [1]. The increas-
ing number of cyber attacks against companies and critical infrastruc-
tures rouses governments to protect their infrastructure better [2]. Vital
infrastructure like power grids, train lines, mobile networks, and hos-
pitals rely on IT infrastructure based on embedded systems containing
ICs. Since most of the reported attacks are caused by weaknesses in
software, the industry is focusing on securing software implementa-
tions. However, even if the software is hardened against attacks, the
system is still insecure as long as the hardware is vulnerable. Espe-
cially edge computing systems or moving targets like autonomous
machines are physically much more exposed than, for instance, servers
in a data center. Once an adversary has access to such a system, she
can perform hardware attacks at will. Consequently, the threat of
hardware attacks can not be neglected for embedded systems and
must be explored by industry and academia.

The deployed devices typically contain cryptographic keys, userThreats: extraction of
secrets and malicious

modifications
data, and intellectual property (IP). Once extracted, a potential adver-
sary might gain access to protected systems and secret information
or can clone devices. Furthermore, malicious entities can modify the
hardware’s functionality before or after manufacturing to, for instance,
cause information leakage or create a backdoor or kill switch. Such
modifications, called hardware Trojans (HTs), are a big topic in the
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area of trustworthy electronics. The U.S. Department of Defense, for
instance, has recently adopted a zero-trust approach to buying micro-
electronics [3]. It states that every newly acquired piece of hardware
must be validated before it is used. The reason is that through un-
trusted or hacked manufacturers, vulnerable hardware can end up
being used in critical devices, enabling an outsider to control the sys-
tem. For FPGAs, an adversary can not access or change the hardware
configuration during the production of the IC, as it will only be pro-
grammed by a trusted entity or even the end user. On the one hand,
this can prevent IP extraction and malicious modifications. However,
contrary to ASICs, the FPGA’s implementation is even modifiable in
the field. Therefore, if not protected well, an adversary can insert an
HT at any time during a device’s usage.

Due to manufacturing and performance reasons, many ICs are Flip-chip: easy access
to the chip’s backsidebrought to the device in flip-chip packages today, see Fig. 1.1. In such

a package, the chip’s backside faces up, allowing easy access to the
active area. This allows testing engineers to non-invasively analyze
the chip regarding malicious modifications, such as HTs. On the other
hand, adversaries can more easily deploy optical FA tools for attacks.
Therefore, industry and society must deal with this double-edged
sword by knowing the potential capabilities of attackers and trying to
protect against them.

Recent work has demonstrated that LSM-based FA tools can be Problem statement of
this thesisleveraged to extract data from security primitives [4, 5] and an FPGA’s

configuration data [6] and decryption keys [7, 8]. Nevertheless, most IP
designers and chip manufacturers do not integrate countermeasures
against this class of attacks into their designs and devices. Besides,
parts of the security community might think that theoretical models
developed for classical side-channel resistance hold for all kinds of
side-channel attacks, including optical FA attacks. On top of that, it
is believed that tamper-proof memories, where the direct extraction
of content is not easily possible, can reliably protect secrets stored on
the device. During usage, though, the secrets will typically be loaded
into volatile memories, which can be vulnerable to extraction using
FA techniques. Finally, chip vendors believe that attacks using FA
equipment are costly and complex and, therefore, can not be carried
out by many entities.

Together with my co-authors, in this thesis, I am examining the fol- Research question
and scientific
contribution

lowing main research question: What are the threats and opportunities of
laser-based logic state analysis concerning the security of modern integrated
circuits? In this regard, we investigate if theoretical models that ensure
side-channel resistance still hold for optical attacks. We implement
protected versions of a cryptographic core on an FPGA and apply a
single-trace optical probing technique to investigate the effectiveness
of the protection. This is the first application of laser logic state imag-
ing (LLSI) in the hardware security field. Furthermore, we study how
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computer-aided secrets extraction can be accomplished and how prac-
tical automated reverse-engineering approaches are. In this respect,
we first conduct automated single-trace measurements on memory el-
ements of microcontrollers and FPGAs. Then, we apply deep learning
techniques to the obtained images to investigate whether the secret
keys contained in these memories can be extracted automatically. In
addition, we investigate if tools are available for lower prices than
expected by building and testing a low-cost setup for laser stimulation
attacks. Finally, we investigate how logic state imaging techniques
can detect tampering with the hardware design. In this regard, we
implement small configuration changes on an FPGA and compare the
results of unmodified and modified hardware. Additionally, we test
the approach on HT benchmarks available online.

This work follows a cumulative format, meaning that the relatedThesis structure

publications are reprinted as originally published. Therefore, their
layout clearly and by requirement from the university differs from
the main layout of this thesis. After Chapter 2, which provides back-
ground information on ICs and laser-based circuit analysis, each of the
following four subsequent chapters (3-6) presents and discusses one
of the publications listed at the beginning of page ix. One downside
of a cumulative dissertation is that partial doubling of background
information between the publications can not be avoided, which might
require the reader to jump over already-known descriptions and ex-
planations. The advantage is that each chapter is self-contained and
can be read independently.

Accordingly, Chapter 3 shows that the t-probing security model
must be revisited when considering optical logic state imaging tech-
niques. In Chapter 4, we evaluate if it is possible to skip the tedious IC
reverse-engineering and to directly extract secrets from the chip in an
automated fashion. Chapter 5 presents a low-cost setup for TLS that
can extract secrets from ICs. In Chapter 6, we show how to apply logic
state imaging techniques for detecting HTs on FPGAs. Chapter 7 is
devoted to discussing the overall findings of this thesis by considering
newly published literature, giving insights into potential future work,
and introducing future challenges for laser-based logic state extraction.
Finally, Chapter 8 summarizes and concludes this thesis.



2
B A C K G R O U N D

This chapter gives background information not captured in detail in
the scientific publications but may be of interest to readers outside
the fields of electrical engineering and hardware security. It covers the
composition of digital ICs and laser-based analysis of devices.

2.1 very large-scale integration

Transistors are the main building blocks of any digital IC. Today’s
chips integrate billions of transistors that implement different func-
tionalities. The process of creating such complex ICs is called very
large-scale integration (VLSI). In standardized, automated processes,
a logic design is translated into a chip layout definition, which is
then used as a floor plan to manufacture the chip. Many steps are
required to create a functional device. Typically beginning with a uni-
formly doped silicon wafer1, numerous sequential photolithography,
ion implantation, deposition, etching, oxidation, and polishing steps
are performed [9, pp. 180 ff.]. The result is a wafer with field-effect
transistors on its top, see Fig. 2.1. This area with the transistors is
called the active area because the actual switching activity and logic
functionality is located here. After the transistors have been created, a
stack of metal layers is added that connects the individual transistors
with each other and the chip’s front side, where pads are created to
route the signals to the outside.

Multiple instances of a design are placed next to each other on a
larger wafer. After manufacturing, this wafer is cut into pieces, and
the individual dies are put into a package. The package connects the

1 Doping will be explained in the following section.

Metal layers and
interconnects 

Silicon
substrate 

Active area with
transistors 

Front

Ba�

Fig. 2.1: Schematic of a chip cross-section.
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Pa�age substrate

Pa�age balls

Bond wiresPads

Pa�age substrate

Die

(a) Wire bonding: chip’s backside facing down

Pa�age substrate

Solder 
bumpsInfill Die

(b) Flip-chip: chip’s backside facing up

Fig. 2.2: Comparison of wire and flip-chip bonding in a ball grid array (BGA)
package.

delicate pads to a larger footprint which can then be mounted on a
printed circuit board (PCB). Depending on the application, different
package types are used. Traditionally, chips were wire-bond to the
package, meaning that the front side faces up and thin copper wires
connect the pads with the package pins, see Fig. 2.2a. The die is molded
into a plastic case afterward. Modern chips are often manufactured in
flip-chip packages, meaning the silicon backside faces up, and the die
is connected using solder bumps to the package, see Fig. 2.2b. Due to
performance, size, cost, and better compatibility, flip-chip packages
are becoming more popular and widely used [10]. The advantage of
this package type for laser-based analysis is that the chip backside is
often directly accessible.

2.1.1 Field-Effect Transistors

The essential building blocks in a VLSI circuit are metal-oxide-semicon-
ductor field-effect transistors (MOSFETs). Two types of transistors are
typically used to implement digital CMOS circuits: n-channel metal-
oxide-semiconductor (NMOS) and p-channel metal-oxide-semicon-
ductors (PMOSs) transistors. They are manufactured using negativelySilicon doping:

introducing
impurities

diffused silicon rich in electrons (n-doped) or positively diffused
silicon rich in positively charged holes (p-doped). Doping means
that impurities are introduced into the silicon. Silicon atoms have
four valence electrons that create a crystal lattice by forming covalent
bonds between their valence electrons. N-doped silicon is created by
implanting donor atoms with one valence electron more than silicon,
such as phosphorus or arsenic. In this way, one electron of the donor
stays weakly bonded. If enough energy is provided, e.g., by an electric
field, the electron can be liberated and freely move to act as a charge



2.1 very large-scale integration 7
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As Si
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Si Si Si

(a) n-type silicon where donor impu-
rities add free electrons that can
move through the silicon

Si

SiSi

B Si

Si

Si Si Si

(b) p-type silicon where acceptor im-
purities create free holes that at-
tract electrons from nearby bonds

Fig. 2.3: Silicon crystal structure for n- and p-doped substrates.

carrier, see Fig. 2.3a. These electrons are referred to as free electrons.
Similarly, p-doped silicon is created by implanting acceptor atoms with
one valence electron less than silicon, for instance, boron or aluminum.
Therefore, one bond between the acceptor and silicon atoms stays
unsatisfied. The missing electron is called an electron hole, which
attracts electrons from nearby covalent bonds, see Fig. 2.3b. When
an electron moves, this will create another hole, starting a chain-like
process, effectively moving the hole around the silicon. Consequently,
the holes can freely move and act as charge carriers.

A MOSFET is implemented as a channel area with drain and source The structure of a
field-effect transistorconnections at each end, see Fig. 2.4. The drain and source areas are

highly doped, as the "+" indicates. The channel is influenced by the
electric field generated by a gate electrode made from polysilicon or
metal, which is electrically isolated from the channel. Depending on
the gate-source voltage, carriers are attracted or depleted from the
channel region under the gate. For digital circuits, typically enhance-
ment field-effect transistors (FETs) are used, meaning that the channel
is high-ohmic or non-conducting when a zero gate-source voltage is
applied.

An NMOS transistor consists of an area of p-type silicon as the
channel that separates two sections of n-type silicon: the drain and
source, see Fig. 2.4. Due to the p-n junctions between the source and
drain and the channel, free carriers are depleted from their boundaries
even if no voltage is applied. This is because free electrons from the
n+ doped area diffuse into the p-substrate to fill a hole. Conversely,
free holes diffuse into the n+ doped area where the bond is satisfied
with a free electron. The area is called the depletion region, as no free
electrons or holes are present in that area that could cause a current
flow.

If a small positive gate-source voltage is applied, electrons are Subthreshold region:
no free carriers in
the channel



8 background

n+ 

D 
G 

S 

p-type substrate 

B 

p+ n+ 

depletion region 
free hole 

free electron 

(a) Subthreshold region (high-ohmic
channel, VGS < Vth)

D 
G 

S B 

n+ 

p-type substrate 

n+ p+ 

inversion layer
(�annel) 

depletion region 

(b) Linear region (low-ohmic channel,
VGS ⩽ Vth, VDS < VGS – Vth)

Fig. 2.4: MOSFET operation modes relevant for steady-state analysis. B: Bulk,
S: Source, G: Gate, D: Drain, Vth: Threshold voltage.

attracted toward the gate and fill the holes, effectively pushing the free
holes in the p-type substrate further away from the gate. Consequently,
no free carriers are in the gate area, meaning the depletion regions have
expanded and continuously reach from drain to source, see Fig. 2.4a.
The transistor is then said to be in the subthreshold region, where
it is switched off, and theoretically, no current can flow between the
drain and the source. Nevertheless, some electrons at the source can
enter the channel and flow to the drain, which causes a small leakage
current flow. The gate-source voltage has an exponential influence on
that leakage current.

At a specific gate-source voltage, the threshold voltage (Vth), moreLinear region: free
charge carriers in the

channel
electrons from the bulk silicon have been attracted so that the p-type
channel area has been changed to n-type. The channel is said to be
inverted. At this point, enough carriers have been accumulated that
a channel can form, which begins to operate as a low-ohmic resistor
and a current can flow. Due to the highly doped source area, more
carriers can move into the channel region. The transistor is then said
to be in the linear region because the gate voltage, relative to both the
drain and source voltages, has a linear influence on the current flow.

The third operating region of the MOSFET is saturation, whereSaturation region:
channel is pinched

off
mainly the gate voltage controls the current flowing through the
channel. It occurs if the drain-source voltage exceeds the saturation
voltage (VDS > VGS – Vth). In the saturation region, no channel exists
near the drain region anymore; the channel is said to be pinched off.
Nevertheless, through the high electric field, a current continues to
flow with the charge carriers being more spread into the substrate. In
digital logic, transistors are used as a switch, meaning that the drain-
source voltage is approximately zero when the transistor is on, as no
load is driven. Consequently, the saturation region is irrelevant when
studying static states of digital logic, as in this work. Nevertheless, it
should be noted that the transistors shortly enter the saturation region
when switching to another logic state because the internal capacities of
the logic gate are charged or discharged. Readers interested in details
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on the static conditions in a MOSFET may be directed to [11, pp. 92 ff.]
or [9, pp. 140 ff.].

For the PMOS, the behavior can be explained analogously to the
NMOS transistor with the difference that holes are the charge carriers.
Its channel is made of n-type silicon, and the drain and source area
is from p-type silicon. The electric field attracts holes toward the
gate if a negative gate-source voltage is applied. The electrons are
pushed away from the channel so that more atoms with unsatisfied
covalent bonds remain. Once the applied voltage is strong enough,
a conductive channel forms. Due to the different mobility between
electrons and holes, the electrical characteristics are different between
NMOS and PMOS transistors. To compensate for that, the dimensions
of the transistors, such as the channel length, can be adapted.

It should be noted that the transistor has a fourth terminal, which
is connected to the bulk silicon. On that terminal, typically, the same
voltage as to the source of the transistor is applied to avoid a forward
biasing of the diodes from the drain/source to the substrate and well.
Consequently, the bulk connection is required to make the transistor
operate as intended.

2.1.2 CMOS Technology

Most digital ICs are nowadays manufactured in a complementary Complementary
transistors: low
static power
consumption

metal-oxide-semiconductor (CMOS) technology. It uses pairs of NMOS
and PMOS transistors to implement logic gates with different func-
tionality, such as inverters, NAND and NOR gates, and memory cells.
The transistors connected between the output of the logic gate and the
supply voltage (VDD)2 are summarized as pull-up network (PUN),
typically implemented by PMOS transistors. The complementary part
typically consists of NMOS transistors connected between the output
of the logic gate and ground (GND) and is called pull-down net-
work (PDN). The result of this and the main characteristic of CMOS
logic is that, theoretically, only a current can flow between VDD and
GND while switching, when the transistors in both the PUN and PDN
are conducting. Therefore, in a static state, no power is consumed.
Compared to non-complementary logic styles like NMOS logic, CMOS
has dramatically reduced power consumption and thus was already
used since the 1980s. Most of today’s chips, above 95% as of 2011,
are manufactured using CMOS technologies [9]. In order to prevent
a leakage current flow between neighboring transistors, today’s pro-
cesses implement shallow trench isolation (STI). It separates transistors
by a trench that reaches into the bulk silicon, filled with dielectric
(electrically insulating) material such as silicon dioxide.

Another reason for the dominance of CMOS technologies is that Different process
varieties and wafer
types

they can be manufactured with a low number of defects on a small

2 VDD and VCC are typically used interchangeably for the positive supply voltage.
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Fig. 2.5: Simplified cross-section of a CMOS inverter manufactured in an
n-well process. B: Bulk, S: Source, G: Gate, D: Drain.

chip area. This has allowed the continuous shrinking of transistors
until today. One aspect of its good manufacturability is that NMOS
and PMOS transistors can be integrated into a single bulk wafer that is
uniformly doped. Most of today’s chips are built on a p-doped wafer,
whereas the NMOS transistors can be easily integrated by adding n-
doped drain and source areas. For the PMOS transistors, an additional
area of n-doped silicon has to be added, called the n-well, see Fig. 2.5.
Note that CMOS can also be implemented on an n-type substrate
with p-wells or a twin- or triple-well [9]. The latter two allow separate
optimization for n-type and p-type transistors [12]. However, due to
the lower cost of wafers and fewer process steps, the n-well process
is preferred in most modern technologies. It should further be noted
that instead of a bulk silicon wafer, also heavily doped silicon wafers
with an epitaxially grown layer to avoid latch-ups can be used [9, p.
180]. Furthermore, a silicon-on-insulator (SOI) wafer that electrically
separates the transistors from the bulk silicon can be used to improve
performance. The applicability of laser-based analysis on these wafer
types will be discussed in Section 2.2.1 and Section 7.4.2. Finally, it
should be noted that the previous description does not contain all
details of the CMOS technology. Its purpose is instead to give the
reader the most important principles and facts.

Driven by the demand for more computational power and higherTechnology node
generations efficiency, CMOS technologies have evolved over the years. Higher

performance was in the past mainly achieved by increasing the logic
density in the chip, involving a downscaling of the transistors. This
continued shrinkage has been reflected in the so-called technology
nodes, named after length units. Until approximately the 45nm tech-
nologies, the name indicated the transistor sizes. More precisely, it
referred to the contacted poly pitch, which gave information about
the gate length. Since the channel length of the transistors could not
be reduced further, other aspects than the channel length were shrunk
to achieve higher transistor densities. In the most recent technology
nodes, the node name became an artificial marketing number, basically
still trying to follow Moore’s law that predicted that the transistor den-
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sity would double every 24 months. However, transistor shrinkage can
no longer fulfill Moore’s law, and the shrinkage is slowing down [13].
Additionally, technologies with the same name from different compa-
nies do not have comparable transistor sizes or densities. The actual
sizing of current and future technologies and their influence on the
applicability of laser-based analysis of ICs will be discussed in more
detail in Section 7.4.1. In general, the small structures are stressing
the physical limits of IC manufacturing more and more, requiring
high debugging efforts. Consequently, the small technology sizes are
also challenging the FA community to come up with debugging tools
offering higher resolutions.

The transistor structure described previously is called a planar A word on 3D
transistor designsCMOS technology, meaning that the gate is placed as one flat block

onto the channel. Today’s chips manufactured with 20nm technologies
and larger are typically still produced in planar CMOS technology.
However, due to the continuous shrinkage of transistor sizes, the
leakage current flowing while the transistor is switched off became
a severe problem. Therefore, in smaller technologies, there is a shift
towards 3D transistor structures to achieve further shrinkage while
keeping the leakage current of the transistors in a tolerable range.
These advanced technology nodes can only be manufactured by a few
companies worldwide, like TSMC, Intel, and Samsung. For further
information on 3D transistor designs, please refer to Section 7.4.2.
Note that all devices investigated in this work were manufactured in
planar CMOS technology.

The inverter is the most simple logic gate in the CMOS technology, CMOS inverter and
combinatorial logicconsisting of one PMOS in the PUN and one NMOS in the PDN.

Fig. 2.6 shows the circuit diagrams for the two static logic states.
When the input is logic 1, the PMOS has a high-ohmic channel and
the NMOS a low-ohmic channel, effectively pulling the output to
GND (logic 0). If logic 0 is applied to the input, the states are flipped
around, and the output is pulled to VDD (logic 1). Two consecutive
inverters are called buffer gate, which is used to convert the potentially
degraded input voltage levels to a strong 0/1 or to provide a higher
driving strength at the output of the buffer. These logic gates are called
combinatorial logic, as their functioning is not influenced by a clock
signal, and the output changes immediately when the input changes.
Other combinatorial logic gates, like NAND and NOR gates, contain
more than one transistor in the PUN and PDN.

Combinatorial logic gates can not store a value over time. Memory CMOS memory cells
and sequential logiccells like static random-access memory (SRAM) cells and flip-flops

(FFs) are used for that purpose. By implementing two cross-coupled
inverters, where the output of the first inverter is connected to the
input of the second inverter and vice versa, the logic value is retained
in the cell as long as it is powered. For writing new values and reading
the current value, further transistors are needed. Memory elements are
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Fig. 2.6: Circuit diagrams of a CMOS inverter in the two different steady
states.

typically only updated upon the edge of a clock signal, and therefore,
they are referred to as sequential logic. Since CMOS memory cells
will be described in detail in the publications contained in this work,
please refer for more information to the publication in Chapter 3 on
page 28 or in Chapter 4 on page 47.

Logic state imaging techniques, as presented in the following section,How the state of a
transistor can be

extracted
can extract the state of a transistor, i.e., can detect whether it is in the
on- or off-state. Since CMOS logic consists of complementary pairs
of transistors, the only information required to extract the logic state
is which transistors are switched on and which are switched off. The
techniques used in this thesis can, on the one hand, heat a transistor
using a laser, which influences the power consumption of the device
depending on the transistor state. On the other hand, the number
of free carriers in the transistor’s channel can be measured optically,
which makes it possible to distinguish between the different states of
a transistor.

2.2 laser-based analysis of integrated circuits

This section covers the principles of laser-based analysis of ICs using
FA microscopes and gives an overview of the main setup used in this
work.

2.2.1 Interaction of Light with Silicon

When using microscopy to investigate semiconductors, different effectsReflection,
transmission, and
absorption of light

have to be considered. A light beam that hits a surface can be reflected
or refracted. Usually, a portion of the light is reflected and a portion
is refracted, depending on the properties of the involved mediums.
Refraction can be split into two parts; the transmission through the
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Fig. 2.7: Penetration depth in intrinsic (undoped) silicon at 300K. Data
from [17].

medium and the absorption by the medium. The material properties
and the wavelength of the light with the connected photon energy
dictate the portion of each effect. The intensity of a light beam propa-
gating in a medium decreases typically exponentially with increasing
distance d [14]:

I(d) = I0 · e−α(ω)d , (2.1)

where I0 is the intensity of the light before it enters the material
and α(ω) is the absorption coefficient that depends on the angular
frequency of the wave. Note that ω = 2πf and λ = v(λ)/f where λ is
the wavelength, f is the frequency, and v is the propagation speed or
phase velocity of light in the medium. This variation of the speed of
light depending on the wavelength is called dispersion.

The ratio between the speed of light in vacuum c and the phase
velocity v is defined as a medium’s absolute refractive index n = c/v.
In a nutshell, the refractive index defines how much the path of the
light is bent when entering one medium from another and how much
of the light is reflected. Note that the wavelength of a light source is
typically given for vacuum or air, where n = 1 and n ≈ 1, respectively.
Due to the change in phase velocity, the wavelength in a medium will
change with the medium’s index of refraction as λ = λ0/n, where λ0
is the wavelength of the light in vacuum [15].

Coming back to the absorption, one derived number from α(ω) is
the penetration depth which is given by

δ =
1

α(ω)
, (2.2)

and specifies the depth where the light intensity has decreased to 1/e

(37%) of its original value [16]. This number indicates the required
sample preparation concerning the thickness of the bulk silicon.

Given the above formulae, the wavelength, which is inversely pro- The bandgap of
silicon as an
important factor

portional to the photon energy of the light, is a vital aspect to consider
when relying on the propagation of light in a material. A distinctive
point in the wavelength-dependent absorption characteristics of silicon
is connected to its semiconducting property. Silicon has a band gap
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at around 1.12 eV, which corresponds to the photon energy of light
with a wavelength of around 1.1µm. Photons with energies above the
silicon band gap can be absorbed by the silicon by liberating an elec-
tron that can then act as a charge carrier. Light with photon energies
smaller than the silicon band gap (λ > 1.1µm) interacts mainly ther-
mally with the silicon. While the injection of photocarriers is a desired
effect for fault injection techniques, optical side-channel techniques
preferably rely on light with photon energies smaller than the silicon
bandgap to not unintentionally change the behavior of the device
under test (DUT).

In general, silicon is transparent to light in the near-infrared (NIR)
region. Especially wavelengths above the silicon bandgap can pass
silicon very well with a penetration depth of a few tens of meters
for a wavelength of around 1.3µm [17], see Fig. 2.7. When coming
closer to the bandgap, the absorption increases, and the penetration
depth drops to a few millimeters. In the visible light spectrum, the
corresponding penetration depth reduces to only a few micrometers.
Depending on the applied wavelength, thinning the silicon backside of
the chip under investigation can be necessary, as the typical thickness
of the bulk silicon is a few hundred micrometers.

Besides the wavelength, also the doping concentration influencesInfluence of doping
on the absorption the absorption [18]. Since the doping concentration of the bulk silicon

is relatively low, NIR light with wavelengths above 1.1µm can pass
the silicon well. However, for very high doping concentrations, silicon
becomes almost opaque in the NIR range [19]. Since wafers with an
epitaxially grown silicon layer are typically based on a highly doped
bulk wafer (cf. Section 2.1.2), the optical analysis of devices using this
type of wafers might not be possible without aggressive thinning of
the silicon backside. Nevertheless, this kind of wafer does not seem to
be broadly used, as all devices investigated in this work were built on
lightly doped bulk silicon.

2.2.2 Laser Scanning Microscope

Since the chip is transparent in the NIR region, lasers in that range
of wavelengths can be used to analyze the device. This is typically
achieved with a laser scanning microscope (LSM), which incorporates
laser light sources that can be focused through a microscope objective
on the sample [20]. A scanner, typically consisting of galvanometric
mirrors, can scan the laser beam over the field of view. Fig. 2.8 shows a
schematic of such a system, where the different lenses focus and defo-
cus the laser light, and the beam splitter allows the light reflected from
the device to enter a detector. This detector is typically an avalanche
photodiode that converts the incoming light into electricity, which is
used in the LSM to measure the reflected light’s intensity. LSMs are
typically designed so that only light that is within the focal plane can
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Fig. 2.8: Schematic of an LSM setup. Figure based on own illustration previ-
ously published in [22].

reach the detector, which is then called a confocal LSM [21]. The light
has to pass so-called pin-holes that block light not coming from the
focal plane.

One important aspect of microscopy is the optical resolution. The Optical resolution as
a limiting factor for
laser-based analysis

resolution R can be defined as the minimum distance at which two
points can be distinguished from each other. For a microscope system,
it can be defined by the Rayleigh criterion as

R = 0.61λ/NA , (2.3)

where λ is the wavelength of the light and NA is the numerical aper-
ture. The NA depends on the angle of light accepted by a lens and the
index of refraction of the medium the lens is operated in (n = 1 for
air) [23]. Although different definitions for optical resolution exist, all
of them contain the relationship between the wavelength and the NA
as R ∼ λ/NA.

An intuitive way to explain the optical resolution for an LSM is
using the beam diameter. Depending on the optics and the wavelength
of the light, the laser beam focused on the DUT can only reach a
specific minimum diameter. Therefore, if the transistor density is
so high that the beam can only cover more than a single transistor,
the resolution is not high enough to resolve a single transistor. Due
to the Gaussian distribution of the beam, the highest intensity is in
the center of the beam. One possibility to calculate the laser beam
diameter is calculating the Airy disk’s diameter, which assumes a
perfectly focused beam. By definition, the diameter coincides with the
full width at half maximum of the intensity (FWHM), i.e., the distance
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Fig. 2.9: Reflected light image of a Microsemi PolarFire SoC, consisting of
multiple images acquired with a 5× lens. The regular structures
of the logic fabric can be distinguished from the more irregular
structures of the processor cores’ synthesized logic.

from the beam’s center where the intensity is 50% of the intensity in
the center. For a confocal microscope, the FWHM can be calculated
as [23]:

FWHM = 0.87
λ

NA
. (2.4)

For an illustration of the laser beam’s distribution, see Fig. 7.1 in
Section 7.3, where this definition is used to simulate optical probing
measurements. Consequently, the optical resolution limits the appli-
cability of laser-based analysis of ICs on small and densely-placed
transistors. For a discussion on future challenges for FA and security
analysis and an illustration of the available optical resolution versus
the IC technology nodes, see Section 7.4.1 in the discussion.

Due to the different materials and doping concentrations in the chip,Reflected light
images for analysis
of functional blocks

and navigation

an optical image that shows the internal structures of the chip can
be acquired by analyzing the amount of reflected light over the scan-
ning position. This image can be used to localize different functional
blocks, such as memories or synthesized computation cores, and aid
navigation on the chip. For instance, for the SoC shown in Fig. 2.9,
the FPGA logic and microprocessor cores can be distinguished clearly.
Apart from capturing an optical image from the chip, different tech-
niques can be used to analyze the electrical signals within the chip, as
discussed below.
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Fig. 2.10: Concept (a) and simplified electrical setup (b) for TLS. The laser is
scanned over the DUT and the changes in the current consumption
are measured, grayscale-encoded, and mapped onto the scanning
position by PC software.

2.2.3 Laser Stimulation

One FA technique initially developed to detect faults such as short
circuits or improper connections is laser stimulation. The general
principle is to measure device parameters like voltage or current con-
sumption while influencing the device using laser radiation. Scanning
a region of interest with the laser can help to localize faults because
the DUT behaves differently in the presence of a fault. Depending on
the laser wavelength, either photocarriers are generated or mainly heat
is induced by the laser beam, cf. Section 2.2.1. The former technique is
called photonic laser stimulation (PLS), and the latter is thermal laser
stimulation (TLS).

Apart from localizing defects, laser stimulation can be used to create Thermal laser
stimulation to
extract logic states

a data-dependent side channel in the measured device parameter. In
other words, the laser’s influence allows the extraction of internal logic
states from the DUT [24]. To not influence the DUT’s operation by the
laser radiation, TLS is the preferred technique. Fig. 2.10 shows the
principle of TLS where the device’s current consumption is measured
while scanning with a laser over the device. The measured values are
grayscale-encoded and mapped onto the scanning position, which
leads to a 2D response map.

The effect allowing to extract logic states is Seebeck voltage genera- Seebeck effect causes
the generation of a
voltage drop

tion that occurs when a thermal gradient is created in silicon. Fig. 2.11
shows a MOSFET transistor in the on-state (with a low-ohmic channel)
under thermal stimulation at the drain. According to the Seebeck
effect, the temperature gradient created between the metal contact and
the channel causes a diffusion of carriers that acts like a voltage source
(VSeeb.) [4, 25]. The same effect can be observed when stimulating the
source of the transistor, though the voltage source will have the op-
posite sign [25]. If the transistor is in the off-state (with a high-ohmic
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Fig. 2.11: Seebeck voltage generation by thermally stimulating the drain area
of a MOSFET. Figure based on [7, 24].
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Fig. 2.12: Principle of how thermal stimulations leads to increased current
consumption in a CMOS buffer, which can be measured externally.
If the buffer is in the opposite state (with input 0), the drains of the
first inverter’s PMOS and the second inverter’s NMOS transistor
are sensitive to TLS. Figure based on [4].

channel), one connection of the Seebeck generator is floating, and the
voltage source is ineffective.

The voltage of the Seebeck generator is in the range of 0.2mV K−1Measuring the
Seebeck voltage to 0.4mV K−1, which can be hard to detect at a pin of the IC, as

an electrical path between the point of generation and the pin must
exist [4]. In CMOS technologies, though, there is no static current path
between VDD and GND because at least one transistor in that path is
in the off-state (cf. Section 2.1.2). Therefore, a single inverter’s state
can not be extracted using TLS. However, the Seebeck voltage can be
detected if applied to the gate of another transistor that is the only
off-state transistor between VDD and GND. Then the changed gate
voltage has, via sub-threshold operation, an exponential influence
on the current flowing through the transistor. In the case of a CMOS
memory cell or a buffer, it allows the direct extraction of the logic gate’s
state. Fig. 2.12 shows for a buffer gate how the stimulation at the drain
of the first inverter’s PMOS leads to an increased leakage current
in the second inverter’s NMOS transistor. This increase in current
consumption can be measured in the device’s power consumption.
How a CMOS memory cell’s content can be extracted using TLS will
be shown in the publication in Chapter 4 on page 47.
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Fig. 2.13: Concept of optical probing (a) and simplified electrical setup for
LLSI (b). The supply voltage is modulated, the laser is scanned over
the DUT, and the reflected light is fed into a spectrum analyzer
and inspected for the modulation frequency. Its output is mapped
onto the scanning position.

2.2.4 Optical Probing

Apart from influencing the device with the laser and measuring a
device parameter, the light reflected back from the chip can be ana-
lyzed to extract information about the voltage levels and logic states,
see Fig. 2.13a. The corresponding techniques are referred to as optical
(contactless) probing techniques. The origin of the optical probing sig-
nal can mainly be described by the effects of absorption and refraction
due to free carriers [26, 27]. The influence of a change in the charge
carrier density ∆N for the wavelength λ, the index of refraction n, and
the absorption coefficient α can be calculated as [27]:

∆n =

√
1−

(qλ)2

4(πc0)2ϵ0
· ∆N
m

and (2.5)

∆α =
λ2q3

4π2c30ϵ0
· ∆N

nm2µ
, (2.6)

where q is the electron charge, ϵ0 is the permittivity of free space, c0
is the speed of light in vacuum, µ is the mobility of the charge carrier,
m is the effective mass of the charge carrier, and n is the index of
refraction given as n = n0 +∆n with n0 being the index of refraction
taking dispersion into account. As can be seen from the equations,
the light’s absorption and refraction depend on the number of free
carriers in the optical beam. Since the voltages applied to the terminals
of transistors and capacitors change the number of charge carrier
densities in the silicon, this explains why the voltage levels in the chip
can be probed optically.

The modulation of the reflected light by different carrier concen- Contactless probing
of dynamic signals
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trations in the chip can be used to probe the internal voltage levels
at a transistor of interest. This functionality can be compared with
acquiring a waveform using an oscilloscope. However, due to the
weak modulation of the light, several hundred iterations of the same
waveform must be integrated to achieve a reasonable signal-to-noise
ratio (SNR). During such a measurement, the laser beam is parked
at the position of interest, and multiple iterations of the waveform
are integrated. The technique is called laser voltage probing (LVP), or
when an incoherent light source is used, as in this work, electro-optical
probing (EOP) [28].

In order to localize areas of interest that should be probed, theLocalization of
periodically

switching transistors
beam can be scanned over the device. Then at each beam location, the
reflected light is analyzed by a spectrum analyzer for a set frequency.
The resulting amplitude at each scanning position is then grayscale-
encoded and plotted over the position, resulting in a 2D map of
the scanned area. In this way, all locations switching at a specific
periodic frequency can be localized. The technique is called laser
voltage imaging (LVI), or if an incoherent light source is used, electro-
optical frequency mapping (EOFM) [29].

These two techniques, though, can only be used to extract the logic
states from the chip if the same operation with the same data of
interest can be repeated for many iterations. Consequently, memory
cells’ contents that are not preserved over multiple iterations can not
be read out using the classical EOP and EOFM as described.

Modulating the supply voltage creates another possibility to extractAnalysis of static
transistor states logic states. The technique is based on EOFM and is called laser

logic state imaging (LLSI) [30]. Its idea is that the modulation of
the supply voltage only heavily affects the carrier concentrations of
low-ohmic transistors, i.e., that are in the on-state. Consequently, in
this case, the logic states can be extracted without any switching
activity in the circuit. However, the states of the transistors have to
stay constant during the entire measurement. Fig. 2.13 shows the
concept of LLSI, where a laser is scanned over the device and the
reflected light is captured by a detector. The detector signal is fed
into a spectrum analyzer set to the power rail’s modulation frequency.
The output of the spectrum analyzer is mapped onto the scanning
position, which results in a 2D image of the scanned area. The supply
voltage modulation is typically achieved by adding a sine wave with a
peak-to-peak voltage in the range of tens to a few hundred millivolts
to the normal supply voltage.

Fig. 2.14 shows how the logic state from a buffer can be extracted.
Due to the modulation of the supply voltage, the concentrations of
free carriers are modulated as well. This effect gives a strong LLSI
signal only for on-state transistors, which allows deducing the logic
state of the buffer [30].
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Fig. 2.14: Principle of LLSI logic state extraction on a CMOS buffer. Only on-
state transistors show a clear signature in the LLSI image. Figure
based on [30].

2.2.5 Phemos-1000 Failure Analysis Microscope

The LSM used in this work is a Hamamatsu Phemos-1000 failure analy-
sis microscope. It incorporates different light sources, such as a 1.3µm
laser for thermal stimulation and a 1.3µm high-power incoherent light
source (HIL) for optical probing. Furthermore, it offers different lenses:
a 0.5× macro lens, and 5×, 20×, 50×, and 100× magnification lenses.
The 50× lens is optimized for optical probing and has a silicon thick-
ness correction feature. The highest optical resolution can be achieved
with our 50× lens, which has an NA of 0.71. Thus, when using a
wavelength of 1.3µm, the FWHM (Equation 2.4) of the laser spot is
around 1.6µm, which corresponds to an optical resolution according
to the Rayleigh criterion (Equation 2.3) of 1.12µm. Although the beam
is limited in its minimum diameter, it can be scanned on a smaller grid
over the device. The granularity of the scan can be controlled by set-
ting the scanner zoom. A scanner zoom of 2× to 8× can be configured
for the laser scanner, which results in a smaller area being scanned

(a) Overview of the Phemos-1000 lab (b) LSM inside the enclosure

Fig. 2.15: Hamamatsu Phemos-1000 setup used for this work.
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with higher precision. Next to the LSM functionality, the Phemos also
houses a camera for spatial photon emission measurements.

The entire setup is shown in Fig. 2.15a. A dark box enclosure con-
tains the microscope itself, providing shielding from the laser radiation
for the user and blocking light from the outside, see Fig. 2.15b. Sam-
ples can be placed under the microscope on a vacuum chuck. The
operation of the Phemos can be fully controlled from a PC, which runs
the control software. The racks next to the dark box contain, on the
one hand, components that belong to the Phemos, such as the optical
probing controller. On the other hand, there are further instruments
to control the DUT, such as waveform generators, amplifiers, and an
oscilloscope.
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3.1 side-channel analysis and masking schemes

Classical side-channel analysis (SCA) attacks have been known and
used for many years. Researchers have explored different ways to
extract secret information, such as keys from cryptographic operations.
By observing the power consumption or the electromagnetic (EM)
emanation, as the most prominent examples, it is possible to extract the
secret directly from the captured traces or with the help of statistical
analyses. In this regard, after recording millions of traces of the same
algorithm, techniques such as differential power analysis (DPA) can
leverage the weakest data dependencies to obtain the secret [31]. Due
to the relevance of attacks for devices on the market, companies and
academia have started developing countermeasures in the early 21st
century [32, 33].

Most countermeasures were designed to remove exploitable data Countermeasures
against side channel
attacks

dependencies from the side channel. While so-called hiding counter-
measures try to completely eliminate leakage caused by computation,
masking countermeasures try to make the leakage independent from
the processed data. Masking schemes make use of randomization and
concepts known from multiparty computation. They split the compu-
tation in a randomized way so that observing the individual parts of
the computation to reconstruct the secret becomes more challenging
or even impossible [34]. Probing security models try to prove the
effectiveness of such schemes by assuming limited capabilities of the
attacker, caused by physical restrictions. An example and one of the
earliest models used to assess the security of masking schemes against
probing attacks is the t-probing model [34, 35]. The assumption is that
attackers only have a limited number of independent probes available
to observe the circuit’s operation. Only by observing all shares in a
statistically independent way, the secret can be reconstructed.

Masking schemes have become one of the most promising pro- Masking not yet
standardizedtections against SCA attacks. However, although masking is among

the countermeasures employed in today’s secure smartcards, such
as banking cards, it is not yet standardized. The National Institute
of Standards and Technology (NIST) in the U.S. is about to form a
masked circuits library, but they are currently not taking any actions
toward standardization [36]. Nevertheless, countermeasures against
SCA attacks are part of the Common Criteria (CC) defined by cer-
tification bodies in several countries, for instance, by the National
Cybersecurity Agency of France (ANSSI) and The Federal Office for

23
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Information Security of Germany (BSI) [37]. Consequently, manufac-
turers increasingly integrate masking schemes into their recent devices
but keep details about it confidential.

Considering the growing application of masking schemes, we startedResearch question

to investigate whether these schemes can protect against optical SCA
attacks. It seems obvious that the required number of independent
probes to observe the individual shares limits an adversary conducting
power or EM analyses. For power analysis, typically only one point for
measuring the consumed power is available. Nevertheless, statistical
analyses also allow higher-order attacks and, therefore, potentially
even attacks against masked implementations with a low number of
shares [38]. EM analysis can allow the positioning of multiple probes
on the IC. However, spatial limitations restrict the number of inde-
pendent probes to a low number [39]. For optical logic state imaging
techniques, however, these limitations might not be valid anymore.
One technique of interest that had not yet been leveraged for security
purposes is called LLSI (cf. Section 2.2.4). It is a single-trace logic state
imaging technique. The idea is that when halting the clock, the logic
states of, for instance, data registers can be read using optical probing
in a single measurement. In the following work, we have investigated
the threat of LLSI for masked implementations of cryptographic cores.

3.2 publication

The publication is reprinted subsequently. It was presented at the 2021
IEEE Symposium on Security and Privacy (SP) and published in [40]. The
logic state images acquired in connection with this publication are
available in [41].
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Abstract—Due to its sound theoretical basis and practical effi-
ciency, masking has become the most prominent countermeasure
to protect cryptographic implementations against physical side-
channel attacks (SCAs). The core idea of masking is to randomly
split every sensitive intermediate variable during computation
into at least t+1 shares, where t denotes the maximum number
of shares that are allowed to be observed by an adversary without
learning any sensitive information. In other words, it is assumed
that the adversary is bounded either by the possessed number
of probes (e.g., microprobe needles) or by the order of statistical
analyses while conducting higher-order SCA attacks (e.g., differ-
ential power analysis). Such bounded models are employed to
prove the SCA security of the corresponding implementations.
Consequently, it is believed that given a sufficiently large number
of shares, the vast majority of known SCA attacks are mitigated.

In this work, we present a novel laser-assisted SCA technique,
called Laser Logic State Imaging (LLSI), which offers an
unlimited number of contactless probes, and therefore, violates
the probing security model assumption. This technique enables
us to take snapshots of hardware implementations, i.e., extract
the logical state of all registers at any arbitrary clock cycle
with a single measurement. To validate this, we mount our
attack on masked AES hardware implementations and practically
demonstrate the extraction of the full-length key in two different
scenarios. First, we assume that the location of the registers (key
and/or state) is known, and hence, their content can be directly
read by a single snapshot. Second, we consider an implementation
with unknown register locations, where we make use of multiple
snapshots and a SAT solver to reveal the secrets.

Index Terms—EOFM, Hardware Security, LLSI, Masking,
Optical Probing, Probing Model, Side-Channel Analysis

I. INTRODUCTION

Electronic embedded devices are an indispensable part of
our today’s connected systems. To ensure the confidential-
ity and integrity of processed data in these systems, strong
cryptography is needed. But even in the presence of such
cryptographic primitives, the security of deployed devices still
can be compromised by attackers, who can gain access to
these devices and thus launch physical attacks. Side-Channel
Analysis (SCA) attacks are examples of such physical threats,
which are hard to detect and mitigate due to their most often
passive nature. SCA attacks exploit the inevitable influence of
computation and storage on different measurable quantities on
a device, such as timing [1], power consumption [2], Electro-
Magnetic (EM) emanation [3], and photon emission [4].

§These authors contributed to this work when they were with Technische
Universität Berlin.

Several countermeasures have been proposed to defeat SCA
attacks. Among them, masking has been shown to be the
most effective one that can be applied to most cryptographic
schemes. Masking schemes are based on the principle of split-
ting the computation over several randomized and independent
shares. To prove the security of the masked implementations,
the t-probing model was first introduced in the seminal work
of Ishai et al. [5]. In this model, the adversary is assumed to
be limited by the number of t probes available for observing
the computation on wires. In such a scenario, we require
to employ at least t + 1 shares to assure that the adversary
cannot learn any sensitive information from t observations. In
practice, assuming such a limit is quite plausible.

For instance, due to the lack of spatial distance in case of
invasive micro/nano-probing attacks or EM analysis, we expect
the number of possible probes to be very limited. Moreover,
the higher number of probes leads to a more expensive probe
station, and hence, the cost of multi-probe stations is another
limiting factor for the adversary. Currently, the most advanced
commercially-available nano-probe station consists of at most
eight needles [6]. Similarly for EM stations, the largest setup,
which has been reported so far only in [7], makes use of three
simultaneous probes. In the case of classical power analysis,
typically only one physical probe is available. However, it
captures the entire circuit’s power consumption, including that
of all shares of all sensitive variables at once (univariate) or at
multiple time instances (multivariate). Therefore, higher-order
statistical analyses dealing with such power measurements to
some extent reflect the number of probes, for example, see [8].
Such higher-order analyses are, however, strongly affected by
the noise level [9]. Consequently, it is believed that employing
a sufficiently large number of shares can – in the presence of
noise – avert classical SCA attacks.

On the other hand, more advanced photonic SCA attacks
from the chip backside [10] enable the adversary to capture
side-channel information of several transistors simultaneously,
and hence, can provide a large number of probes. However,
these attacks can only extract data during transitions. More-
over, due to the typically low Signal-to-Noise Ratio (SNR),
the integration of leakages associated to many executions of
the cryptographic algorithm with attacker-controlled inputs is
necessary. Yet, the existing randomization in masking schemes
makes measurement repetition and integration over the same
data infeasible. While randomization has been mainly consid-
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ered as a countermeasure against power/EM SCA attacks in
the literature, optical attacks become ineffective as well due
to their need for integration.

In response, an intriguing research direction dealing with
single-trace SCA attacks has been formed, which mainly target
the implementation of public-key algorithms requiring a large
number of clock cycles [11]–[13]. Besides, there have been ef-
forts to mount SCA with a minimum possible number of traces
by profiling the target in advance, also known as template
attacks [7], [14]. Unfortunately, these techniques are relevant
only for specific cryptographic schemes and cannot be applied
in general to all masked implementations. Furthermore, the
profiling phase, in the case of template attacks, might be
infeasible in real-world scenarios, where only one sample is
available. Besides, it should be noted that profiling still does
not guarantee the success of the SCA attack by a single-trace
measurement and cannot easily scale with an increase in the
number of shares. Driven by the limitations mentioned above,
the following question arises: Does a practical single-trace
SCA technique exist that offers an unlimited number of probes
while not being limited to specific cryptographic algorithms?
Our Contributions. In this work, we indeed positively answer
the above question. We present a novel laser-assisted SCA
attack from the chip backside using a known Failure Analy-
sis (FA) technique, called Laser Logic State Imaging (LLSI)1.
By modulating the voltage supplying the transistors on the
chip, the corresponding light reflection (originating from a
laser scanning irradiation on these transistors) also becomes
modulated. The resulting modulation is highly data dependent
because only transistors in the on-state affect the reflection
of the laser. We demonstrate how an adversary can deploy
LLSI in a particular clock cycle to take a snapshot from the
entire circuit and recover the state of all transistors, which
form the gates and registers. Hence, it enables the adversary to
have an unlimited number of contactless probes during a time
period, which invalidates the central underlying assumption of
the probing security model for masking schemes. Moreover,
in contrast to other optical attacks or conventional SCA
techniques, LLSI does not require any repeated measurements
with the same data. Therefore, the existing randomness in
masking schemes does not have any protective effect.

To validate our claims, we consider two attack scenarios.
First, we assume that the location of the registers is known
to the adversary; hence their content can be directly read
out using a single snapshot. If this includes key and/or state
registers of the underlying cipher, extracting the secret key is
straightforward. In this case, the effort for the attacker grows
linearly with the number of shares. Second, we demonstrate
that even without knowing the location of the registers, the
attacker can still recover the secret key by capturing a couple
of snapshots at consecutive clock cycles, and making use of

1It should be noted that conducting LLSI from the IC backside has been
previously reported in the failure analysis community. We claim neither this
technique nor our experimental setup as the contribution of this work. Our
primary intention is to draw attention to the potential threat of this known but
not well-researched technique as an attack tool.

a SAT solver. Apart from several simulation-based investiga-
tions, to practically show the effectiveness of LLSI we mount
snapshot attacks on masked AES designs implemented on a
Field Programmable Gate Array (FPGA) manufactured with
a 60 nm technology. As a result, we successfully break the
security of the targeted masked implementations by extracting
their full-length keys.

II. BACKGROUND

A. Masking Countermeasures and t-Probing Model

While several customized countermeasures (e.g., shielded
hardware, current filtering, and dual-rail logic) have been
designed to protect specific cryptographic implementations
against SCA attacks, masking is known as the most widely
studied one with sound theoretical and mathematical founda-
tions. The main idea behind masking schemes is to make use
of a couple of parties (order of the masking), and split the
intermediate computations dealing with the secrets, i.e., multi-
party computation and secret sharing. The input of the circuit
(key and plaintext) should be represented in a shared form, and
the final result (ciphertext) should be obtained by recombining
the output shares while the entire computations are performed
only on shares. The primary advantage of masking is that it can
be assessed in formal security models. In Boolean masking, as
the most common scheme, every random bit x is represented
by (x0, . . . , xd) in such a way that x = x0 ⊕ . . . ⊕ xd.
Based on formal analyses given in [15], a secret sharing with
d + 1 shares can at most defeat an adversary who is limited
to the dth order SCA. Further, it has been demonstrated that
measurements of each share xi are affected by Gaussian noise,
and hence, the number of noisy traces required to recover x
grows exponentially with the number of shares [9]. Therefore,
as a general knowledge, a higher number of shares would
potentially diminish the feasibility of attacks.

On the other hand, the security of masking has been
analyzed by the t-probing model, which was first introduced
in [5]. In this model, it is assumed that the adversary has
access to at most t physical probes to observe the compu-
tation on wires of the circuit at each time period (e.g., one
clock cycle). In such a scenario, at least t + 1 shares are
required to ensure that the adversary cannot learn any sensitive
information from t observations. Although we would like to
consider an adversary with an unlimited number of probes,
this task is generally impractical according to the impossibility
of obfuscation [5], [16]. To unify the leakage models, and
therefore, simplify the analysis of SCA countermeasures, it has
been shown that the two aforementioned leakage models are
related by reducing the security in one model to the security of
the other one [8], [17]. In other words, a dth-order noisy SCA is
equivalent to placing t = d physical probes on the wires of the
target circuit. Based on such models and assumptions, several
constructions have been introduced [18]–[23], and a couple
of security proofs have been given [24]–[27]. Moroever, some
(security) verification tools have been developed [28]–[32],
and multiple implementations have been reported [33]–[39].
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Fig. 1. Comparison of classical EOFM with LLSI. Classical EOFM can be applied to localize transistors switching with a known data-dependent frequency
(here: 1MHz), however, transistors carrying a static signal do not appear in the image. In contrast, for LLSI, the power supply is modulated with a known
frequency (here: 2MHz), thus transistors in the on-state can be localized.

In order to highlight the deployment of masking schemes in
real-world products, we would like to mention that protection
against side-channel attacks is among the criteria defined by
certification bodies in several countries. Masking schemes are
among the countermeasures which have been employed in,
e.g., banking cards since more than a decade ago by smartcard
vendors.

B. Optical Backside Failure Analysis Techniques

Due to the increasing number of metal layers on the
frontside of integrated circuits (ICs), optical FA techniques
have been developed to access on-chip signals through the
backside [40]. The main techniques are photon emission
analysis, laser stimulation, and optical probing, which take
advantage of the high infrared transmission of silicon for
wavelengths above 1 µm. Although initially developed for FA
purposes, these techniques are nowadays also used in the
security domain [41]. FA labs are equipped with machines
that incorporate all of the previously mentioned techniques in
one device, which is typically a laser scanning microscope
(LSM) equipped with a camera for photon emission analysis,
a detector for measuring the reflected laser light, and laser
sources of different wavelengths.2

Due to their high spatial resolution, optical FA techniques
seem to be promising for conducting single-trace measure-
ments. For instance, the analysis of Photon Emission (PE) with
temporal resolution allows to detect the time of switching ac-
tivities of single transistors. Related techniques are Picosecond
Imaging Circuit Analysis (PICA) [42], and the more low-cost
approach of Simple Photonic Emission Analysis (SPEA) [43],
which has been used to attack unprotected implementations of,
e.g., AES [43] and RSA [10]. However, the circuit has to be
repeatedly stimulated for these techniques, since the emission
probability is very low for a single switching event. This
disqualifies time-resolved PE analysis from being a single-
trace technique. Optical techniques that in principle can probe
static signals are Thermal Laser Stimulation (TLS) [44] and
spatial PE analysis of off-state leakage current [45], [46].

2For a discussion on cost and availability of such FA machines, see
Section VII-A3.

However, due to the requirements of low noise on the power
line for TLS, and high static current for PE analysis, these
techniques are restricted to specific applications and targets.
In contrast, optical probing seems to be a more promising
technique, and thus, it is discussed in more detail below.

1) Optical Probing - EOP and EOFM: For optical probing,
a laser beam is focused by a microscope-based setup on the
backside of the IC, and the reflected light is analyzed to find
data dependencies. Since the refractive index and absorption
coefficient within the silicon depend on the electrical proper-
ties present in the device [47], the laser light irradiating the
IC is modulated and partially reflected. A detector processes
the returning light and converts it to an electrical signal. Due
to the transparency of the silicon to the wavelengths above
1.1 µm, optical probing can be carried out in a non-invasive
manner on some devices [48] (see also Section VII-A5).

The laser can either be parked at a specific location, or
scanned over a larger area of the chip. When the laser remains
at a particular location, the waveform of the signal of interest
can be extracted. This technique is called Electro-Optical
Probing (EOP)3. To achieve a sufficiently-high SNR, many
repetitions of the same waveform must be integrated. On the
other hand, when the laser scans an area, the detected signal
can be fed into a spectrum analyzer set to a narrowband filter
for finding areas on the chip that operate with a specific fre-
quency. This technique is known as Electro-Optical Frequency
Mapping (EOFM)3. The result of an EOFM measurement is
a 2-D image showing a signature at areas switching with the
frequency of interest, see Fig. 1a.

Two crucial steps are involved in an attack scenario where
the adversary tries to localize and probe a set of registers/me-
mories using optical probing [48], [49]. First, the attacker
induces a known frequency into the device (e.g., by supplying
the clock or rebooting the chip at a specific frequency) to
activate the target registers or memories, see Fig. 1a. Second,
the device is operated in a loop, and EOP can be used to
read out the values of each individual register. Note that if
the sensitive data are processed in parallel, the content of the

3When using a coherent light source, EOP is typically called Laser Voltage
Probing (LVP), and EOFM is called Laser Voltage Imaging (LVI).
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Fig. 2. Schematic of a CMOS memory cell and the expected 2-D LLSI image
for the cell. For simplicity we omit the input transistors. Only the transistors
in the on-state are expected to give a strong LLSI signal, therefore, the logic
state of the memory cell can be deduced. Figure based on [50].

registers can be directly obtained from the EOFM image [49].
As a result, EOFM can be deployed to localize and probe the
secret simultaneously on a cryptographic device. However, the
downside of this approach is that only dynamic signals which
are available for an arbitrary number of repetitions can be
extracted. Therefore, classical EOP/EOFM cannot be used to
extract static data, i.e., the state of memory elements that are
only available once and at a certain point in time.

2) LLSI: Laser Logic State Imaging (LLSI) makes the read-
out of static signals possible. The technique was introduced as
an extension to EOFM to the failure analysis community [50].
For LLSI the supply voltage is modulated with a known
frequency. Due to the modulation of the transistor channel’s
electric field caused by the supply voltage modulation, tran-
sistors in the on-state give clear signatures on the LLSI image,
while this is not the case for transistors in the off-state, see
Fig. 1b. This observation can be used to deduce the logical
state of, for instance, a memory cell.

Fig. 2 shows a CMOS memory cell consisting of two cross-
coupled inverters. Each inverter consists of one PMOS and
one NMOS transistor, connected between VCC and GND. The
input to the CMOS inverter directly dictates whether its NMOS
is in the on-state and the PMOS transistor in the off-state, or
vice-versa. In both cases, only one transistor per inverter is
in the on-state. Consequently, when knowing the transistors’
states, the value of the inverters’ input can be derived. By
modulating the power supply of the device, the channel’s
electric field of all transistors in the on-state modulates with
the induced frequency and, as explained above, that can be
detected using LLSI. In the example given in Fig. 2, the top
right and bottom left transistors are in the on-state, and the
expected simplified LLSI image shows a clear signature at
those two locations. With the inverted input values, the other
two transistors would be in the on-state, resulting in clear
signatures on the top left and bottom right of the image. Hence,
it can be concluded that all logic states can be extracted using
one LLSI measurement.

III. THREAT MODEL

With our attack, we target hardware implementations of
a block cipher protected by some masking countermeasure.
While assuming here that the input (plaintext/ciphertext) and
the key are shared by Boolean masking, we do not presume
any specific masking scheme. Note that the key has to be
stored in a masked format on the chip, and it has to be re-
masked with fresh masks every time it is used. Otherwise,
template attacks [51] or classical optical probing [49] on
key or key schedule might be possible. The cipher might be
implemented on an FPGA or realized as an ASIC. Following
the common serialized or round-based design architecture, or
as being enforced by the glitch-resilient masking schemes,
the implementation should make use of registers to store the
cipher’s intermediate values.

We stress that in our technique, we are not making use of
any specific construction or feature of any certain masking
scheme. We just suppose that the state register (and key
register) are masked, which is a general statement and does not
deal with any particular technique to realize masking schemes
in hardware, like TI [34], DOM [52], GLM [23], CMS [20],
UMA [22], etc. Note that these different masking schemes
define various techniques to realize non-linear functions (like
the ciphers’ Sboxes), but they all have in common that the state
and key registers are masked. In short, even if the underlying
Boolean masking scheme of the target device does not follow
any of the known hardware masking schemes, our approach
is still a valid attack vector.

Under the above assumptions, we consider a potential
attacker, who can take snapshots of the hardware state using
LLSI and extract the values stored in the registers. To read out
the content of registers at a specific clock cycle, the attacker
should either halt the clock or the content should remain
in the registers and not get cleared after the algorithm has
terminated (see Section VII-A1 for a detailed discussion on
clock control). For the purpose of extracting the secret, the
attacker could either directly target the (masked) key registers
or some registers containing intermediate values of the cipher,
from which the secret can be deduced. Which registers the
attacker chooses to target, depends on her knowledge about
the netlist and layout of the implementation. Regarding this,
two scenarios can be discussed (see Fig. 3). Scenario 1: If the
attacker knows where the key registers are located on the chip,
possibly learned by reverse engineering, she could directly
target them. Still, due to the underlying masking scheme, she
has to target all shares of the key registers. We consider this as
the most straightforward scenario and cover it in Section IV-A.
Scenario 2: If the attacker does not know which registers
on the chip contain the secret, some knowledge about the
algorithm can help with the key extraction, as explained in
Section IV-B. Related to this, we also propose a method to
differentiate registers from other combinatorial gates on a chip,
if the attacker does not even know the areas on which the
registers of the design are placed.
Real-World Targets. To demonstrate how an adversary might
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Fig. 3. Two approaches with different assumptions: known key register locations (Section IV-A) and unknown key register locations (Section IV-B).

benefit from such an attack in the real world, we provide some
examples for the target devices. One example would be payTV
smartcards, which are all programmed with the same key to de-
crypt the scrambled satellite signal in the receivers using some
block cipher. By extracting the encryption key, the adversary
can counterfeit the payTV cards and sell them in the black
market. Consequently, extracting the secret from one device
breaks the security of all devices in the field. Another example
would be every microcontroller/microprocessor or FPGA that
supports firmware or bitstream encryption, respectively. If the
adversary can break this protection mechanism by extracting
the key, she can decrypt the firmware/bitstream and clone,
reverse-engineer, or tamper with the IP. Note that the adversary
is not interested in the hardware itself, and hence, even if the
chip gets unusable during the key extraction, the main assets,
e.g., key or firmware, are still valuable for the adversary.

IV. APPROACH

This section describes methods employed to launch our
attack in Scenario 1 and Scenario 2 explained in Section III.

A. Scenario 1: Known Register Locations

Here we assume that the location of the key registers (i.e.,
registers used to store key shares) on the chip is known to the
adversary. In this case, at some point in time, a given secret
key (in a shared form) is loaded in these key registers. Once
the attacker knows the corresponding clock cycle, she can take
snapshots of the chip using LLSI. The attacker, in principle,
can learn the location of these registers by reverse-engineering
the layout and netlist of the chip. In the case of an ASIC, this
can be done by de-layering the chip and applying some tools to
extract the netlist (e.g., ChipJuice [53]). Interestingly enough,
the whole procedure is also available as a service, e.g., [54]. If
the implementation platform is an FPGA, reverse-engineering
the netlist from the bitstream is essential [55]–[57]. When the
bitstream is available solely in an encrypted form, the attacker
first needs to decrypt it. This is possible, as most cryptographic
ASIC cores on mainstream SRAM-based FPGAs, responsible
for decrypting the bitstream, are either not protected against
SCA or contain other implementation vulnerabilities [44],
[48], [58]–[61]. Moreover, it is worth mentioning that an
attacker, who is involved in the development and fabrication
process of the IC or has enough influence on those entities,

might possess parts or entire information necessary to localize
the (key) registers on the chip.
Automatically extracting bit values from snapshots. To ex-
tract the values from the register snapshots, the attacker first
has to discover the data dependency in the LLSI measure-
ments. To this end, if she has control over the data written
in the registers, she can take two snapshots of a register
cell containing once the value 0 and another time 1. By
subtracting these LLSI images from each other, the attacker
can clearly localize the data dependency. Upon knowing how
to distinguish between 0 and 1, she can extract the values in
an automated fashion.

For this purpose, we propose an approach based on clas-
sical image processing techniques, namely image registration
through cross-correlation, cf. [62]. For this, the corners of each
register cell (containing one bit of data) should be known with
sufficient precision so that the attacker can cut the snapshot
of a single register cell from a potentially larger image. For
selecting the cell boundaries on an FPGA, domain knowledge
can help as the registers are expected to be arranged in regular
structures. In the lack of such knowledge, boundaries can
be determined by conducting image segmentation methods,
e.g., the watershed transformation [63]. Besides, to reduce the
impact of the noise, the two-dimensional (2-D) Wiener filter
can be applied [64], which can remove the noise by applying a
pixel-wise adaptive low-pass Wiener filter to grayscale images.

After these steps, the attacker can choose two snapshots
of cells as reference samples (i.e., templates): one containing
0, and the other one 1 (such two different images can
be easily found). Afterward, the attacker applies the cross-
correlation over all the snapshots of register cells. Note that,
since the positions of the individual register cells are given
to the algorithm, the cross-correlation function (instead of
the normalized one) can be employed to conduct the image
registration. The reference sample that fits best to the targeted
register cell determines the bit value contained in the snapshot.
Remark 1. If giving labels to register cells on a training device
is not feasible, the adversary still ends up with two groups of
cells labeled as (0, 1) or (1, 0). Consequently, she obtains two
candidates for the secret key (verified by a single plaintext-
ciphertext pair). Therefore, having access to a training device
is not an essential fact.
Remark 2. The adversary should not necessarily look for the
key registers. Recovering the state of the cipher – either at
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initial cipher rounds when the input is known or at final
cipher rounds when the output is known – would suffice
to reveal the key completely or partially, depending on the
underlying cipher. For example, having the state of AES-128
encryption at the first round (after AddRoundKey, SubBytes,
or MixColumns) is enough to recover the entire 128-bit key,
but for AES-256, two consecutive rounds should be covered.

B. Scenario 2: Unknown Register Locations

If the location of the registers in the underlying design is
not known to the adversary, the attack seems to be nontrivial.
Our proposal in such a case is to follow a two-step approach:
i) distinguishing the registers from combinatorial cells, and ii)
making use of a SAT solver to reveal the location of registers
of interest, and finally, extracting the secret.

1) Identifying register cells: To localize all register cells
of the design on a chip, we propose an approach that takes
advantage of the difference between sequential and combina-
torial logic. In synchronous designs – as the most common
design architecture – every register is driven by the system
clock4. Consequently, all register cells have a clock input
transistor. In contrast, combinatorial logic is data driven, and
thus has no clock input. By conducting a traditional EOFM
measurement at the clock frequency, the adversary can localize
those clock input transistors. The identified areas are the
candidates for the location of register cells. Furthermore, in
those areas, conducting LLSI experiments with different data
might give hints on the existence of a register. In doing so,
if the attacker finds at least one register cell, she can attempt
to find similarities between its corresponding area and other
candidate regions identified by an optical image or the LLSI
image. Clearly after this step, the procedure of the automatic
extraction of bit values from the snapshots, as explained in
Section IV-A, can be followed.

2) Using SAT solver: Here, we suppose that the regis-
ters are distinguished from the other cells (e.g., through the
technique given above), and their values can be recovered
at multiple clock cycles, following the above instructions.
We also suppose that the design architecture is known to
the adversary, i.e., what is processed and stored at every
clock cycle. However, it is not known to the adversary which
recovered value belongs to which register cell. Having the
above assumptions in mind, we propose to use a SAT solver
to conduct the attack. It is noteworthy that SAT solvers have
also been used to construct algebraic side-channel attacks [65],
[66], where a SAT is written based on, e.g., the Hamming
weight of the intermediate values recovered by a Template at-
tack. We made use of CryptoMiniSat 5 [67], which, compared
to other alternatives, can more easily deal with XOR clauses.

We first focus on a single snapshot at a certain
clock cycle leading to binary observations denoted by
{ω0, . . . , ωn−1∈ F2} corresponding to n registers of the de-
sign. Some registers belong to the control logic (finite-state

4In case of clock gating, it should be made sure that the clock is propagated
at the target cycle. A detailed discussion is given in Section VII-A2.

machine), which are out of our interest. Therefore, we target
m ≤ n registers according to the architecture of the underlying
design. For example, m = 256 for an unprotected implemen-
tation of AES (128 bits for the state register and 128 bits for
the key register). If we define variables vi∈{0,...,m−1} for the
value of targeted register cells at the selected clock cycle, we
can write

vi = ci0ω0 + ...+ cin−1ωn−1, (1)

where with cij we denote binary coefficients. Since only one of
the observations is associated to the i-th register cell, only one
of the coefficients cij∈{0,...,n−1} is 1, and the rest are 0. In other
words, ∀i,∑

∀j
cij = 1. These are the first formulations that we

require to include in the Boolean satisfiability problem (SAT),
which are generated individually for each targeted register cell
vi∈{0,...,m−1}, and are independent of the observations ω and
the architecture of the circuit under attack.

We should also add the formulations for (1) for each vi.
Those observations ωj that are 0 cancel out the corresponding
coefficient cj . Therefore, we can write

vi ⊕
( ∑

∀j,ωj=1
cj

)
= 0. (2)

Having more snapshots at different clock cycles, the clauses
for (2) should be repeated for m distinct register variables
vi based on the corresponding observations ωj . However, the
coefficients cij stay the same, i.e., they are defined only once
for the entire circuit independent of the number of snapshots.

The remaining task is to link the variables vi (of targeted
register cells) at different clock cycles. This is done based on
the underlying design architecture of the circuit under attack
and the functions it realizes. For example, in a round-based
architecture, the state register cells store the output of the
cipher round function, and the key register cells the round
keys. In a serialized architecture, the content of the registers
is shifted (e.g., in a byte-wise fashion), and certain operations
(e.g., Sbox) are applied on particular registers at determined
clock cycles. We will elaborate an example in Section VI-D.

For a masked implementation with d+1 shares, the number
of targeted registers at each clock cycle is m(d + 1) (e.g.,
512×2 for a first-order masked implementation of AES using
the state and key registers with 2 shares). Therefore, the entire
formulations given in (2) should be repeated d + 1 times. In

the next step, we define m virtual variables νi =
d+1⊕
l=1

vi,l (for

each clock cycle), where (vi,1, . . . , vi,d+1) represent variable
νi with d+ 1 shares. The corresponding formulations should
be also added to the SAT. The rest is similar to an unmasked
implementation, i.e., the (unmasked) variables νi at different
clock cycles are linked based on the design architecture of the
circuit under attack. We give a detailed explanation how to
write the clauses in Appendix B.

V. EXPERIMENTAL SETUP

To evaluate our proposed attack, we need a target device that
can run masked AES implementations of different protection
orders. In order to conduct LLSI, the power supply of the
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Fig. 4. Device under test (DUT): Intel Cyclone IV FPGA with part number EP4CE6E22C8N.

device must be modulated, and the backside of the chip must
be optically accessible. Since snapshots of a large number
of registers in multiple clock cycles have to be acquired, the
automation of LLSI measurements would be beneficial.

A. Device Under Test (DUT)

Our target device was an Intel Cyclone IV FPGA [68] (see
Fig. 4). It is manufactured in a 60 nm technology and contains
392 logic array blocks (LABs), each consisting of 16 logic
elements (LEs). The LEs mainly consist of a four-input look-
up table (LUT) and a programmable register. Furthermore,
in every LE, there is logic for loading and clearing data,
routing, and clocking. To access the backside of the chip,
we opened the package and thinned the bulk silicon to a
remaining depth of around 25 µm.We soldered the prepared
sample upside down to a custom Printed Circuit Board (PCB)
to expose connections to input/output and power supply pins.
To keep the power supply modulation for LLSI as unaffected
as possible, we did not place capacitors on the PCB.

B. Electrical and Optical Setup

As the setup (Fig. 5), we used a Hamamatsu PHEMOS-1000
FA microscope with optical probing capabilities. It is equipped
with a 1.3 µm high-power incoherent light source (HIL) and
5x/0.14NA, 20x/0.4NA, and 50x/0.71NA objectives. An ad-
ditional scanner-zoom of 2x, 4x and 8x is available. For
EOFM/LLSI, the laser is scanned over the device using
galvanometric mirrors, and the reflected light is separated by
semi-transparent mirrors and fed into a detector. Its output is
then fed into a bandpass filter set to the frequency of interest.
The resulting amplitude at every scanning location is mapped
to its position and displayed as a grayscale encoded 2-D image.

For LLSI, the supply voltage has to be modulated. There-
fore, the internal core voltage (VCCINT) of the DUT is sup-
plied with 1.2V by a Texas Instruments voltage regulator
(TPS7A7001), whose feedback path is used to modulate the
output voltage. The sine wave signal used for this purpose
is generated by a Keithley 3390 function generator, and a
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Fig. 5. Electrical and optical setup for conducting LLSI experiments.

Toellner laboratory power supply (TOE8732) provides the
DC voltage. An LLSI peak-to-peak modulation amplitude up
to 700mVpp at 90 kHz is possible without disturbing the
functionality of the device. The auxiliary voltage pin (VCCA)
and I/O voltage pin (VCCIO) are supplied by the second channel
of the TOE8732, which is set to 2.5V. The clock for the DUT
is externally supplied via a Rigol DG4162 function generator,
which allows single-stepping and stopping the clock.

C. Automation of LLSI Acquisition

To create snapshots of the registers in multiple clock cy-
cles in an automated fashion, we use the CadNavi interface
provided by the PHEMOS-1000 and the USB interface of
the clock generator. The CadNavi interface gives access to
functionalities of the PHEMOS, e.g., moving the microscope
stage, adjusting the focus, and starting and stopping the
measurements. Using the clock generator, the DUT can be
reset, and clock cycles can be advanced in single steps. In
the LabView programming environment, we implemented a
scanning routine as follows. First, the device is stopped at the
clock cycle of interest. The stage is then moved to a location
of interest, where the focus is adjusted, and drift of the optical
setup in x- and y-direction is corrected. For drift correction, we
apply an elastic image registration on the current optical image
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Fig. 6. Experiment for identifying the register cells. EOFM image at the clock
frequency (magenta) and LLSI signature (green), overlaid onto an optical
image and gathered in parallel while the device was running. LE boundaries
indicated by dashed lines and potential clock transistors of registers by arrows.

and an image recorded before the first measurement. Finally,
an optical image is taken and the LLSI snapshot is gathered.
After the program has gathered snapshots of all locations of
interest, the same procedure begins for the next clock cycle.

VI. RESULTS

A. Data Dependency of LLSI Measurements

To find the approximate register locations on the FPGA,
we first conducted an EOFM measurement at the clock fre-
quency [69], while the device was operating normally. In
the result shown in Fig. 6, we could identify several spots
switching at the clock frequency. We presume that some of
the spots are the actual clock buffers for the registers, and
others are part of the clock routing buffers between the LEs.
By comparing the chip layout from the FPGA design software
with the optical image, we identified the horizontal boundaries
between the LEs, as indicated with the dashed lines in Fig. 6.
Note that every second LE seems to be flipped horizontally. We
then identified clock activity spots that are at the same relative
position for every LE, see marked spots in Fig. 6. Because
every LE contains only a single-bit register, we expected the
registers to reside in the vicinity of these spots.

To find a data dependency in the LLSI measurements and
confirm the register location hypothesis, we targeted a single
register cell. For this, we set all surrounding registers to 0 and
took two LLSI snapshots, one with the targeted bit set to 1,
and one with 0, see Fig. 7. We set the modulation of VCCINT
to 530mVpp at 90 kHz and scanned using the 50x lens with
2x zoom and a pixel dwell time of 10ms/px. Note that we
could see a signature on the LLSI measurements already with
a lower modulation amplitude, but we chose these settings to
increase the SNR, and hence, decrease the scanning time.

By subtracting the captured LLSI measurements, the areas
with differences become visible. It can be observed that there
is only one LE with differences, indicated by the yellow
window in Fig. 7. The size of this area is about 7 µm× 9 µm,
and located directly to the right of the potential clock buffer.
Due to the number of different spots, we assume that the
window contains more than just the register. Presumably, the
in- and output transistors, as well as other logic, also contribute
to the LLSI signature; however, this is irrelevant to our attack

as its goal is to extract the bit values stored in the register cells.
To demonstrate how arbitrary data from the LLSI images can
be read out, we took a snapshot of 24 registers containing
randomly chosen data. For an easier manual extraction, we
have subtracted a reference snapshot with all registers set to
0, see Fig. 10 in Appendix A. Consequently, if there is a clear
difference for a cell, it contains the value 1; otherwise 0.

This leads us to the conclusion that the register inside the
LAB and LE can be localized, and also the bit values 0 and
1 can be distinguished using a single LLSI measurement.

B. Implementation Under Attack

We chose the AES-DOM implementation [52], which is
available on GitHub [70]. It is a serialized AES encryption
engine that is given the shares of 128-bit plaintext and key,
shifted in byte-by-byte during the first 16 clock cycles. The
code is written so that it allows the user to arbitrarily adjust
the protection order (i.e., the number of shares), meaning
that for a d + 1 sharing scheme, it is expected to provide
security against attacks up to d-th order by means of d + 1
shares. It requires a high number of random masks refreshed
at every clock cycle, i.e., (d + 1)(9d + 10) bits for d + 1
shares. Due to its serialized architecture, only one instance
of the (masked) Sbox is instantiated. Since the Sbox has 4
stages of pipeline intermediate registers (essential for almost
any hardware masked implementation), a complete SubBytes
operation takes 16+4 clock cycles. MixColumns is also per-
formed column-wise, requiring 4 clock cycles. However, due
to an interleaved fashion (ShiftRows and MixColumns being
applied in parallel to SubBytes), the entire encryption can be
terminated after 200 clock cycles [52].

For the implementation on the FPGA, we restricted the
AES-DOM core to be placed in a dedicated area on the FPGA
using the logic fencing feature of the FPGA design software.
Our wrapper module, which is responsible for providing all
inputs to the AES core, can thus be excluded from the
hardware snapshots. The highest protection, which we could
fit on the FPGA (with our co-existing wrapper module), was
of 4th order, resulting in 5 shares.

C. Key Extraction with Known Register Locations

In the first scenario, we target a d + 1 = 3-share5 and a
d + 1 = 5-share implementation of AES-DOM (as given in
Section VI-B), resulting in 3× 128 = 384 and 5× 128 = 640
bits of key registers, respectively. We placed all key registers
to known locations. To minimize the LLSI scanning time,
we considered 3 and 5-share implementations occupying in
total 24 and 40 LABs (each LAB with 16 register cells),
respectively. As the input key shares are provided byte-by-byte
to the AES-DOM core, after 16 clock cycles all key shares are
stored inside the key registers; hence it is sufficient to extract
the key register content only in the 16th clock cycle.

We could achieve a reasonable SNR for the LLSI measure-
ments with the 50x lens, 2x zoom, and a pixel dwell time of

5In the AES-DOM code [70], the protection order d is shown by parameter
N = d.
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–

Bit = 1 Bit = 0

=

Difference
Fig. 7. LLSI measurement of 3 LEs (separated by dashed lines) with only the register of the centered LE (yellow window) set first to 1 and then to 0, while
keeping the other registers set to 0. When subtracting images from each other, the result indicates the differences. Only the register at the centered LE shows
a clear difference, indicating that the bit value has changed.

3.3ms/px with a VCCINT modulation of 640mVpp at 90 kHz.
Our scanning routine – including autofocus and drift correction
– needs 2.7 minutes to scan one LAB (containing 16 register
cells). Note that we scanned only the part of the LABs holding
the register cells. Scanning all 3 and 5-share key registers took
around 65 and 108 minutes, respectively.

We could easily read out the bit values from the LLSI mea-
surements (even manually possible, for example, see Fig. 8).
Subtracting a reference measurement when zero stored in the
registers (recorded, e.g., directly after resetting the device)
could potentially facilitate manual readout, as also already
observed in Section VI-A. However, we used an automated
correlation-based extraction scheme which does not require to
take snapshots of all registers while they contain zeroes.
Extracting bit values from snapshots. To extract the bit
values from the LLSI images as described in Section IV,
we applied off-the-shelf image processing algorithms provided
in the Matlab software package [71]. First, we registered all
the optical images that had been captured along with the
snapshots using an elastic transformation. Note that here the
process of registration refers to the transformation of the sets
of data into one coordinate system, which should not be
confused with the technique that we apply to identify the
register values. The alignment enables us to cut every register
cell according to the boundaries observed in Section VI-A
from the snapshot images in an automated fashion. From the
resulting cells, we chose two template snapshots of a single
register cell for different bit values and subtracted them from
each other to remove the signatures not representing the bit
value. Then, as explained in Section IV-A, we applied noise
reduction through adaptive filtering, and finally converted the
templates to a binary mask, see Fig. 8. To extract the bit
values, we calculated the 2-D cross-correlation between the
snapshot and each template. For determining the value of the
register cells, the template for which the maximum correlation
is achieved is taken into account. In our experiment, we
extracted the value of all registers from the snapshots with
100% accuracy. It is worth mentioning that for our approach,
solely a pair of reference cells is required, which can be
prepared straightforwardly. The efficiency of our technique
should be evident when comparing it with machine learning
methods that require a relatively large set of labeled cells.

Due to the underlying 2nd- and 4th-order Boolean masking
scheme, by bit-wise XOR’ing all shares, the entire 128 bits
of the AES key are trivially revealed (for the first key byte
of the 3-share implementation, see Fig 9). The raw LLSI
measurements and extraction scripts for all experiments are

LLSI image Snapshots Correlation

b1 0.39 −0.07

b2 −0.13 0.40

b3 −0.14 0.48

b4 0.65 −0.18

b5 0.49 −0.05

b6 −0.24 0.51

b7 0.52 −0.2

b8 −0.17 0.49

r(bi, t0) r(bi, t1)

Templates

Bit = 0

t0

Bit = 1

t1

Fig. 8. Correlation-based data extraction mechanism from snapshots of half
a LAB (8 bits). Due to the FPGA layout, every second cell has to be flipped
horizontally. The correlation coefficient r(a, b) between each cell and the
templates for value 0 and 1 is calculated. The extracted bit value is determined
by the template matching best.

available online as open-access research data6.

D. Key Extraction with Unknown Register Locations

In the second scenario, we selected a d + 1 = 2-share
implementation of AES-DOM as the target. We adjusted the
size of logic blocks so that nearly all 16 registers in each
LAB are used, occupying in total 45 LABs. Note that these
LABs cover the entire registers of the AES-DOM design,
including the shared key registers, shared state registers, the
intermediate masked Sbox registers, and those of finite-state
machines. However, we do not have any knowledge about
the exact location of each register cell and enforce no other
placement rule rather than what is explained above. Using the
scheme explained in Section IV-B1, we localized the physical
area on the chip where the register cells are placed, see Fig. 6.

To conduct the attack, we first investigated the design
architecture of the AES-DOM, being serialized with the state
and key registers shifted byte-wise, as stated before. Table I
represents the content of 32 registers (consisting of 8 bits each)
stored in consecutive clock cycles for the first 36 clock cycles,
whereas the order of rows in the table is not of our interest.

6http://dx.doi.org/10.14279/depositonce-10440

http://dx.doi.org/10.14279/depositonce-10440
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TABLE I
STATE OF THE REGISTERS OF THE AES-DOM DESIGN IN THE FIRST 36 CLOCK CYCLES, EACH ROW REPRESENTS A REGISTER BYTE,

K: KEY BYTES, S: SUBBYTES OUTPUT, M: MIXCOLUMNS OUTPUT, K’: 2ND ROUND KEY BYTES, S’: 2ND-ROUND SUBBYTE OUTPUT.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
− − − − − − − − − − − − − − −
− − − − − − − − − − − − − − K0
− − − − − − − − − − − − − K0 K1
− − − − − − − − − − − − K0 K1 K2
− − − − − − − − − − − K0 K1 K2 K3
− − − − − − − − − − K0 K1 K2 K3 S0
− − − − − − − − − K0 K1 K2 K3 S0 S1
− − − − − − − − K0 K1 K2 K3 S0 S1 S2
− − − − − − − K0 K1 K2 K3 S0 S1 S2 S3
− − − − − − K0 K1 K2 K3 S0 S1 S2 S3 S4
− − − − − K0 K1 K2 K3 S0 S1 S2 S3 S4 S5
− − − − K0 K1 K2 K3 S0 S1 S2 S3 S4 S5 S6
− − − K0 K1 K2 K3 S0 S1 S2 S3 S4 S5 S6 S7
− − K0 K1 K2 K3 S0 S1 S2 S3 S4 S5 S6 S7 S8
− K0 K1 K2 K3 S0 S1 S2 S3 S4 S5 S6 S7 S8 S9
K0 K1 K2 K3 S0 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

− − − − − − − − − − − − − − −
− − − − − − − − − − − − − − K0
− − − − − − − − − − − − − K0 K1
− − − − − − − − − − − − K0 K1 K2
− − − − − − − − − − − K4 K5 K6 K7
− − − − − − − − − − K4 K5 K6 K7 K4
− − − − − − − − − K4 K5 K6 K7 K4 K5
− − − − − − − − K4 K5 K6 K7 K4 K5 K6
− − − − − − − K4 K5 K6 K7 K8 K9 K10 K11
− − − − − − K4 K5 K6 K7 K8 K9 K10 K11 K8
− − − − − K4 K5 K6 K7 K8 K9 K10 K11 K8 K9
− − − − K4 K5 K6 K7 K8 K9 K10 K11 K8 K9 K10
− − − − − − − − − − − − − − −
− − − − − − − − − − − − − − K12
− − − − − − − − − − − − − K12 K13
− − − − − − − − − − − − K12 K13 K14

16 17 18 19 20 21 22 23 24 25 26 27
K0 K1 K2 K3 S0 M1 M2 M3 S4 M5 M6 M7
K1 K2 K3 S0 S5 M2 M3 S4 S9 M6 M7 S8
K2 K3 S0 S1 S10 M3 S4 S9 S14 M7 S8 S13
K3 S0 S1 S2 S15 S4 S9 S14 S3 S8 S13 S2
S0 S1 S2 S3 S4 S9 S14 S3 S8 S13 S2 S7
S1 S2 S3 S4 S9 S14 S3 S8 S13 S2 S7 S12
S2 S3 S4 S5 S14 S3 S8 S13 S2 S7 S12 S1
S3 S4 S5 S6 S3 S8 S13 S2 S7 S12 S1 S6
S4 S5 S6 S7 S8 S13 S2 S7 S12 S1 S6 S11
S5 S6 S7 S8 S13 S2 S7 S12 S1 S6 S11 K’0
S6 S7 S8 S9 S2 S7 S12 S1 S6 S11 K’0 K’1
S7 S8 S9 S10 S7 S12 S1 S6 S11 K’0 K’1 K’2
S8 S9 S10 S11 S12 S1 S6 S11 K’0 K’1 K’2 K’3
S9 S10 S11 S12 S1 S6 S11 K’0 K’1 K’2 K’3 S ’0
S10 S11 S12 S13 S6 S11 K’0 K’1 K’2 K’3 S ’0 S ’1
S11 S12 S13 S14 S11 K’0 K’1 K’2 K’3 S ’0 S ’1 S ’2

K0 K1 K2 K3 K0 K1 K2 K3 K4 K5 K6 K7
K1 K2 K3 K0 K1 K2 K3 K4 K5 K6 K7 K8
K2 K3 K0 K1 K2 K3 K4 K5 K6 K7 K8 K9
K3 K0 K1 K2 K3 K4 K5 K6 K7 K8 K9 K10
K4 K5 K6 K7 K4 K5 K6 K7 K8 K9 K10 K11
K5 K6 K7 K4 K5 K6 K7 K8 K9 K10 K11 K12
K6 K7 K4 K5 K6 K7 K8 K9 K10 K11 K12 K13
K7 K4 K5 K6 K7 K8 K9 K10 K11 K12 K13 K14
K8 K9 K10 K11 K8 K9 K10 K11 K12 K13 K14 K15
K9 K10 K11 K8 K9 K10 K11 K12 K13 K14 K15 K’4
K10 K11 K8 K9 K10 K11 K12 K13 K14 K15 K’4 K’5
K11 K8 K9 K10 K11 K12 K13 K14 K15 K’4 K’5 K’6
K12 K13 K14 K15 K12 K13 K14 K15 K’0 K’1 K’2 K’3
K13 K14 K15 K12 K13 K14 K15 K’0 K’1 K’2 K’3 K’4
K14 K15 K12 K13 K14 K15 K’0 K’1 K’2 K’3 K’4 K’5
K15 K12 K13 K14 K15 K’0 K’1 K’2 K’3 K’4 K’5 K’6

28 29 30 31 32 33 34 35 36
S8 M9 M10 M11 S12 M13 M14 M15 K’0
S13 M10 M11 S12 S1 M14 M15 K’0 K’1
S2 M11 S12 S1 S6 M15 K’0 K’1 K’2
S7 S12 S1 S6 S11 K’0 K’1 K’2 K’3
S12 S1 S6 S11 K’0 K’1 K’2 K’3 S ’0
S1 S6 S11 K’0 K’1 K’2 K’3 S ’0 S ’1
S6 S11 K’0 K’1 K’2 K’3 S ’0 S ’1 S ’2
S11 K’0 K’1 K’2 K’3 S ’0 S ’1 S ’2 S ’3
K’0 K’1 K’2 K’3 S ’0 S ’1 S ’2 S ’3 S ’4
K’1 K’2 K’3 S ’0 S ’1 S ’2 S ’3 S ’4 S ’5
K’2 K’3 S ’0 S ’1 S ’2 S ’3 S ’4 S ’5 S ’6
K’3 S ’0 S ’1 S ’2 S ’3 S ’4 S ’5 S ’6 S ’7
S ’0 S ’1 S ’2 S ’3 S ’4 S ’5 S ’6 S ’7 S ’8
S ’1 S ’2 S ’3 S ’4 S ’5 S ’6 S ’7 S ’8 S ’9
S ’2 S ’3 S ’4 S ’5 S ’6 S ’7 S ’8 S ’9 S ’10
S ’3 S ’4 S ’5 S ’6 S ’7 S ’8 S ’9 S ’10 S ’11

K8 K9 K10 K11 K12 K13 K14 K15 K’0
K9 K10 K11 K12 K13 K14 K15 K’0 K’1
K10 K11 K12 K13 K14 K15 K’0 K’1 K’2
K11 K12 K13 K14 K15 K’0 K’1 K’2 K’3
K12 K13 K14 K15 K’4 K’5 K’6 K’7 K’4
K13 K14 K15 K’4 K’5 K’6 K’7 K’4 K’5
K14 K15 K’4 K’5 K’6 K’7 K’4 K’5 K’6
K15 K’4 K’5 K’6 K’7 K’4 K’5 K’6 K’7
K’4 K’5 K’6 K’7 K’8 K’9 K’10 K’11 K’8
K’5 K’6 K’7 K’8 K’9 K’10 K’11 K’8 K’9
K’6 K’7 K’8 K’9 K’10 K’11 K’8 K’9 K’10
K’7 K’8 K’9 K’10 K’11 K’8 K’9 K’10 K’11
K’4 K’5 K’6 K’7 K’8 K’9 K’10 K’11 K’12
K’5 K’6 K’7 K’8 K’9 K’10 K’11 K’12 K’13
K’6 K’7 K’8 K’9 K’10 K’11 K’12 K’13 K’14
K’7 K’8 K’9 K’10 K’11 K’12 K’13 K’14 K’15

Share 1

1 0 1 0 0 1 1 00xA6 =

Share 2

0 0 1 0 1 0 0 00x28 =

Share 3

0 0 1 1 1 0 0 10x39 =

Fig. 9. Extracted values of the first byte of key register shares fo the 3-share
implementation. XOR’ing the results 0xA6⊕0x28⊕0x39=0xB7 reveals
the first byte of the unshared key beginning with 0xB7FCBFF83...

For example, the first row shows that the register that stored
K0 at clock cycle 16, will hold K1, K2, K3, S0, M1, M2, ...
in the next clock cycles. We would like to highlight that it
is a symbolic representation and independent of the masking
order, e.g., K0 represents all d+ 1 shares of the first byte of
the key.

It can be seen that in clock cycle 16, all registers are filled;
a part of the state registers with SubBytes’ output and the
first quarter with 4 bytes of the key. The key register is
also fully filled by the given key, which precisely justifies
why we targeted this clock cycle for the attack in the first
scenario, see Section VI-C. Here, we also started at clock
cycle 16 and collected LLSI measurements of the entire 45
LABs in 12 consecutive clock cycles. Each full snapshot in
a clock cycle took around 2 hours. Using the fully automated
setup developed for this purpose, which applies drift correction

mechanisms, we collected all snapshots in 24 hours without
any manual interaction. Using the correlation-based extraction
technique (see Section VI-C), we extracted the values stored
in all registers during the 12 clock cycles.

Using SAT solver. To extract the key, we made use of
CryptoMiniSat 5 [67] and followed the technique explained
in Section IV-B2. We developed a program in C++ which
receives i) the architecture of the underlying design as in
Table I, ii) the masking order d, iii) the number of covered
clock cycles n, and iv) the value of registers extracted by
snapshots at n clock cycles. The program generates a Boolean
satisfiability problem (SAT) to be solved by the SAT solver.
For the above case (i.e., d = 1 and n = 720 register bits in
12 clock cycles), the SAT led to 3 650 048 clauses on 717 728
variables. The SAT solver required 1 hour and 47 minutes to
solve the problem and successfully report the revealed key.
Note that the SAT solver does not find a unique solution, but
all of them lead to the same revealed key. This is due to the
underlying masking scheme, i.e., when representing a variable
x by 2 shares, the SAT solver makes a distinction between
(x1, x2) and (x2, x1), while both of them lead to the unique
unmasked value x. This holds for all masked variables in the
SAT. If there are λ of such mask variables, the SAT solver
can find ((d+ 1)!)

λ correct solutions.

Extension. To examine the efficiency of this approach for
different numbers of shares d + 1 and different numbers of
covered clock cycles η, we have conducted several investi-
gations. We simulated the AES-DOM for d ∈ {0, . . . , 6}
and extracted all register values at the first 36 clock cycles
(see Table I). Note that we supplied the implementation with
random masks (refreshed at every clock cycle), and did not



3.2 publication 35

© 2021 IEEE

TABLE II
THE REQUIRED TIME FOR THE SAT SOLVER TO REPORT A SOLUTION, SUCCESSFULLY RECOVERING THE KEY, FOR DIFFERENT MASKING ORDER d AND

VARIOUS NUMBER OF COVERED CLOCK CYCLES BY SNAPSHOTS.
Masking Number of covered clock cycles starting from 16
order d 9 10 11 12 13 14 15 16 17 18 19 20 21

0 1.5 h 7 m 2 m 54 s 46 s 21 s 19 s 24 s 19 s 17 s 19 s 15 s 9 s
1 - - - 1.78 h 14 m 10 m 8 m 7 m 8 m 6 m 6 m 5 m 6 m
2 - - - - 1.76 h 56 m 47 m 38 m 39 m 30 m 28 m 26 m 21 m
3 - - - - - 5.4 h 4.5 h 2.5 h 2.83 h 2.15 h 1.93 h 1.8 h 1.2 h
4 - - - - - - 9.5 h 8.91 h 7.71 h 6.16 h 5.65 h 4.75 h 4.71 h
5 - - - - - - 1.1 d 20.61 h 17.96 h 16.08 h 18.5 h 21.55 h 19.11 h
6 - - - - - - - 1.8 d 1.9 d 1.75 d 1.8 d 1.49 d 1.35 d

consider the name/order of registers when extracting their
values. Starting from clock cycles 16, we ran the SAT solver
on SATs covering η ∈ {9, . . . , 21} clock cycles, i.e., from
clock cycle 16 to clock cycle 24 up to 36. We repeated this
experiment with 10 sets of different plaintext/key (and random
masks). We found out that the SAT solver usually needs less
time to find the solution when more clock cycles are covered
by the SAT (expected, as it contains more information). We
further recognized that there is a minimum number of required
covered clock cycles depending on the number of shares. The
averaged results obtained using a machine with a 2.6 GHz
CPU and 256 GB RAM are shown in Table II. Note that
multithreading is not beneficial here, as CryptoMiniSat 5 looks
for different solutions by each thread. Besides, starting before
the clock cycle 16 is not helpful since some registers do not
contain meaningful data (see Table I).

We have also investigated other design architectures. In
short, if the circuit does not allow the collection of enough
snapshots per encryption/decryption (e.g., at most 10 in a
round-based AES-128 encryption), snapshots for more inputs
(plaintexts) can be collected. Although it becomes out of the
single-trace feature of our attack, it still allows recovering
the secrets by a few snapshots (corresponding to different
inputs). As a general overview, a design which requires a
higher number of clock cycles for each encryption/decryption
would also exhibit more information in the snapshots. We
should stress that due to their high area overhead, usually just
one instance of some basic blocks (like Sbox) is instantiated
in masked implementations, leading to a high number of
clock cycles per encryption/decryption. This would potentially
decrease the number of required snapshots in our attack.

VII. DISCUSSION

A. Attack Feasibility

1) Clock control: For taking a snapshot of registers in a
region of interest, the registers’ contents should not be updated
by the clock signal. Therefore, the adversary either needs to
halt the clock signal for every snapshot or find a time window,
where the registers’ contents remain constant for several clock
cycles, sufficient for taking a snapshot. Depending on the
hardware designer, the state of the (masked) registers might not

be cleared after the termination of the encryption/decryption.
The same observation has been reported in [72]. In such cases,
there is no need to have any control over the clock. If the
locations of the registers are known to the adversary, a snap-
shot from all key registers after the encryption/decryption can
be taken to recover the key. However, as multiple snapshots
from successive clock cycles are required for the scenario with
unknown register locations, this method cannot be applied.
Thus, controlling the clock signal is inevitable. To stop the
clock, we have identified the two following possible scenarios.
External clock. In the most uncomplicated scenario, the clock
is supplied to the chip externally. Hence, the adversary can
easily tamper with the clock signal before it enters the chip
and keep it low/high at her desired periods to take a snapshot.
Naturally, she can repulse the clock again to move one or
several clock cycles further with encryption/decryption.
Internal clock. The attack becomes more challenging if the
clock is generated internally on the chip. Depending on the
target platform (i.e., FPGA or ASIC), the attacker needs
to apply more sophisticated techniques to tamper with the
clock. If the target is an SRAM-based FPGA, the attacker
can use laser fault injection to manipulate the clock source
configuration (e.g., based on ring-oscillators) or its routing
configuration to stop the clock signalling [73], [74]. To take a
snapshot of registers, the adversary first needs to inject a fault
into the clock circuitry at her desired cycle and then take a
snapshot. However, the challenge would be to reactivate the
clock for the next snapshots. Although rebooting the FPGA
leads to the correct reconfiguration and reactivation of the
clock circuitry, it will not be helpful for the next snapshots
due to newly generated random masks. Although successive
immediate fault injections are feasible in principle, it might
be impractical due to laser setup limitations. Moreover, laser
fault injection is not effective in case of an ASIC or a flash-
based FPGA since only transient faults can be injected, which
is usually not sufficient to halt the internal clock permanently.

A more realistic solution, applicable to all platforms, is
circuit editing using Focused Ion Beam (FIB). Using FIB, the
attacker can physically cut the metal lines responsible for clock
signal delivery or damage the transistors of clock buffers to
stop the clock. After disconnecting the internal clock from the
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cipher, the attacker can provide her own controllable external
clock signal by injecting pulses into clock lines using active
nano-probe needles [6]. Even though FIB circuit editing is an
invasive technique, it is a practically feasible approach [75].
Thus, we believe that an internal clock cannot stop the attacker
from mounting snapshot attacks, although it increases the
difficulties.

2) Clock Gating: In synchronous circuits, clock gating can
be deployed to reduce dynamic power consumption by cutting
the clock signal from flip-flops when they are not in use. In this
case, since the clock signal is not continuously delivered to a
specific group of registers, a question rises about the feasibility
of conducting EOFM on an unknown layout to localize the
registers. To ensure that all clock gated registers are receiving
the clock signal during an EOFM measurement, the dwell
time of the laser at each pixel has to be larger than full
encryption/decryption time. As a result, we can be confident
that the gated registers have been activated temporarily and
received the clock signal. Note that while the clock signals for
these gated registers might not be periodic anymore during the
dwell time of the laser, they still contain the clock frequency
component, however with a lower amplitude. Therefore, an
EOFM measurement with the clock frequency reveals clock
buffers of gated registers with different modulation intensities,
i.e., stronger modulation for always active registers and weaker
modulation for gated registers. For instance, assume that the
cryptographic core is running with a 100MHz clock, and the
dwell time of the laser is 1mspx−1. In this example, AES
DOM requires about 200 clock cycles or 2 µs to complete an
encryption. Hence, by keeping the cryptographic operation in
a loop during an EOFM measurement, the AES circuit finishes
the encryption 500 times while the laser beam is still at the
same position. Upon the laser’s movement to the next pixel,
the same number of operations in the loop occurs until the
entire die is scanned with the laser. Thus, by setting the correct
relation between the clock frequency and the dwell time for
the laser, all registers still can be localized while clock gating
is in use. Note that gates involved in the combinatorial logic
will not be falsely identified as clock buffers, because they are
updated only on either the rising or falling edge of the clock
signal while the clock buffers toggle on both edges. Therefore,
the combinatorial gates – except those belonging to the clock
tree – do not appear on the EOFM image.

3) Time expenditure and Attack Cost: One might argue that
the time-consuming task of taking the snapshots discourages
an adversary from mounting the attack, especially if all reg-
isters have to be covered in several clock cycles. For the 2-
share implementation, it took 24 hours to capture snapshots
of all registers in 12 clock cycles, see Section VI-D. The
time fraction for a single LAB (16 registers) is 2.67min. Note
that autofocus and drift correction significantly contribute to
that time. However, the LLSI scan, which creates the actual
snapshot of the registers, takes only around 65 s. Therefore,
using a more stable optical setup, the acquisition time could
potentially be reduced by up to 60%. Furthermore, the registers
on the used FPGA are spread over the device with much

space in between. On an ASIC implementation, the registers
are potentially placed closer together, and thus, a smaller area
needs to be imaged by LLSI. Nevertheless, we consider the
measurement time of our setup not as a hurdle for an attacker,
because the measurements are fully automated and hence
can run unsupervised without the presence of an operator.
Therefore, we think that – concerning measurement time –
our approach is practically feasible in a real scenario.

While laser scanning microscopes are not as cheap as typical
oscilloscopes for power/EM analysis, they are common FA
equipment. They can be rented for about $300/h including an
operator from different FA labs. Therefore, depending on the
attack scenario, one can estimate the cost of such attacks based
on the number of shares and the size of the die. For instance,
the estimated cost to perform LLSI for the known layout of
3-share and 5-share masked AES implementations would be
$325 (65 min.) and $540 (108 min.), respectively. Naturally,
the cost for an unknown layout would increase, since several
snapshots from the entire die have to be taken. However, the
cost would increase only linearly by the number of registers
on the chip. The estimated cost to mount LLSI attack against
an unknown layout with 2-share masked AES implementation
would be $7200 (24 hours).

4) Optical resolution and register size: In the FA com-
munity, optical probing has been shown to be applicable
even to the 10nm technology node by using a Solid Immer-
sion Lens (SIL), leading to an optical resolution of around
200 nm [40], [76]. For smaller technology nodes, a higher
resolution can be achieved in the visible light regime [77],
[78]. For our experiments, we did not use an SIL; hence, the
resolution is ≈ 1 µm due to the wavelength of the laser. This
resolution might seem low for the DUT manufactured in a
60 nm technology. However, unlike IC failure analysis, the
security evaluation of ICs does not have to rely on targeting a
single transistor; therefore, optical resolution requirements can
be relaxed to a certain extent. The comparison of technology
size and optical resolution often misleads to the assumption
that optical probing is not possible for small technology sizes.
This has already been shown wrong in [48], where extracting
the bitstream from a 28nm FPGA was demonstrated.

The size of the area which we used to extract the logic state
of one register from, has a dimension of about 7 µm× 9 µm
for our DUT manufactured in a 60 nm technology. This area
contains multiple transistors. For traditional optical probing
techniques, like EOP, the distance between transistors is crit-
ical for being able to extract the waveform from exactly one
transistor and not a mixture of different signals. However,
for LLSI, it is not crucial whether the laser spot covers
multiple transistors at a time or not. As long as different
signatures for different logic states can be observed in the LLSI
measurements, the stored data can be extracted successfully.

5) Chip preparation and silicon access: For our attack, we
had to depackage the target chip and mount it upside-down on
a customized PCB to establish access to the silicon backside.
This makes the attack semi-invasive, and one might argue that
the effort for chip preparation puts a too high hurdle on the
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attacker. However, note that modern chips are increasingly
manufactured in flip-chip packages, due to performance, size,
cost, and environmental compatibility reasons [79]. Here the
silicon backside is directly exposed to the attacker, and no
chip preparation is necessary. Therefore, depending on the chip
packaging, our attack can also be non-invasive, cf. [48].

B. Theory vs. Practice

It is tempting to claim that our results rule out the ap-
plication of the t-probing model as presented in [5]. In this
regard, we highlight two main points. First, our attack falls
only partially within that framework as it requires that the
t probes should not move within a time period. Second, but
more interestingly, our results demonstrate that some of the
assumptions made in [5] do not always hold in reality. More
concretely, in [5] and its follow-up studies, the measure of the
cost of a probing attack is associated with the value t, which
is shown to be ineffective for our attack. For this purpose, for
a practically feasible, yet more powerful adversary mounting
our proposed attack, the spatial coverage and/or the resolution
of the probe play a much more vital role. Moreover, it is
claimed in [5] that, even in the presence of a fully adaptive
adversary moving the probes within a clock cycle, the security
is guaranteed as long as the total number of probes in each
clock cycle does not exceed t. Conversely, we present a
powerful new attacker, who is not limited by the number of
probes as long as she can manipulate the usual functionality
of the clock, which is very likely as explained above and also
practically demonstrated by us. To sum this up, the existence
of such powerful attackers suggests that the model presented
in [5] should be revisited. Of course, the cost for such powerful
attackers is higher than that for a classical SCA attack, and
there is certainly a trade-off between the cost and the gain
depending on the value of the secrets stored in the device.

C. Potential Countermeasures

Our attack consists of four main steps, namely i) accessing
the IC backside, ii) modulating the power supply, iii) scanning
with a thermal laser, and iv) localizing the key/state registers.
Possible countermeasures can be designed and integrated into
the chip to prevent each step.

1) Package-level countermeasures: The optical access to
the backside of the chip can be prevented after the fabrication
and during the packaging of the die. For instance, active back-
side coatings [80] can make the backside of the chip opaque
to the laser scanning microscopy. Since these coatings interact
with the transistors, they can detect any tampering attempt.
Unfortunately, passive coating layers are not effective since
they can be removed mechanically without any consequences.

2) Device-level countermeasures: To take a snapshot from
the hardware, the core voltage of the device needs to be mod-
ulated with a specific frequency during the laser irradiation on
the transistors. For preventing the modulation of the supply
voltage, internal voltage regulators can be integrated into the
circuit to isolate the supply voltage of secure cores from the
outside of the device and keep the core voltage constant. Such

regulators have already been proposed to defeat power and EM
SCAs [81]. As a side note, supplying a voltage regulator by a
low voltage (close to its predefined output level) can lead to an
unstable output or a transparency between input and output.
While the former case already might be sufficient for LLSI,
in the latter case, the adversary becomes able to modulate
the internal supply voltage at her will. Moreover, distributed
temperature sensors can be deployed on the die to detect local
temperature variations resulting from the laser beam. However,
it should be noted that such temperature sensors have to
operate independently from the main system clock; otherwise,
they will also be deactivated by halting the clock. Since the
wavelength of the thermal lasers is larger than the bandgap
of the silicon, no electron-hole pairs are generated upon the
incident of photons, and therefore, conventional silicon-based
light sensors do not trigger. Temperature sensors can be either
realized by timing-sensitive circuits (e.g., ring-oscillators [82])
or specific materials with longer bandgap wavelengths.

3) Circuit-level countermeasures: A possible way to defeat
our proposed attack is to change the location of registers
dynamically. It cannot be done physically, but it seems to be
possible logically. Suppose that every single bit is allowed
to be stored in a set of k registers. Having n bits, k × n
register cells are required. In addition to this overhead, a
mechanism is required to assign one of such k register cells to
a single-bit value, dynamically selected at every clock cycle,
and independent of other single-bit values. Indeed, we need
to randomize the location of registers, independent of any
masking scheme integrated to defeat classical SCA attacks.
Realizing this might be possible by a form of reconfigurability.
To the best of our knowledge, there is no such a scheme known
to the hardware security community, and therefore, it is among
our planned future works.

VIII. CONCLUSION

Masking is the most effective protection for cryptographic
implementations against (passive) SCA attacks. The mathe-
matical proof of the probing security models, however, as-
sumes a limited number of probes available to the attacker.
This assumption holds for virtually all practically feasible SCA
attacks reported so far. We introduced a new optical attack ap-
proach that can capture hardware snapshots of the IC’s entire
logic state. It is a single-trace technique offering a number
of probes that is only bounded by the number of transistors
on the chip. We showed that extracting the keys from 2-, 3-
and 5-share AES-128 implementations is practically feasible,
even when the exact register locations are not known to the
attacker. Due to the practically unlimited number of probes in
our attack, implementations with higher protection orders (i.e.,
with a high number of shares) are vulnerable as well. The com-
plexity of the attack depends on the design architecture, the
number of shares, and the knowledge of the adversary about
the underlying implementation. The results confirm (again)
that cryptography should not rely on complexity of physical
attacks. Moreover, assumptions made in theoretical models
can be invalidated through more advanced FA techniques, and
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hence, one should not underestimate them. We believe that
the integration of countermeasures to defeat our attack is not a
trivial task. Nevertheless, we gave an overview of the potential
countermeasures at different levels of abstraction.
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Fig. 10. Difference image of a snapshot covering three times eight registers,
once filled with random data, and once with zeroes. A significant difference
(black and white spots) for a register corresponds to bit value 1.

APPENDIX B
SAT CLAUSES

We suppose that the registers are distinguished from the
other cells (e.g., through the technique given in Section III),
and their values can be recovered at multiple clock cycles,
following the given instructions. We also suppose that the
design architecture is known to the adversary, i.e., what is
processed and stored at every clock cycle. However, the
relation between the recovered values (through snapshots) and
the register cells is unknown. In other words, it is not known to
the adversary which recovered value belongs to which register
cell.

Having the above assumptions in mind, we use CryptoMi-
niSat 5 [67] to conduct the attack, which, compared to other
similar SAT solvers, can more easily deal with XOR clauses.
We should highlight that in such SAT solvers, the problem
should be written in Conjunctive Normal Form (CNF), or let
say product of sums. Each clause is a sum (logical OR) of a
couple of variables (or their invert). The product (logical AND)
of all clauses should be True, hence every clause should be
True. CryptoMiniSat allows us to easily define XOR-based
clauses as well.

We first focus on a single snapshot at a certain
clock cycle leading to binary observations denoted by
{ω0, . . . , ωn−1∈ F2} corresponding to n registers of the de-
sign. Some registers belong to the control logic (finite-state
machine), which are out of our interest. Therefore, we target
m ≤ n registers according to the architecture of the underlying
design. For example, m = 256 for an unprotected implemen-
tation of AES (128 bits for the state register and 128 bits for
the key register). If we define variables vi∈{0,...,m−1} for the
value of targeted register cells at the selected clock cycle, we
can write

vi = ci0ω0 + ...+ cin−1ωn−1, (3)

where with cij we denote binary coefficients. Since only one of
the observations is associated to the i-th register cell, only one
of the coefficients cij∈{0,...,n−1} is 1, and the rest are 0. In other

words, ∀i,∑
∀j
cij = 1. These are the first formulations that we

require to include in the Boolean satisfiability problem (SAT).
To this end, we break the addition into bit level by defining
intermediate variables tj∈{2,...,n−1} for each i individually.
Below, we drop the superscript i for both t and c for simplicity.
Adding c0 and c1 leads to result t2 = c0 ⊕ c1 and carry c0c1.
Since the carry must be zero, we can add the following clauses
to the SAT.

t2 ⊕ c0 ⊕ c1 = 1, c0 ∨ c1 = 1 (4)

The same procedure is repeated for adding c2 and the result of
former addition t2, i.e., t3 = c2 ⊕ t2 and c2t2 = 0. Generally,
we can write

∀j ∈ {2, . . . , n−2}, tj+1⊕cj⊕tj = 1, cj ∨ tj = 1 (5)

At the end, we add a clause tn−1 ⊕ cn−1 = 1 to the SAT,
defining that the final result of the addition should be 1.
These clauses (which are independent of the observations ω
and the architecture of the circuit under attack) are generated
individually for each targeted register cell i ∈ {0, . . . ,m−1}.

We should also add the CNF of (3) for each targeted
register cell. Those observations ωj that are 0 cancel out the
corresponding coefficient cj . Therefore, we can write

vi ⊕
(

∑

∀j,ωj=1
cj

)
= 0.

This translates to

vi ∨
(
∨

∀j,ωj=1
cj

)
= 1, vi ∨

(
∨

∀j,ωj=1
cj

)
= 1. (6)

The left equation can be easily added as a clause to the SAT
(as it is already in CNF), but the right one should be split into
multiple clauses as follows:

∀j, ωj = 1, vi ∨ cj = 1. (7)

Having more snapshots at different clock cycles, the clauses
in (6) and (7) should be repeated for m distinct register
variables vi based on the corresponding observations ωj .
However, the coefficients cij stay the same, i.e., they are
defined only once for the entire circuit independent of the
number of snapshots. Accordingly, the clauses in (4) and (5)
are also not repeated.

The remaining task is to link the variables vi (of targeted
register cells) at different clock cycles. This is done based on
the underlying design architecture of the circuit under attack
and the functions it realizes. For example, in a round-based
architecture, the state register cells store the output of the
cipher round function, and the key register cells the round
keys. In a serialized architecture, the content of the registers
is shifted (e.g., in a byte-wise fashion), and certain operations
(e.g., Sbox) are applied on particular registers at determined
clock cycles.

In case of a masked implementation with d + 1 shares,
the number of targeted registers at each clock cycle becomes
m(d + 1) (for example, 512 × 2 for a first-order masked
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implementation of AES making use of the state and key
registers with 2 shares). Therefore, the entire clauses given
in (6) to (7) should be repeated d+ 1 times. In the next step,

we define m virtual variables νi =
d+1⊕
l=1

vi,l (for each clock

cycle), where (vi,1, . . . , vi,d+1) represent variable νi with d+1
shares. The corresponding clauses can be written as

∀i ∈ {1, . . . ,m}, νi ⊕ vi,1 ⊕ . . .⊕ vi,d+1 = 1.

The rest is similar to an unmasked implementation, i.e., the
(unmasked) variables νi at different clock cycles are linked
based on the design architecture of the circuit under attack.





4
AU T O M AT I C E X T R A C T I O N O F S E C R E T S

4.1 reverse engineering and image recognition

In the previous chapter, we have shown that extracting the content Reverse engineering
for data extractionfrom on-chip memories using logic state imaging techniques, such

as LLSI, is possible. However, the work included manual reverse en-
gineering to extract the content from the registers of the FPGA. The
memory cells’ locations, their boundaries, and how the signatures for
the bit values 0 and 1 can be distinguished had to be found. Using
this knowledge, we applied a tailored image processing algorithm to
extract the content from the individual cells’ images. Previous publi-
cations have also shown that manual reverse engineering is necessary.
For example, the authors of [7] had to manually find the memory
layout for extracting a full key. While a relatively small number of
key bits (e.g., 256 in [7]) in an evenly distributed memory is still man-
ageable, obfuscated, shuffled, or non-regular memory structures and
longer sequences of data might not be easily extractable manually.

At the same time, machine-learning techniques are on the rise. For Machine learning in
hardware securityinstance, image recognition has advanced to observe the environ-

ment in real-time for controlling autonomous cars. Especially artificial
neural networks have gained popularity due to their excellent object
detection and classification capabilities without having to tune the
algorithm manually. Therefore, these techniques have also gained
popularity in the security field to break or protect devices and im-
plementations. As one prominent application, deep learning can aid
in extracting secrets from classical side-channel data like power or
EM traces [42, 43]. As a matter of fact, the number of papers on deep
learning-based SCA has increased almost exponentially over the past
years [43]. Apart from leveraging deep learning algorithms to attack
devices, they can be used to design implementations that are more
robust to SCA, for instance, in the form of leakage compensation
circuits [44]. Furthermore, deep learning can even be used to detect
fault injection attacks during the runtime of the chip [45].

Given the above observations, we asked ourselves to what extent Research question
and potential threatsthe reverse engineering procedure needed to extract secrets from ICs

using laser-based techniques can be automated. If reverse engineering
and data extraction can be fully automated, attacks would be possible
with much less manual labor than previously expected. We assumed
two phases for such an approach: profiling and extraction. In the
profiling phase, the attacker has access to a training device on which
she can control the programmed secret data. She can capture as many

43
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logic state images from the device as she needs. Afterward, she would
feed the obtained images into a machine learning tool that learns how
to extract the secret contained in the images. Once the attacker has
finished the profiling, she can directly move to a device containing
an unknown secret, capture one logic state image, and extract the
contained data quickly – potentially within minutes.

This approach drastically reduces the manual labor and expertise
required to extract the secret from a single device. However, this is
not the only benefit an adversary would gain. The outlined procedure
can also be of interest when she wants to extract secrets from multiple
devices of the same type. The profiling would only need to be done
once, and the obtained model can be re-used to speed up the extraction
from multiple device instances. Furthermore, this method would allow
adversaries with sufficient resources, e.g., nation-states, to profile
different devices with a low amount of human labor involved. With
such a set of models at hand, extracting secrets from different device
types on demand would be possible.

In the following work, we tested this approach on three different
devices: two FPGAs and a microcontroller. We have applied two differ-
ent optical logic state imaging techniques, TLS and LLSI, and trained
convolutional neural networks (CNNs) on the secret extraction from
the memory structures.

4.2 publication

The reprinted publication follows subsequently. It was originally
presented at the 30th USENIX Security Symposium (USENIX Secu-
rity 21) [46]. The logic state images acquired in connection with this
publication are available in [47].
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Abstract

The security of modern electronic devices relies on secret
keys stored on secure hardware modules as the root-of-trust
(RoT). Extracting those keys would break the security of the
entire system. As shown before, sophisticated side-channel
analysis (SCA) attacks, using chip failure analysis (FA) tech-
niques, can extract data from on-chip memory cells. However,
since the chip’s layout is unknown to the adversary in practice,
secret key localization and reverse engineering are onerous
tasks. Consequently, hardware vendors commonly believe
that the ever-growing physical complexity of the integrated
circuit (IC) designs can be a natural barrier against potential
adversaries. In this work, we present a novel approach that can
extract the secret key without any knowledge of the IC’s lay-
out, and independent from the employed memory technology
as key storage. We automate the – traditionally very labor-
intensive – reverse engineering and data extraction process.
To that end, we demonstrate that black-box measurements
captured using laser-assisted SCA techniques from a training
device with known key can be used to profile the device for
a later key prediction on other victim devices with unknown
keys. To showcase the potential of our approach, we target
keys on three different hardware platforms, which are utilized
as RoT in different products.

1 Introduction

For security applications, people rely on hardened hardware
modules, like Trusted Platform Modules (TPMs), as the root-
of-trust (RoT) for storing secret keys. Those keys ensure the
functioning of complex and delicate systems like routers,
servers, sensor systems, and cars by establishing secure com-
munication channels, safeguarding trusted code execution,
and protecting the intellectual property embodied in the de-
vice. Extracting secret keys managed by a RoT hardware
would break the entire system’s security. Possible motiva-
tions for attackers are the extraction of secret information,
tampering with the design, or cloning the device.

Modern integrated circuits (ICs) and system-on-chips
(SoCs) consist of billions of transistors, which makes the
reverse engineering of the design and layout very challenging.
Moreover, data extraction from various key storage technolo-
gies requires different measurement tools and expertise, mak-
ing the attack costly and unscalable. This physical complexity
might lead to a belief by vendors that the localization and
extraction of assets/secrets on their products is a laborious
task. In addition to that, the usage of the keys in diverse appli-
cations, such as firmware/bitstream decryption, asymmetric
cryptographic operations, or logic deobfuscation, makes the
generalization of an attack against RoTs infeasible.

There are companies like Techinsights [1] and Tex-
plained [2] that invest lots of expertise and effort into fully
reverse engineering ICs with destructive techniques and us-
ing sophisticated failure analysis (FA) tools, such as scan-
ning electron microscopes (SEMs) and focused ion beams
(FIBs) [3]. They can extract the IC’s netlist, analyze its func-
tioning, and therefore, find the location where the key is stored.
While effective, this approach is very time consuming and
expensive. On the other hand, researchers have shown that
attacks on some specific devices only require partial reverse
engineering. Applying SEM [4, 5], FIB [6], microprobing [7],
and laser-assisted side-channel analysis (SCA) techniques
using laser scanning microscopes (LSMs) [8, 9, 10, 11] are
examples of such academic work. Nevertheless, these attacks
have only been carried out in an experimental environment,
where many details of the design were available beforehand
or had to be gathered manually.

Considering the high amount of manual reverse engineering
work, one might ask if machine learning techniques could be
applied in the context of hardware security to reduce the
required knowledge for key extraction. Indeed, the benefit of
applying deep learning techniques on classical SCA attacks,
like power and electromagnetic (EM) analysis, have already
been discovered and studied extensively [12, 13, 14, 15]. At
the same time, convolutional neural networks (CNNs) have
become the default choice for image classification tasks, as
they remove the need for manually tailoring the algorithm to
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its specific application. Consequently, CNNs could also be
one suitable method for extracting a key from images captured
by FA techniques from a complex chip with unknown design
and layout. In other words, if an attacker combines image
recognition techniques with sophisticated FA tools that are
capable of capturing the logic state from inside the IC, a new
threat dimension arises. Such an approach can antiquate the
expensive reverse engineering portion of hardware attacks.
On the positive side, such a tool, if automated, can also be
used for security assessment of products.
Our contribution.

In this work, we develop an attack approach drawing the
connection between image recognition techniques, profiling
SCA, and sophisticated FA tools to extract the secret key from
memory cells of an IC without requiring any knowledge about
the chip’s layout and its functioning.

To validate our claims, we conduct SCA using two different
and well-known laser-assisted SCA methods, namely thermal
laser stimulation (TLS) [10] and laser logic state imaging
(LLSI) [11]. We apply these SCA techniques on three differ-
ent hardware targets with various process technology sizes:
the dedicated key memory of an 20 nm Field Programmable
Gate Array (FPGA), the SRAM of a 180 nm microcontroller,
and the registers of an 60 nm FPGA. All these platforms can
be potentially part of an RoT implementation. To showcase
the strength of our approach, we exemplarily deploy CNNs
to create models out of obtained measurements from these
devices. The results demonstrate that our trained models can
extract an unknown secret key from the victim devices with
high accuracy, even in the presence of largely irrelevant infor-
mation and activities on the chip. Moreover, it is not required
to know the location of targeted memory cells and how to
interpret the bit values from the measurements. Note that our
approach is not limited to optical SCA attacks, and can also
be combined with SEM, FIB, or any other FA microscopy
tools, which capture the activity of transistors.

While in this work we have applied deep learning due to
its straight-forward nature for highlighting the threat of our
approach, deploying other image recognition techniques is
also conceivable. In this regard, we are open-sourcing the
side-channel data to enable other researchers to improve data
extraction using various techniques. Consequently, we would
like to stress that the emphasis of this work is on showing that
laser-based SCA can eliminate the reverse engineering step
for extracting secret information, and not on applying deep
learning techniques as profiling SCA tool.

2 Threat Model

2.1 Target
In hardware RoT applications, we can distinguish between
two different kinds of keys. At least one root key must be
stored in plaintext in a non-volatile memory (NVM). Other

CMOS
Memory

Crypto core/
Processor

CMOS
Memory

Application key

Root key RoT

SoC

Non-volatile memory Encrypted memory

Figure 1: Extraction of the root key after it was loaded from a
tamper- and read-proof non-volatile memory, or of an appli-
cation key after it has been decrypted using the root key.

keys might be stored internally/externally in an encrypted
form, decryptable by the root key. In the following, we will
refer to them as application keys. In addition to its usage
as key-decryption-key, the root key might also be deployed
directly, e.g., for firmware or bitstream decryption. Since the
root key is typically stored in a (tamper- and read-proof)
NVM, such as flash memory, EEPROM, or ferroelectric RAM,
the direct extraction of its content is not a straightforward
task [5]. However, even if the NVM is considered secure,
for being used, the contained key will be loaded into CMOS
memory cells at some point in time, see Fig. 1. The same holds
true for application keys after they have been decrypted.

Previous work has shown that sophisticated non- and semi-
invasive FA tools are capable of extracting logic states from
CMOS logic gates [16] and memory cells [8, 10, 11]. These
techniques typically produce an image (i.e., activity map or
response image) which contains information about the logic
state of the area of interest. Yet, extracting the actual memory
content from these images can be a challenging task, even
if the chip’s layout is known, or at least understood to a cer-
tain degree. Although tools like SAT solvers [11] and image
recognition techniques can aid the localization of the key,
much prior knowledge of the memory cell’s design, its geom-
etry, and its exact location is required. Therefore, a potential
attacker might be highly motivated to reduce the effort for
extracting keys from the images.

2.2 Attacker’s Motivation

We assume an adversary who has access to FA tools and has
a strong motivation to avoid expensive reverse engineering
of the whole IC for just extracting a single key out of it. One
might ask why an adversary would invest that much effort
into extracting the key from a single device. The primary
motivation in many scenarios is that the same key is used for
all devices, for instance, when firmware, bitstream, or logic
encryption is used to protect the proprietary design of a sys-
tem. The key is therefore programmed by the vendor before
the product is shipped to the customer. Consequently, extract-
ing the key from one device would break the security of all
devices from the same family. Even if the key differs between
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Figure 2: Schematic of a CMOS memory cell and how the
two measurement techniques can extract the cell’s logic state.
Transistors for read and write access are omitted. Figures
based on [19, 20].

devices, it should be kept in mind that all chips from a device
family have the same layout. Therefore, the adversary can
learn how to extract the key from a training device and use
her knowledge to extract the key also from other devices of
the same family.

3 Background

3.1 Optical Side-Channel Analysis Attacks
For being able to debug the active silicon of integrated circuits
(ICs) in the presence of the many metal layers on the chip
frontside, techniques have been developed to access on-chip
signals through the IC backside [17]. The corresponding op-
tical side-channel analysis (SCA) techniques take advantage
of the high infrared transmission in silicon for wavelengths
above 1 µm, basically allowing to “see through” the bulk sil-
icon at the IC backside. Due to their availability in FA labs
around the globe, related techniques like photon emission
analysis, laser stimulation, and optical probing have been
adopted by the hardware security field [18, 10, 9]. A typi-
cal setup consists of a laser scanning microscope (LSM) with
laser sources of different wavelengths, a detector for mea-
suring the reflected laser light, and optionally a camera for
photon emission analysis.

The two relevant techniques for this work, including re-
ported attacks in the literature, will be discussed below.

3.1.1 Thermal Laser Stimulation

Thermal laser stimulation (TLS) is an SCA technique that
induces electrical perturbations on a target device by creat-

ing local temperature gradients when stimulating an area of
interest with a laser beam. The laser beam’s wavelength is
above 1.1 µm, which does not have enough energy to gener-
ate electron-hole pairs, but thermal gradients. A temperature
variation on a thermocouple can lead to a voltage generation,
which is known as the Seebeck effect [21]. The Seebeck volt-
age can be leveraged to extract the logical states from CMOS
memory cells [19].

A CMOS memory cell consists of two cross-coupled invert-
ers, with one transistor per inverter being low-ohmic (conduct-
ing) and one being high-ohmic (nonconducting), see Fig. 2a.
Hence, while storing a value, i.e., in the stable state, only a
negligible current is flowing between VCC and GND. How-
ever, if a laser beam stimulates the drain-bulk junction of
a transistor with low-ohmic channel, it generates a Seebeck
voltage (VSeeb.). This voltage is forwarded along the circuit to
the gate of a transistor in the high-ohmic state. This transistor
is slightly switched on and – via exponential sub-threshold
operation–, the current drawn from the memory cell’s power
supply increases. If an area of interest on the device is scanned
pixel-wise by a laser beam and the small power consumption
variations are recorded along with the laser beam’s location,
the TLS response map of the scanned area can be obtained.
The areas of the two sensitive transistors will show up brighter
in the TLS response map, due to the slight increase in power
consumption. For the opposite bit state, the other two transis-
tors will appear on the response map, making the two different
bit states of the memory cell distinguishable from each other.

TLS is a well-understood technique that has been used to
read out SRAM memory on microcontrollers [19, 22] and
extract the cryptographic key from the battery-backed RAM
on an FPGA [10]. One scan over the area of interest can reveal
the entire memory content, and therefore, TLS can be con-
sidered a single-trace SCA technique. Naturally, the memory
content should stay constant during the scan. Recently it has
been shown that TLS can be mounted with cheaper setups
than previously expected – for around $100k [23].

3.1.2 Laser Logic State Imaging

Optical probing is an FA tool used for acquiring electrical
information from inside the IC [24, 8, 9]. Electro-optical
frequency mapping (EOFM) is an optical probing technique
that allows creating a 2-D activity map of circuits, showing
nodes that are switching at a particular frequency [25]. While
light with wavelengths above 1 µm scans the IC backside
pixel by pixel, it passes through the silicon substrate. The
light is partially absorbed and partially reflected by structures
such as metal layers and transistors, whereas the electrical
field present at transistors influences the light’s amplitude and
phase. A portion of the reflected light leaves the IC through
the backside where it is converted into a voltage and fed into
a narrow-band frequency filter set to the frequency of interest.
The resulting signal’s amplitude and the position information
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form the 2-D activity map on which areas modulating at the
frequency of interest appear as bright spots.

For EOFM measurements, it is necessary to know the in-
ternal switching frequency of the circuit of interest to track
the signals. This frequency can be hard to predict, and even
worse, there is not necessarily any switching activity for mem-
ory cells if no read/write operation is carried out. This prob-
lem can be tackled by inducing a frequency, for example, by
modulating the core voltage that supplies the circuit under
test. The corresponding technique is called laser logic state
imaging (LLSI) and has been introduced as an extension to
EOFM [20]. LLSI makes the extraction of static logic states
possible, e.g., from a CMOS memory cell, as illustrated in
Fig. 2b. The low-ohmic transistors’ electric fields oscillate
with the power supply’s modulation frequency, and hence,
produce an EOFM signal. In contrast, off-state transistors do
not produce a strong EOFM signal. Consequently, the logic
state of the SRAM cell can be deduced. LLSI has been used
to read out SRAM on a microcontroller [22] and the registers
on an FPGA [11].

Note that LLSI can be used to extract not only the state of
SRAM cells or registers, but also any cluster of transistors,
such as buffers or logic gates. As long as the bit state of the
logical element affects the involved transistors, the bit value
can be extracted. Next to TLS, also LLSI can be considered
a single-trace SCA technique, as one scan over the region of
interest is sufficient to capture its entire logic state. Similarly,
to perform LLSI, the memory content has to remain constant
during the scan. One way to achieve this requirement is to
halt the clock signal to prevent any update in the values of
the memory [11]. However, in some applications, e.g., logic
locking, the secret key has to be provided constantly to the
locked circuit in order to keep it unlocked during runtime, and
therefore, no clock control is needed. Moreover, it has been
observed that some cryptographic accelerators do not neces-
sarily clear key registers after encryption/decryption [26], and
hence, the key remains in the registers as long as the device
is powered on.

3.2 Deep Learning for Image Classification

Due to their high flexibility, convolutional neural networks
(CNNs) [27, 28, 29] are a popular choice for many computer
vision applications such as image recognition [30, 31]. Image
recognition typically consists of two tasks: object classifica-
tion (also called image-level annotation) and object detection
(object-level annotation). While for classification only the
presence of an object from a given set of classes is assessed
– and not its position –, object detection is typically a more
challenging task. In this work, we are only interested in the
existence of a logic 0 or 1 in an image, and therefore, we will
only cover object classification in the following.

CNNs are a subclass of deep neural networks and com-
plement the fully-connected (FC) networks (also known as

multilayer perceptrons) with trainable feature extractors, the
so-called convolutional layers. A convolutional layer finds
features in the image (e.g., corners, edges, etc.) using train-
able filters that cover a certain receptive field. The resulting
feature maps can be fed into subsequent convolutional layers
to detect larger features. Intermediate subsampling steps –
pooling layers – reduce the resolution of the feature maps to
decrease the sensitivity to shifts and other distortions. Finally,
after some repetitions of convolutional and pooling layers, the
output is flattened and fed into the FC network to classify the
images.

In the literature, different architectural designs for CNNs
have been reported, e.g., LeNet-5 [28], AlexNet [32], and
VGG [33]. The authors of the VGG architecture presented
a generic design consisting of the repetitive application of
filters with a very small receptive field (3×3 pixels), followed
by a max-pooling over a 2×2 pixel window. The stack of con-
volutional layers is followed by FC layers with one neuron for
each class in the output layer [33]. The structure of multiple
small convolutional layers followed by a max-pooling layer
is often referred to as VGG-block and has become a popu-
lar building block and starting point when designing a new
model from scratch, like it will be required for the optical key
extraction. Different concepts have been developed to reduce
over-specialization on the training data (so-called overfitting)
of CNNs, especially when only a small training dataset is
available. For instance, a dropout layer can remove random
nodes from the FC layers during training, which leads to the
extraction of more robust features [34]. Furthermore, data
augmentation can increase the number of training samples
artificially, and therefore, reduce overfitting as well [35].

3.3 Related Work

This work builds on an approach that is known as profiled
side-channel analysis [36], where a device under the adver-
sary’s control is used to create a leakage model, which is later
used to extract the secret from a similar device [37]. In the
literature, profiled SCA is typically applied to a cryptographic
core by observing its operation, for instance, through power
and EM side-channels. In the profiling phase, the behavior
of the DUT is observed and incorporated in a leakage model
using either statistical methods (a.k.a template attacks [38])
or machine learning techniques [39], such as support vector
machines [40] and neural networks [12, 13, 14, 15]. In the
attack phase, the extracted model is used to extract the un-
known secret from the target device. Traditional SCA has
limited applicability in some cases, e.g., when the key is not
involved in active computations, or when countermeasures
prohibit the capturing of a sufficient number of traces.

Next to side-channel analysis, machine learning is also
used in many other applications in the field of hardware secu-
rity [39], for instance, for hardware trojan detection [41] and
reverse engineering [3, 42].



4.2 publication 49

Sx = [b1,b2, ... bn]
Secret

(1) Automated Measurements (2) Neural Network Training

S1

SN

(3) Secret Extraction

N

STarget

Training Images Target Image

Figure 3: Schematic of the proposed three-step attack approach.

4 Attack Approach

Our attack approach has already been sketched in [43] and
assumes that the adversary has access to a training device, for
which she can control the contained secret at her will. How-
ever, she does not have any knowledge about the design of the
chip and the location of the key storage. In this scenario, the
approach for the attacker consists of three steps, see Fig. 3.
In the first step, randomly chosen keys are programmed into
the training device, and SCA images are captured from the
IC backside for each key. Subsequently, neural networks are
trained with the obtained images. These two steps can be
specified as profiling phase. In the final step, the attack phase,
the secret on the target device is revealed by one or a few
measurements and the previously trained networks. Note that
in this work, we chose to apply deep learning techniques for
image recognition due to their ad-hoc adaptability to many
problems with minimal tuning effort. For the secret extrac-
tion from the images, potentially also other machine learning
or statistical methods can be applied. In the following, we
discuss the three steps of our approach in more detail.

4.1 Automated Measurements

For gathering a training dataset, the adversary captures re-
sponse images using TLS or LLSI from the training device
containing different randomly chosen keys. Since capturing
many high-resolution images from larger areas of the chip can
be very time consuming, the attacker would first try to find
candidate areas for the on-chip memory. Due to the repetitive
and regular structure of memory arrays, such candidate areas
often can be discovered by analyzing an optical image of the
chip. If this is not the case, two response images (containing
two different secrets) can be captured from the entire chip
area. When subtracting the two images, the attacker can con-
sider all areas showing a difference as candidate areas which
should be covered by the automated measurements. Conse-
quently, one sample in the training database consists of one
or more response images and the programmed secret. After
capturing some samples, the attacker can continue with step 2,
that is, training CNNs with the database.

4.2 Neural Network Training
Before training CNNs with the response images, possible drift
caused by mechanical instabilities of the setup should be cor-
rected. For this, classical image registration techniques can be
used, e.g., by calculating the offset between an optical image
captured along with the response image and one fixed optical
image. Subsequently, the response image can be transformed
according to the calculated shift.

Furthermore, the programmed secret is split into its indi-
vidual binary bits, which are assigned as multiple labels to
each image – one label per bit. Once these preparatory steps
are done, a CNN can be designed to learn the secret bits from
the response images. More specifically, for each bit of the
secret, the images are classified to contain either the binary
bit value 0 or 1. Note that each bit of the secret is handled
independently from the other bits. To find out if the images
depend on the secret at all, different network architectures
should be investigated while trying to learn just a single bit of
the secret. Following common practice, we propose to start
with a simple model, containing only a few convolutional
layers (one VGG-block, see Section 3.2).

To reduce the resources needed for training the model, the
images can be split into smaller-sized sections, and a separate
model can be trained on each section. As a side-effect, the
attacker can find the secret’s rough location. If the network
does not reach a very high validation accuracy, but the se-
cret bits can be learned to some degree, more measurements
from the respective section might be required (supposedly
also with higher resolution). The application of data augmen-
tation techniques is likely to reduce the required number of
measurements. Once single bits can be learned successfully,
a multi-label classification can be attempted to reduce the
training time. In other words, one network should learn more
than one bit at the same time. This can be achieved by adding
more output neurons to the FC network – one per bit of the
key to be learned.

4.3 Secret Extraction
When all bits could be learned using the training dataset with
a sufficiently high accuracy, the attacker knows the required
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locations on the chip and measurement parameters for a suc-
cessful extraction of the secret. She then can capture response
images from the target device (containing an unknown secret)
and let the obtained models predict the key from those images.
Depending on the accuracy of the network, multiple images
with slightly different parameters (like focus position) could
be obtained for being able to apply a majority voting scheme
on the predicted secret bits, and therefore, achieve a higher
probability for predicting all bits of the secret correctly. In
this work, we abstain from extracting the secret from a target
device and instead rely on the test accuracy from the training
phase as an indicator for the attack’s success. However, we
expect the inter-device differences to be lower than the noise
introduced during different measurement runs and by data
augmentation.

5 Experimental Setup and Target Devices

In the first part of this section we give details on our setup for
conducting TLS and LLSI measurements. Then we briefly
describe our setup for the learning part. Finally, we introduce
the devices under test (DUTs) and present images of their
memory structures captured with our setup.

5.1 Measurement Setup

5.1.1 Optical and Electrical Setup

The core of our setup is a Hamamatsu PHEMOS-1000 FA
microscope. It is equipped with a 1.3 µm high-power incoher-
ent light source (HIL) for optical probing and a 1.3 µm laser
for thermal stimulation. In addition to the 5×, 20×, and 50×
lenses, a scanner-zoom of 2×, 4×, and 8× is available. The
light beam is scanned pixel-wise over the device using gal-
vanometric mirrors. For acquiring optical images and conduct-
ing LLSI, the reflected light is separated by semi-transparent
mirrors and fed into a detector. For LLSI, the detector’s output
is fed into a bandpass filter set to the frequency of interest.
The PC software then produces a 2-D image containing the
measured amplitude at each pixel. For conducting TLS mea-
surements, the laser is scanned over the device, and its power
consumption is measured using an external current pream-
plifier (Stanford Research Systems SR 570). The amplifier’s
output is fed into the PHEMOS PC software, which produces
a response map of the locations sensitive to the thermal stimu-
lation. The setup specific to the devices under test is described
in Section 5.3.

5.1.2 Measurement Automation

For repeating the measurements with different secrets pro-
grammed into the target devices, we programmed a tool in
the LabView programming environment. It can control the

PHEMOS software (e.g., start and stop measurements, exe-
cute auto-focus, move the lens) and access the captured im-
ages for correcting horizontal and vertical drift. Furthermore,
the tool can trigger the programming of a new secret into the
DUT by communicating with a target-specific script running
on another PC. In one iteration of the automated measure-
ments, first a new secret is programmed. Then, after executing
the auto-focus, an optical image is captured and saved. The
drift between that image and the first image of the measure-
ment series is calculated and the lens is moved accordingly.
Finally, the TLS or LLSI measurement is conducted and the
resulting image is saved along with the secret.

5.2 Learning Setup
For correcting drift in the final images, we made use of the
MATLAB image processing toolbox. As machine learning
toolbox, we used the Keras API for TensorFlow (version
2.3.0). We ran all our experiments on an Ubuntu 20.04.1 LTS
machine with an Intel i7-6850K CPU @ 3.6 GHz, 128 GiB
of system memory and a GeForce GTX 1080 Ti GPU with
11 GiB of memory. For all experiments, we made use of the
TensorFlow GPU support.

5.3 Devices under Test
We chose three different targets manufactured in different
technology sizes and containing different kinds of volatile
key memories for our evaluations.

5.3.1 Xilinx Kintex Ultrascale BBRAM

As first and simple target we chose the battery-backed RAM
(BBRAM) of a Xilinx Kintex Ultrascale FPGA, which is used
for storing a 256-bit bitstream decrpytion key. In principle,
BBRAM is identical to common SRAM – except that it is
designed to be powered via battery over a long period. There-
fore, BBRAM cells are susceptible to optical SCA attacks. In
the literature it has been shown that the key from this device
family can be extracted using TLS [10].

The FPGA, which is manufactured in a 20 nm technology,
is mounted on an AVNET development board (AES-KU040-
DB-G). The flip-chip package of the FPGA allows direct
access to the silicon backside of the chip. For conducting TLS
measurements, the current preamplifier is connected to the bat-
tery rails of the chip and the main power supply is switched off.
The bias voltage of the amplifier supplies the BBRAM dur-
ing the TLS measurement. For programming a new key, the
FPGA has to be powered by the development board’s power
supplies. To fully automate the programming and measure-
ment process, we made use of the supplies’ PMBus interface,
allowing to switch the power on and off programmatically via
a microcontroller (using the TI PMBus library [44]). Conse-
quently, for programming a new key, the power supplies are
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(a) Optical image

(b) TLS response image with a random key programmed

(c) Difference between two TLS response images with different
keys

Figure 4: Images of the Xilinx Ultrascale BBRAM.

switched on, a key is programmed via JTAG and the Xilinx Vi-
vado TCL interface [45], and the power supplies are switched
off again. Note that during the whole process, the BBRAM
voltage is supplied by the current preamplifier. Fig. 4 show-
cases images of the BBRAM area captured with our setup.
Although the chip is manufactured in a 20 nm technology, the
size of one memory cell is around 2.8 µm× 3.1 µm, which
can be explained by leakage current considerations [10].

5.3.2 Texas Instruments MSP430 SRAM

As second and more flexible target, we chose the freely
programmable 1024-byte SRAM of a Texas Instruments
MSP430 microcontroller. The chip is manufactured in a
180 nm technology with an SRAM cell size of approxi-
mately 2.5 µm× 1.9 µm [22]. The literature shows that the
SRAM content of this device can be extracted using TLS and
LLSI [22]. For our experiments, we chose to conduct LLSI
measurements, as TLS is only possible while the device is in
a low-power mode, which is not the case for LLSI. Hence,
LLSI can be considered a more powerful technique in this
case.

To access the chip backside, the device had to be opened
and soldered backside-up on a custom PCB. Note that polish-
ing or thinning the silicon backside was not necessary. For
modulating the power supply of the SRAM memory, we made

use of the VCORE pin, which provides access to the internally
generated core voltage of the microcontroller. To this pin, we
connected our modulator circuit, consisting of a voltage reg-
ulator whose feedback path is modulated using a laboratory
frequency generator with a sinusoidal wave. For programming
the SRAM content during the automated measurements, we
used an Olimex JTAG debugger (MSP430-JTAG-TINY-V2),
controlled by a Python script using the MSPDebug command
line tool [46]. During the whole LLSI measurement, the de-
bugger is left connected and switched on. Fig. 5 showcases
images of the SRAM area captured using our setup.

5.3.3 Intel Cyclone IV Registers

As the third target, we chose the registers of a Intel Cyclone IV
FPGA. The FPGA consists of 392 identical logic array blocks
(LABs), each comprised of 16 logic elements (LEs), whereas
every LE contains one register cell. The chip is manufac-
tured in a 60 nm technology. We had to open the package and
solder the chip backside-up on a custom PCB for accessing
the chip’s backside. To modulate the supply voltage for con-
ducting LLSI, we used a voltage regulator (TI TPS7A7001)
and modulated its feedback path with a sinusoidal wave. We
created a logic design that updates the register values when ap-
plying an external clock with precomputed randomly chosen
values during the automated measurements.

By subtracting two LLSI images with different data, we
found the LAB’s area containing the registers. To reduce
the measurement time, we covered only that area with the
automated measurements. Consequently, one response image
contains one logic array block, and therefore 16 registers, see
Fig. 6. From the difference images, we could also estimate
the memory cell size to around 7 µm× 9 µm.

6 Results

In this section we apply our deep learning based approach
on the response images captured with the automated setup.
For all experiments, we first reduced the drift – caused by
mechanical instabilities of our setup – between the images
in the dataset. For this, we calculated the offset between the
optical image captured along with each response image and
one fixed optical image by means of an elastic transformation
using the MATLAB image processing toolbox. Then we ap-
plied the transformation to the corresponding response image.
For the sake of simplicity, we will in the following refer to
the response images only as “images”. To encourage others
working with our data, we made all images captured in the
context of this work available online.1

1 http://dx.doi.org/10.14279/depositonce-11354

http://dx.doi.org/10.14279/depositonce-11354
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(a) Optical image (b) LLSI image (512 key bits, rest
zeroized)

(c) LLSI image (512 key bits, rest
randomized)

(d) Difference between two LLSI
images (rest zeroized)

Figure 5: Images of the TI MSP430’s 1024-byte SRAM area.

Target # Mem.
bits

# Key
bits

Technique Image dimensions Lens and
scanner zoom

# Images Time/Image
(mm:ss)

Total time
(hh:mm)

BBRAM 288 256 TLS 985 px× 407 px 50× (×2) 578 02:02 19:35

MSP430 (zeroized) 8192 512 LLSI 503 px× 355 px 50× 433 13:00 93:49

MSP430 (randomized) 8192 512 LLSI 503 px× 355 px 50× 821 13:00 177:53

FPGA Registers 16 16 LLSI 509 px× 28 px 50× (×2) 568 2:40 25:17

Table 1: Overview of devices under test and the captured images in automated measurements.

(a) Optical image

(b) LLSI image

(c) Difference of two LLSI images

Figure 6: Images of one Intel Cyclone IV LAB containing 16
registers.

6.1 Key Extraction from BBRAM

Using the automated setup, we have captured over 500 TLS
images of the BBRAM containing randomly chosen keys,
see Tab. 1 for details. The memory cells’ locations within
the image become visible when subtracting two TLS images
containing different keys, see Fig. 4c. The relatively large

spots indicate that the memory cells cover many pixels, and
therefore, we downsized the images with a factor of 0.4 before
using them for training. We first investigated if it is possible
to extract single key bits from the images (Section 6.1.1).
Further, we examined ways for reducing the required time
for learning (Section 6.1.2) and the number of images in the
training dataset (Section 6.1.3). Finally, we constructed an
optimized attack approach from our findings (Section 6.1.4).

6.1.1 Learning single bits

For the first experiments, we fed images containing the entire
BBRAM area into the network (cf. Fig. 4). For the CNN,
we used a simple VGG-like structure, consisting of just two
convolutional layers, followed by a pooling layer, and a FC
network with one hidden layer (512 neurons), a dropout layer
(rate 0.2), and an output layer with one neuron. For the model
summary, see Fig. 18 in the Appendix. For all experiments in
this work, we used the Adam optimizer with an initial learn-
ing rate of 0.001, binary cross-entropy loss functions, and
rectifier activation functions. We randomly split the available
images into training (70%), validation (15%), and test (15%)
datasets. Further, we applied a batch size of 8 images and set
the number of steps per epoch to the number of images in
the training dataset divided by the batch size. To deal with
the relatively small datasets, we augmented the images by
means of an affine transformation with a random rotation of
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Figure 7: Training and validation accuracy when learning a
single bit of the BBRAM key from the full image.
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Figure 8: Test accuracies for four bits of the BBRAM key
when trying to learn multiple bits in parallel with one network.
Shown values depict the maximum out of 3 runs.

2 degrees, a width/height shift of 1 pixel, and a shear of 2
degrees.

The results show that the network can quickly learn one
bit of the key, see Fig. 7. We repeated the experiment for 50
randomly chosen bit positions of the key, and recognized, that
not all networks lead to a test accuracy of 100%. Therefore,
we repeated the network training five times per key bit for
different splits of the dataset. In most runs (at least 3 out of
5), we achieved a test accuracy of 100%. The reasons for
some networks to perform better and some worse could be the
relatively small number of training images and the random
initialization of the networks’ weights. To make predictions
of the secret more reliable, an ensemble learning strategy can
potentially be used, for instance, by considering the models
from multiple runs in a majority voting fashion. Training a
network for one bit took around 180 seconds per run, which –
depending on the number of runs – can lead to a training time
of some hours to a few days.

6.1.2 Learning bits in parallel

To speed up model training for all key bits, we added more
output neurons to the network to learn multiple key bits in par-
allel. For this, we randomly chose bit positions from the key
and checked if we can achieve a simultaneous test accuracy
of 100% for all bits. This was the case for up to 4 key bits
per network, when training for the same number of epochs
as before on the full image, which leads to a 4× speedup in
training time. Above 4 bits, the test accuracy was decreasing
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Figure 9: Training history when learning 128 bits of the
BBRAM key on a 64 px× 64 px section. The bits contained
in the section converge to 100% accuracy, and therefore, can
be clearly separated from the others.

significantly. Increasing the number of convolutional and FC
layers did not improve the prediction accuracy. Further, we
noticed that the achieved performance depends on the spatial
distance between the memory cells learned in parallel. When
trying to learn cells in close vicinity, the per-bit accuracy is
higher than with randomly chosen memory cells.

To further increase the number of bits learned in parallel,
we reduced the network’s data input dimensions by breaking
the images into sections, and training one network for each
section. Now not all key bits are contained within one section,
and consequently, an accuracy of around 50% might indi-
cate that the section does not contain the corresponding bit.
Therefore, we picked four bits that are contained in a specific
128 px× 128 px and 64 px× 64 px section, and tried to learn
up to 256 bits of the key in parallel from differently sized sec-
tions. The results confirm that a smaller section size leads to
a higher accuracy. We could achieve a test accuracy of 100%
for all four bits contained in the section when trying to learn
up to 32 bits in parallel, see Fig. 8. Although not reaching
a very high test accuracy, the network for learning 128 bits
in parallel can clearly separate bits that are contained in the
section from bits that are not, see Fig. 9. A few bits achieve a
higher validation accuracy only in later epochs, presumably
because they are not fully contained in the image section, and
therefore, are harder to learn.

To sum up, this experiment has shown two things. Firstly,
breaking the images into smaller sections can increase the
achieved accuracy of the model. Secondly, the bits’ rough lo-
cations on the image can be found very efficiently, by learning
many bit positions of the key in parallel.

6.1.3 Reducing the number of required images

We expect the cost of using the FA microscope, i.e., for cap-
turing the images, to be in orders of magnitude higher than
the cost for training the CNNs. Therefore, we consider the
required number of training images as the limiting factor re-
garding the attack costs. Consequently, we tried reduce the
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Figure 10: Learning one bit of the BBRAM key per network
from differently sized sections, with respect to the number of
images used for training. The experiment was repeated for
three key bits.

number of samples used for training to a minimum, while still
being able to extract the secret. For this, we again tried to learn
only single bits per network, and repeated the experiment for
three bits of the key on different image section sizes. In a
nutshell, the results indicate that training on a smaller section
size requires a smaller test dataset, see Fig. 10. Remarkably,
to learn a single bit from a 64 px× 64 px section with 100%
accuracy demands only 50 training images.

6.1.4 Optimized attack approach

From the above findings, we can now develop an attack ap-
proach that is adaptable to constraints like the amount and
quality of available images. We propose a two-step divide-
and-conquer approach as follows. First, for finding the bits’
coarse locations, networks are trained on many bits in parallel
for small sections of the original image. Note that high test
accuracies are dispensable in this case, since it is only of inter-
est whether a bit is learnable or not. Once the coarse location
of each bit is found, networks for each bit (or small groups of
bits) can be trained on the corresponding sections.
Localization We chose to reduce the training dataset to
only 150 images to better reflect a real attack scenario in
which capturing time is expensive, resulting in a dataset acqui-
sition time of 5 hours. We then trained networks for 128 bits
in parallel on 64 px× 64 px sections of the images with 5 px
overlap at every side, resulting in 21 sections, see Fig. 11. We
ran every training three times and selected the most promising
section for each bit by first filtering for test accuracies above
75% and then picking the section with the highest number of
successful runs. For instance, some of the key bits between 0
and 127 could be learned in section 12, see Fig. 12. The algo-
rithm found bit numbers 0-5, 32-37, 64-69, 96-101, 129, and
131-1332. This matches with the memory mapping already
discovered in [10]. Note that the bits 128-133 seem to reside
directly in the overlap region of sections 12 and 19, and there-
fore, some bits could be better learned in section 12, and some

2Numbering with most significant bit first.

in 19. We could successfully find the corresponding section
for every bit of the key. One training run took 133 seconds,
which results in a total localization time of 4:42 hours.

Additionally, we reduced the dataset to 100 images and
trained networks only for 64 bits in parallel on 64 px× 64 px
sections. The experiment delivered the same localization re-
sults as before, with a slightly shorter training time (4:24
hours). Consequently, we believe that tweaks and optimiza-
tions can reduce the number of required images even further.
Prediction Once all bits’ rough locations are known, at
most one network training per key bit is necessary to predict
all bits with high accuracy. The previous results indicate that
there is a trade-off between training time and training dataset
size. Training one network on a 64 px× 64 px image section
for one key bit with a dataset consisting of 100 images takes
around 30 seconds, resulting in a total training time for all
bits of the key of 2:08 hours (for one run per model). To
increase the bit prediction accuracy, multiple training runs
can potentially be combined in an ensemble learning strategy
with only a linear increase in training time.

6.2 Key Extraction from Microcontroller
SRAM

On the microcontroller SRAM as our most flexible target, we
evaluated two scenarios. In scenario 1 (Section 6.2.1), we
programmed a randomly chosen key into 512 bits of the 1 kB
(= 8192 bits) memory at the addresses 0x10 – 0x4f, while
keeping the rest of the memory zeroized. This scenario corre-
sponds to the BBRAM target, except for the smaller memory
cell sizes and the more distributed memory cells holding the
key. In the scenario 2 (Section 6.2.2), the entire memory con-
tent is randomized. Again, we consider the same 512 bits of
the memory to be the key which should be extracted. This
scenario simulates a high amount of irrelevant information
in the measurement, caused by other activities on the chip or
intended obfuscation.

6.2.1 Scenario 1: Rest zeroized

We captured over 400 images for this scenario, see Tab. 1 for
details. Fig. 5d indicates that the images are not as clear as the
BBRAM images. The reason is that we did not use an extra
2× scanner zoom like for the BBRAM, because we wanted
to fit the whole memory into one image. Furthermore, the
memory cells are slightly smaller than those of the BBRAM.
The difference image of two different keys (see Fig. 5d) indi-
cates that the key is distributed over large parts of the memory,
and therefore, nearly the whole image must be considered for
extracting the key bits. We first investigated the required num-
ber of images for learning one bit, see Fig. 13. The results
show that around 100 images are sufficient to reach 100% test
accuracy for a 64 px× 64 px section. For a 128 px× 128 px
section, already around 400 images are required to achieve a
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Figure 11: BBRAM memory area split into 64 px× 64 px sections. The small numbers indicate the localized key bits for each
section (most significant bit = 0).
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Figure 12: Trying to learn the first 128 bits of the BBRAM key
in parallel on section 12 (see Fig. 11) with only 150 images
used.

test accuracy of 100%. The network architecture and setup
working best is identical to the setup used for the BBRAM
key extraction (Section 6.1.1).

For the localization step, we split the images into
64 px× 64 px sections, resulting in 54 sections, see Fig. 19
in the Appendix. For every section, we trained models on
128 key bits in parallel. We could localize all 512 key bits
by using 300 images from the dataset. The results are shown
in Tab. 2 in the Appendix. Note that the number of images
can be reduced when accepting longer localization times – by
learning less bits in paralel.

6.2.2 Scenario 2: Rest randomized

In the previous scenario, there was not much noise present in
the images. However, on a real target, surrounding memory
cells might not always hold the same value. Therefore, we
randomized the entire memory content for scenario 2. The
subtraction of two LLSI images shows that no longer any area
of interest can be recognized, see Fig. 14. We assumed that
this scenario is harder to learn, and therefore, captured over
800 images, see Tab. 1 for details.

As before, we first investigated how many images are re-
quired to extract single bits. The results show that – compared

50 100 150 200 250 300 350 400

0.6

0.8

1

Number of images used for training

Te
st
ac
cu
ra
cy 256×256 px

128×128 px
64×64 px
Bit 0
Bit 1
Bit 2

Figure 13: SRAM scenario 1 – Learning one key bit per
network from differently sized sections with respect to the
number of images used for training. The experiment was
repeated for three bit positions.

to scenario 1 – eight times more images are necessary to
achieve a test accuracy of 100%, see Fig. 15. Interestingly,
only one of the three bits achieves a test accuracy of 100%
for 128 px× 128 px sections (Bit 1). Also for 64 px× 64 px
sections, the other two bit positions (Bit 0 and Bit 2) show
clearly worse accuracies. For the other bits and larger sections,
the number of images seems to be insufficient to achieve a
very high test accuracy.

When using 400 images for the localization and learning
128 bits per network, we could map 91% of the bits to the
same sections as in scenario 1. In other words, 45 out of 512
bit positions were not found in their correct section. Therefore,
we ran the same experiment using 800 images. Although still
12 bit positions were not mapped to the same sections as in
scenario 1, they could be located in a neighboring section.
The reason is that those bits seem to be located in the overlap
region of the two sections. The results show that a high level
of irrelevant information increases the amount of required
images significantly. Nevertheless, extracting the key is still
possible when spending enough time on measurements.
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Figure 14: SRAM scenario 2 – Difference between two LLSI
images with the entire memory randomized (image rotated
clockwise by 90°).
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Figure 15: SRAM scenario 2 – Learning one bit per net-
work from differently sized sections while the whole memory
content is randomized. Experiment is repeated for three bit
positions.

6.3 FPGA Register Content Extraction

Our dataset for this target consists of more than 500 images,
each containing one logic array block (LAB) with 16 register
bits, see Tab. 1 for details. Note that not all images show the
physically same registers on the chip, but instead instances
of the same logic layout. Therefore, if the bit values can be
learned in our experiment, the resulting predictor can be used
to extract data from all LABs distributed over the FPGA.

Like for the other targets, we investigated the influence of
the training dataset size on the test accuracy when training
networks on a single bit of the secret. The results indicate
that – depending on the section size of the images – at most
150 images are required to achieve a test accuracy of 100%,
see Fig. 16. Although the bits can already be learned from
the full images with a low number of training samples, we
further split the images into smaller sections to localize the
individual bits in more detail. Fig. 17 shows the results for
splitting the images into 8 sections, which already gives very
precise information on the bits’ position.
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Figure 16: FPGA registers – Learning one bit per network
from differently sized sections with respect to the number of
images used for training and validation. The experiment was
repeated for three bit positions.

7 Discussion

7.1 Scalability of Data Extraction

One important aspect is the scalability of our approach to-
wards the extraction of larger chunks of data and implemen-
tations employing classical countermeasures against SCA
attacks (e.g., Boolean masking).

In our experiments on the MSP430 microcontroller (Sec-
tion 6.2), we have captured images of the full 1024-byte
SRAM with randomly chosen content. We have defined 64
bytes in a fixed address range as the key bits, and have shown
that all bits can be localized and extracted from the images.
Since we could have chosen any other address range within
the memory as key storage, it will also be possible to extract
the entire memory content from the images with only a lin-
ear increase in extraction time. Consequently, we expect our
approach to work also on larger chunks of data with only a
linearly growing effort.

One might ask if the approach is also applicable when the
key is not present in plaintext on the chip. Examples for imple-
mentations that do not require a key in plaintext are masked
versions of cryptographic cores that work on shared forms of
the key [47]. Previous work has already shown that all key
shares can be extracted using laser-assisted SCA when all po-
tential memory/register locations are known to the adversary:
either by direct readout or with the help of a SAT solver [11].
In this work, we assume zero knowledge about the memory
locations on the chip.

In preliminary experiments, we presume a 2-share Boolean
masking of the key, meaning that the unmasked key can
only be obtained by XOR’ing two values stored in the mem-
ory. We artificially created the masking on the available
dataset by defining pairs of memory locations as the shares.
In other words, on a memory snapshot containing N bit
values b0 ... bN−1, one key bit k for a 2-share masking is
k = bx⊕by (0≤ x,y < N,x 6= y). During the profiling phase,
only the unmasked key k is known to the adversary. We
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Figure 17: Sections of the FPGA register area for localizing the bits’ rough positions. The number ranges indicate the bit positions
of the secret localized in the respective section.

trained models on a 128 px× 128 px section of the BBRAM
images containing N = 47 bits, and achieved 100% test ac-
curacy for all exemplarily tested bit combinations (e.g., for
(x,y) ∈ {(0,4),(1,8),(32,66)}, cf. Fig. 11).

Hence, the network has not only learned the memory loca-
tions of the individual shares, but also that the values have to
be XOR’ed to obtain the unmasked key. We used the same
neural network structure as in all the other experiments pre-
sented in this work and observed that the model needs to be
trained for more epochs than for the direct key extraction. On
the MSP430 microcontroller SRAM, we only had success
on some bit combinations, and therefore, we believe that the
network architecture will have to be adapted to work more
reliably. A more thorough exploration of masked data extrac-
tion can be conducted in the future using the data collected in
this work. In summary, also the unmasked key of a masked
implementation can be extracted using our laser-assisted SCA
approach.

7.2 Optical Resolution and Cell Size

Optical resolution is defined as the ability of an optical system
to differentiate between two closely spaced objects. Because
of constant decrease in feature sizes – now reaching down to
the 5 nm node, optical resolution has been a growing concern
for the FA community. Debugging the root cause of a failure
can require to resolve adjacent minimum size transistors from
each other, which might be challenging when we think of
the most recent technology nodes. Tools such as the solid
immersion lens (SIL) and visible light source systems [48,
49] have been introduced to overcome this problem. It has
been shown that a SIL can improve the optical resolution
down to approximately 200 nm, enabling optical probing even
for 10 nm technology nodes [17, 50]. With our setup, we can
achieve a laser spot diameter of approximately 1 µm without
a SIL. Laser power at the center of the spot is the strongest
and decreases exponentially through the edge.

The transistors in the SRAM cells are often designed to be
larger than those used in the logic part of the chip to avoid off-
leakage current related data loss. Although the DUTs in our
experiments were manufactured in technology nodes down
to 20 nm, the contained memory cells were larger than ex-
pected. Among the DUTs that we have used, the smallest cell
size is 2.5 µm× 1.9 µm in MSP430 which is still larger than
the 1 µm laser diameter. In the case of the Xilinx Ultrascale
BBRAM, the cell size is even larger, although the technology

size is much smaller. This shows that cell sizes do not always
proportionally scale with the technology nodes, but cell size
scaling also depends on many other parameters such as cur-
rent leakage or supply voltage. The designers have to keep the
transistor sizes bigger to maintain the circuit performance and
the yield. In addition to that, while logic density continues to
double in every technology generation, the memory cell size
shrink cannot keep up the trend at the same pace. As a result,
the memory density increase remains less than double at every
new technology node [51]. The limiting factor appears to be
lithography and the cost associated with it [52].

The question whether it is possible to extract logic states
from memory cells that are smaller than the laser spot size can
not be answered trivially. While for FA purposes it might be
important to target only a single transistor, for our approach
it is only important that the response image differs in some
way between the logic states 0 and 1. As a matter of fact, the
distances and the positions of the opposite state transistors
with respect to each other are more important than the transis-
tor sizes. For our DUTs, we do not know the exact memory
structure, and we have not tested our approach on memories
other than presented in this work. However, this is among our
future research interests.

For the optical SCA techniques used in this work, the laser
beam is scanned over the device pixel-wise. When reducing
the pixel size to values smaller than the laser spot diameter,
for every pixel the superimposed signal/response originating
from multiple transistors or memory cells will be captured.
Consequently, the resulting response image will be noisy. We
suppose that image processing tools like CNNs can be used
to recover the logic state from the interfering signals. To the
best of our knowledge, this has not been investigated in the
hardware security community, and therefore, it is among our
planned future works. In conclusion, the optical resolution
might be a challenge when going to memories with smaller
cell sizes and higher cell densities. However, we assume that
optical contactless probing will continue to be present for a
while due to the reasons mentioned above.

7.3 Chip Access

All the above mentioned SCA techniques are performed
through the chip backside, which means that the attacker
should have access to the bulk silicon. Since many modern
ICs are manufactured in flip-chip packages, optical attacks
are easy to conduct and often even do not require extra prepa-
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ration steps. For instance, the Xilinx Kintex Ultrascale FPGA
is shipped in a bare-die flip-chip package, and therefore, no
preparation was needed for silicon access. In contrast, the
packages of the other targeted devices had to be opened and
soldered back-side up on a custom PCB for accessing the
backside, which makes it a semi-invasive attack. Neverthe-
less, it should be noted that for technology nodes of 20 nm
and below, flip-chip packages are becoming more prevalent
due to performance, size and cost issues [53].

7.4 Attack Cost and Time Expenditure
Our investigations have shown that – depending on the area
of interest on the chip and the imaging resolution – several
hours to a few days have to be spent for automated measure-
ments on the training device. This time is presumably the
most costly period when conducting the proposed attack. This
is not a challenge when the attacker owns a setup for conduct-
ing the attacks. The tools for conducting TLS and LLSI cost
around $1M, whereas a setup for conducting only TLS can be
acquired for around $100k [23]. Since a laser scanning micro-
scope is common equipment in FA labs around the globe, a
suitable setup can also be rented for about 300$/h including an
operator. Consequently, we can calculate the costs for acquir-
ing the images as given in Tab. 1 to $509 for the BBRAM (50
images), around $6.5k for scenario 1 (100 images) and $52k
for scenario 2 on the microcontroller SRAM, and $667 for
the FPGA registers (50 images). Note that due to the mostly
automated measurements, which can also run unsupervised
during the night, those fares could presumably be reduced.
Furthermore, a more stable optical setup would avoid the need
for a frequent auto-focus and drift correction, and therefore,
can potentially reduce the measurement times according to
our estimations by up to 50%. Although we agree that the
costs are still high for some scenarios, we would like to stress
that the gathered model is applicable to all devices of a de-
vice series, and can extract the secrets contained in multiple
devices.

7.5 Key Control
One might argue that it is not always true that the adversary
can program different keys into the NVM on a training device,
for instance, when one-time programmable (OTP) memories
like e-fuses or ROMs are used. We admit that such keys
cannot be extracted using our approach. However, in many
applications a OTP memory only stores a key-decryption-key,
which is used to decrypt other application keys contained in
reprogrammable NVMs. This makes the system more flexible
and keys can be updated together with the device’s firmware.
Since the application keys will be decrypted by some cryp-
tographic core on the device, they will in the end also be
stored in registers on the chip. We have shown that this kind
of application keys can be targeted using our approach.

7.6 Potential Countermeasures

When looking for potential countermeasures, one should keep
in mind that potentially many different FA techniques can be
used to read out the logic states of the device under attack.
Therefore, a countermeasure should at best protects against
all possible attack techniques. In other words, there exist
various countermeasures that are effective against some FA-
based attack techniques, but do not necessarily prevent other
methods.

One technique proposed for protecting semiconductor intel-
lectual property is IC camouflaging [54, 55]. Therefore, one
might ask if camouflaging also can protect against memory
readout. The idea behind camouflaging is to insert logic gates
whose functionality cannot be extracted by delayering the
chip and applying imaging techniques like SEM. However,
since optical techniques rely on interactions with the actual
transistors, they can still recognize the function of the cam-
ouflaged gates [54]. In other words, it would be possible to
extract the logic states using activity maps of the circuit. Con-
sequently, camouflaging does not seem to be an appropriate
countermeasure.

The foremost requirement for our attack approach to suc-
ceed is access through the chip’s backside. Active backside
coatings [56] can prevent the optical access to the chip’s sili-
con by adding an opaque coating layer. By actively checking
the intactness of the coating, attempts to remove it can be
detected. Since removing the silicon substrate from the chip
backside is necessary for conducting SEM- and FIB-based at-
tacks, an active coating can also help in these cases. However,
to the best of our knowledge, there is no implementation of
an active backside coating ready for mass production.

According to the preliminary results presented in Section
7.1 on masking implementations, Boolean masking seems
to increase the effort for the attacker, but does not prevent
laser-assisted SCA to a sufficient degree.

8 Conclusion

Hardware attacks using sophisticated FA tools are often seen
as too costly and time-consuming to pose a severe threat to
modern ICs and SoCs. Therefore, vendors usually rely on the
complexity of the layout and tamper-proof memories to pre-
vent key extraction. However, for being used, every key will
be cached into memory cells that are vulnerable to probing
techniques, such as optical SCA. In this work, we have shown
that the automation of FA tools combined with deep learning
techniques reduces the required effort by an adversary signif-
icantly. We carried out highly automated measurements on
three different hardware targets holding an attacker-controlled
secret in their memories. Besides, we have demonstrated how
to fully extract the secret from the captured images with-
out knowing the chip’s layout, especially the memory cells’
design, geometry, and exact location. We believe that our ap-
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proach has the potential to antiquate the expensive reverse
engineering part of hardware attacks by offering a very tar-
geted and generic procedure for key extraction, which can
also be applied in the presence of largely irrelevant informa-
tion and activities on the chip. Hence, a great deal of attention
has to be paid to this threat when designing new RoT devices
for critical applications. While, in this work, we presented an
offensive application of our approach, it also can be utilized
to assess the vulnerability of the products in the early stages
of the design, and consequently, assist in finding the right
defense techniques.
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Appendix
_________________________________________________________________

Layer (type) Output Shape Param #

=================================================================

inputImage (InputLayer) [(None, 158, 384, 1)] 0

_________________________________________________________________

conv2d (Conv2D) (None, 158, 384, 32) 320

_________________________________________________________________

conv2d_1 (Conv2D) (None, 158, 384, 32) 9248

_________________________________________________________________

max_pooling2d (MaxPooling2D) (None, 79, 192, 32) 0

_________________________________________________________________

flatten (Flatten) (None, 485376) 0

_________________________________________________________________

dense (Dense) (None, 512) 248513024

_________________________________________________________________

activation (Activation) (None, 512) 0

_________________________________________________________________

dropout (Dropout) (None, 512) 0

_________________________________________________________________

outputBit079 (Dense) (None, 1) 513

=================================================================

Total params: 248,523,105

Trainable params: 248,523,105

Non-trainable params: 0

_________________________________________________________________

Figure 18: CNN model summary for the BBRAM experi-
ments, here for learning bit 79 of the key.
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Figure 19: Sections of the MSP430’s SRAM area used for
localizing the bits.

Section Bit positions (most significant bit first)

2 375, 383, 391, 399, 407, 415, 423, 431, 439, 447, 455, 463,
471, 479, 487, 495, 503, 511

3 183, 191, 199, 207, 215, 223, 231, 239, 247, 255, 263, 271,
279, 287, 295, 303, 311, 319, 327, 335, 343, 351, 359, 367

4 7, 15, 23, 31, 39, 47, 55, 63, 71, 79, 87, 95, 103, 111, 119,
127, 135, 143, 151, 159, 167, 175

8 374, 382, 390, 398, 406, 414, 422, 430, 438, 446, 454, 462,
470, 478, 486, 494, 502, 510

9 182, 198, 206, 214, 222, 230, 238, 246, 254, 262, 270, 278,
286, 294, 302, 310, 318, 326, 334, 342, 350, 358, 366

10 6, 14, 22, 30, 38, 46, 54, 62, 70, 78, 86, 94, 102, 110, 118,
126, 134, 142, 150, 158, 166, 174, 190

14 373, 381, 389, 397, 405, 413, 421, 429, 437, 445, 453, 461,
469, 477, 485, 493, 501, 509

15 181, 189, 197, 205, 213, 221, 229, 237, 245, 253, 261, 269,
277, 285, 293, 301, 309, 317, 325, 333, 341, 349, 357, 365

16 5, 13, 21, 29, 37, 45, 53, 61, 69, 77, 85, 93, 101, 109, 117,
125, 133, 141, 149, 157, 165, 173

20 372, 380, 388, 396, 404, 412, 420, 428, 436, 444, 452, 460,
468, 476, 484, 492, 500, 508

21 188, 196, 204, 212, 220, 228, 236, 244, 252, 260, 268, 276,
284, 292, 300, 308, 316, 324, 332, 340, 348, 356, 364

22 4, 12, 20, 28, 36, 44, 52, 60, 68, 76, 84, 92, 100, 108, 116,
124, 132, 140, 148, 156, 164, 172, 180

26 371, 387, 395, 403, 411, 419, 427, 435, 443, 451, 459, 467,
475, 483, 491, 499, 507

27 179, 195, 203, 211, 219, 227, 235, 243, 251, 259, 267, 275,
283, 291, 299, 307, 315, 323, 331, 339, 347, 355, 363, 379

28 3, 11, 19, 27, 35, 43, 51, 59, 67, 75, 83, 91, 99, 107, 115,
123, 131, 139, 147, 155, 163, 171, 187

32 370, 378, 386, 394, 402, 410, 418, 426, 434, 442, 450, 458,
466, 474, 482, 490, 498, 506

33 178, 186, 194, 202, 210, 218, 226, 234, 242, 250, 258, 266,
274, 282, 290, 298, 306, 314, 322, 330, 338, 346, 354, 362

34 2, 10, 18, 26, 34, 42, 50, 58, 66, 74, 82, 90, 98, 106, 114,
122, 130, 138, 146, 154, 162, 170

38 369, 377, 385, 393, 401, 409, 417, 425, 433, 441, 449, 457,
465, 473, 481, 489, 497, 505

39 185, 193, 201, 209, 217, 225, 233, 241, 249, 257, 265, 273,
281, 289, 297, 305, 313, 321, 329, 337, 345, 353, 361

40 1, 9, 17, 25, 33, 41, 49, 57, 65, 73, 81, 89, 97, 105, 113, 121,
129, 137, 145, 153, 161, 169, 177

44 368, 376, 384, 392, 400, 408, 416, 424, 432, 440, 448, 456,
464, 472, 480, 488, 496, 504

45 192, 200, 208, 216, 224, 232, 240, 248, 256, 264, 272, 280,
288, 296, 304, 312, 320, 328, 336, 344, 352, 360

46 0, 8, 16, 24, 32, 40, 48, 56, 64, 72, 80, 88, 96, 104, 112, 120,
128, 136, 144, 152, 160, 168, 176, 184

Table 2: Localization of the key in the MSP430’s SRAM for
the sections shown in Fig. 19.
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5.1 failure analysis microscopes and alternatives

In the previously presented publications, we used the Hamamatsu
Phemos-1000 [48] FA microscope designed to aid chip manufacturers
and designers in debugging their devices. Alternative devices on the
market with a comparable feature set are the Semicaps 1100 [49] or the
Thermo Fisher Meridian 4 [50]. However, due to the relatively large
feature set, such devices are expensive, with prices of around one
million dollars. Although setups for debugging silicon are available
for rent in labs worldwide for a few hundred dollars per hour, not
every adversary might want to use these facilities or can get access
there. Therefore, it is believed that the limited availability of suitable
setups for logic state imaging techniques can prevent attacks. However,
considering that a single technique like TLS or LLSI is sufficient to
read out memory contents, it might be possible to gather a setup for a
much lower price.

Both TLS and LLSI use the laser scanning feature of the microscope. Alternative setups
for laser-based logic
state imaging

However, optical probing techniques such as LLSI necessitate the re-
flected light to be captured and analyzed. That requires a specially
optimized optical setup, a detector for the reflected light, and a spec-
trum analyzer to filter for the frequency of interest. Using something
other than an existing LSM as a basis for the setup would thus not be
easily possible. Consequently, in [16] it is shown that an old LSM can
be retrofitted for optical probing techniques. The costs for such a setup
are presumably much lower than for a recent FA microscope that sup-
ports optical probing. In contrast to LLSI, for TLS, the chip only has to
be heated up by the laser, and the reflected light is irrelevant. Merely
the DUT’s current consumption has to be measured while scanning
with the laser over the area of interest. The two-dimensional map of
current consumption over the scanning position already constitutes
the TLS logic state image.

A cheaper setup for TLS would show that the hurdle for conduct- Research question

ing laser-based logic state imaging attacks is lower than expected.
Given the relatively simple principle of TLS, we asked ourselves if a
cheaper setup produces comparable results to a professional one. In
this regard, we started to investigate the possibility of using a setup
initially designed for laser fault injection (LFI) by adding the func-
tionality needed for TLS ourselves. Suitable commercial setups for
LFI are available from Riscure [51] or Alphanov [52]. They consist of
a microscope objective through which a laser can be focused on the
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DUT. Mechanical stages move the objective over the DUT. In the fol-
lowing publication, we used an Alphanov S-LMS station to investigate
if it can serve as TLS platform and how it performs compared with a
traditional FA microscope.

5.2 publication

The original publication is reprinted in the following. It was presented
at the International Conference on Physical Assurance and Inspection of
Electronics (PAINE 2019) and published in the Journal of Hardware and
Systems Security [53].
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Abstract
Recent attacks using thermal laser stimulation (TLS) have shown that it is possible to extract cryptographic keys from
the battery-backed memory on state-of-the-art field-programmable gate arrays (FPGAs). However, the professional failure
analysis microscopes usually employed for these attacks cost in the order of 500k to 1M dollars. In this work, we evaluate
the use of a cheaper commercial laser fault injection station retrofitted with a suitable amplifier and light source to enable
TLS. We demonstrate that TLS attacks are possible at a hardware cost of around 100k dollars. This constitutes a reduction
of the resources required by the attacker by a factor of at least five. We showcase two actual attacks: data extraction from the
SRAM memory of a low-power microcontroller and decryption key extraction from a 20-nm technology FPGA device. The
strengths and weaknesses of our low-cost approach are then discussed in comparison with the conventional failure analysis
equipment approach. In general, this work demonstrates that TLS backside attacks are available at a much lower cost than
previously expected.
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1 Introduction

Data extraction from integrated circuits (ICs) can pose
a serious threat to the secrets stored within. Extraction
of cryptographic keys, sensitive data stored in memory,
or device fingerprint information, as used in physically
unclonable functions (PUFs), allows attackers to break
security features. Physical attacks, such as side-channel
attacks, are one of the main approaches to extract data
contained in embedded devices.

Thermal laser stimulation (TLS) is one such technique,
which analyzes changes in the current consumption of the
device in response to applied laser radiation. In the past, it
has been used to read out the content of static random-access
memory (SRAM) and thus allows the characterization of
SRAM PUFs [1]. It was also applied to extract the key
from the battery-backed random-access memory (BBRAM)
contained within the decryption unit of a 20-nm technology
field-programmable gate array (FPGA) [2]. Furthermore,
TLS can be considered a suitable technique for the readout
of microcontroller SRAM working memory [3]. Therefore,
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it is a powerful data extraction tool for an attacker on the
hardware level.

However, all previously mentioned experiments have
been conducted using professional failure analysis (FA)
equipment, more specifically a Hamamatsu Phemos-1000
laser scanning microscope (LSM). Such a system typically
costs around 500k to 1M dollars, and even when renting,
costs for the development of a TLS attack are still in the
range of thousands of dollars [2]. As a consequence, even
though TLS is a powerful attack technique, the connected
costs might discourage attackers from applying it.

Yet, it needs to be kept in mind that FA equipment
usually offers a lot more features than an attacker might
actually need, for instance, support for wafer handling and
automated testing equipment, very fast acquisition times,
and integration of other measurement techniques, such as
photon emission. In principle, however, all that is needed
for a TLS attack is a way to move a laser spot over the
device and simultaneously measure a current. This raises the
question if attackers might be able to use simpler, more low-
cost setups. If so, the threat posed by TLS techniques would
be larger than expected so far. The main aim of this work is
to determine if this is the case.

To evaluate this question, suitable alternatives to the
usually employed FA systems need to be considered. One
such candidate are commercially available setups used for
evaluation of laser fault injection (LFI) which are by a
factor of around 5 to 10 cheaper than FA LSMs. Such
systems usually feature a laser with focusing optics and
some mechanical means to move the laser spot on the device
under test (DUT), e.g., via motorized stages. The only thing
required to perform TLS with such a system would thus be
a current preamplifier and a laser of suitable wavelength.
Hence, it seems plausible that such a setup could be
modified to perform TLS attacks at a low cost. However, it is
unclear if the expected slower scanning speeds of motorized
stages, as opposed to galvanometric mirrors usually used
in FA solutions, might make attacks infeasible. Besides
that, a drift in electronics and the mechanical system as
well as a lower scan resolution might hinder an attack. An
evaluation of the general possibility of developing such a
setup thus seems to be beneficial. Consequently, this paper
will evaluate if such a setup is generally feasible and what
advantages and disadvantages it would bring for a potential
attacker. This knowledge could then be used in the future to
develop a more accurate TLS attacker model and thus better
protected devices.

Our Contribution In this work, we demonstrate the fea-
sibility of a low-cost TLS attack setup by retrofitting a
commercial LFI setup with a suitable laser, amplifier, and
software. For this, we only use commercially available com-
ponents. We then evaluate two previously published attack

types on the setup. The first one is the extraction of data
from the SRAM of a microcontroller, as used for PUF char-
acterization [1] and working memory data extraction [3].
For this attack, we showcase TLS scans of the whole mem-
ory area and also demonstrate that data can be extracted
from the individual memory cells. The second evaluated
attack is the readout of the decryption key from the BBRAM
of an FPGA, as presented in [2]. We demonstrate that even
with a low-cost setup, extraction of the full 256-bit AES key
from the device is possible. Finally, we discuss and compare
our results with the classical approach of using profes-
sional failure analysis equipment and highlight possible
countermeasures.

2 Background

2.1 Thermal Laser Stimulation

Techniques from FA that use laser radiation to impact
the DUT are referred to as laser stimulation techniques.
Usually, the laser is scanned over the DUT while device
parameters like the current consumption are monitored,
grayscale-encoded and plotted over the scanning position
(see Fig. 1). The resulting response map shows areas where
laser radiation causes changes in the current consumption of
the DUT. For TLS, the laser wavelength is chosen to have
a photon energy smaller than the silicon bandgap, which
consequently only causes local heating and no photocarrier
generation.

When drain or source of a single metal-oxide semi-
conductor field-effect transistor (MOSFET) are thermally
stimulated, effectively a voltage source between the cor-
responding metal contact and the channel is generated
[1, 5]. This voltage source is also referred to as Seebeck
generator, since it is caused by the Seebeck effect [6]. When
the channel of the transistor is low ohmic, this generator
is connected between drain and source. In contrast, when
the channel is high ohmic, one connection of the genera-
tor is floating and the generated voltage is ineffective. The
sign of the generated voltage depends on whether drain

Fig. 1 Scanning the laser over the DUT causes a change in current
consumption due to thermal stimulation. Figure based on [4]
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Fig. 2 Memory cell under
thermal stimulation. Figure
based on [1]

or source are stimulated and on the type of the MOSFET
(n- or p-type) [6].

A memory cell, as implemented in complementary
metal-oxide semiconductor (CMOS) technology, basically
consists of two cross-coupled inverters (see Fig. 2). The
circuit stays in one of two stable states because of the
cross-coupling. While being in such a stable state, for
ideal transistors there is no current flow between VCC and
GND, since one of the transistors in each connection from
VCC to GND is high ohmic. However, under stimulation,
the Seebeck generator causes the creation of a voltage
(USeebeck), which is added to the existing voltage levels.
When assuming 0 V as GND level and, for instance, the
drain of transistor N1 is stimulated, effectively USeebeck is
applied to the gate of N2. Consequently, the resistance of N2
decreases via exponential sub-threshold operation, which in
turn results in an increased current flow between VCC and
GND. The same applies for transistor P1 when the drain
of P2 is stimulated. The change in current consumption
can be expected to be in the nanoampere range [1]. If
a laser with a beam diameter approximately equal to the
transistor size is scanned over the cell, a TLS response map
as shown in Fig. 2 can be expected. Due to the increased
current consumption, the sensitive transistors will be shown
as brighter pixels. If the memory cell is in the inverted state,
the other two transistors are sensitive. The cell’s state can
thus be deduced from the TLS response map.

Note that due to the chosen laser wavelength only thermal
stimulation occurs, which can increase the leakage current
of the memory cell but cannot change its state.

2.2 TLS for PUF Characterization and Data Extraction

The extraction of data stored in SRAM on microcontrollers
can pose a threat to secrets stored within. For instance,
the authors of [1] show that the extraction of data from
SRAM memory on microcontrollers down to the 180-nm

technology node is possible. More specifically, they
demonstrate the characterization of a proof-of-concept
SRAM-based PUF implementation on a microcontroller
using TLS on professional FA equipment. Similarly, the
authors of [3] show the potential to read out the whole
working memory on a 180-nm technology microcontroller
using TLS. It should be noted that for both attacks it was
necessary to put the DUTs into a low-power mode, to reduce
the noise of the system.

Such attacks on SRAM memory of microcontrollers are
hereafter referred to as SRAM data extraction attacks.

2.3 TLS for Decryption Key Extraction

The authors of [2] demonstrate that the battery-backed
random access memory (BBRAM) on a 20-nm technology
field-programmable gate array (FPGA) can be read out with
TLS using professional FA equipment. The BBRAM stores
a 256-bit key used for bitstream decryption. To retain the
key while the FPGA is powered off, the BBRAM is powered
by a coin-cell battery. During the attack, the TLS signal
is acquired by measuring the current consumption on this
battery line. Since the BBRAM is the only circuit powered
by the battery, the noise on this battery line is very low.

It should be noted that the attack was successful because
the memory cell size is approximately 2.8 μm × 3.1 μm,
which is about 10 times larger than the expected mini-
mum size on a 20-nm technology device [2]. This can be
explained by reliability, leakage, and low-current consump-
tion considerations.

For their attack approach, the authors assume that the
BBRAM is located close to the configuration logic. They
consult the documentation to get an estimate of its location
on the chip. By conducting a TLS scan over the candidate
area, they can find the BBRAM. Afterward, they prove a
data dependency in the measurements and create a mapping
from memory cell locations to logical bits. Finally, they

J Hardw Syst Secur (2020) :2 –4 33426
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show that a key stored in the BBRAM can be extracted using
TLS in a manual or automated fashion within minutes.

Although the BBRAM is typically only battery-backed
SRAM, this attack type is hereafter referred to as BBRAM
key readout attack.

3 Setup

3.1 Laser Stimulation Setup

As the core of our setup, we use an ALPhANOV Single
Laser Microscope Station (S-LMS), which was designed for
laser fault injection purposes [7]. It is a microscope-based
setup that allows the injection of different laser sources. In
our case, we use a 1424-nm laser diode capable of delivering
more than 300 mW in continuous waveform (CW) mode.
The laser power can be controlled via PC software. The
laser is focused through objectives, which are mounted
on a manual turret, into the IC backside. For thermal
stimulation, we use a 50×/0.65NA objective with silicon
thickness correction, for optical images we additionally
use 20×/0.5NA and 2.5×/0.1NA objectives. The whole
microscope is mounted on XYZ motorized stages, which
allow movements with a resolution of 50 nm. The stages
are controlled via PC software or a joystick. The S-LMS is
also equipped with infrared (IR) lighting and a short-wave
infrared (SWIR) camera. This allows the user to monitor the
laser spot position and perform optical navigation.

For measuring the current consumption during stimula-
tion, we use a Stanford Research Systems ”SR570” current
preamplifier, which has a bias voltage feature. The pream-
plifier outputs a voltage proportional to the current, which
is digitized using a National Instruments ”PCI-6259” card.

To realize the scanning functionality and TLS response
map creation, we developed a scanning software in
the “LabView” programming environment from National
Instruments. In this software, the scanning parameters, such

as step size, step resolution, scanning speed, and number of
samples per pixel, can be entered. The stage, and thus also
the laser spot, is then moved continuously over the DUT
while the preamplifier output is sampled. From this data,
a TLS response map is created, in which higher current
consumption of the DUT corresponds to brighter pixels. The
whole setup is visualized in Fig. 3. Note that all results
shown in this work have been achieved with this setup.

3.2 Devices Under Test

3.2.1 DUT for SRAM Data Extraction

As mentioned in Section 2.2, reading out SRAM via TLS
has been demonstrated down to the 180-nm technology
node. Thus, a 180-nm Texas Instruments MSP430F5131
microcontroller is used in our experiments. It is equipped
with 1 KB of SRAM with a cell size of approximately
2.5 × 1.9 μm [3]. For access to the silicon, the backside
packaging material and the metal chip carrier were removed.

During the experiments, VCC of the DUT is supplied
with 2.6 V via an auxiliary power supply. The core, which
contains the SRAM, is supplied via the internally generated
VCORE voltage, which is also available externally at a pin.
To this pin, we connect the SR570 current preamplifier and
set the bias voltage to 2.1 V, which is slightly above the
VCORE voltage of 1.9 V. In this way, a significant amount
of the core voltage is supplied by the SR570.

A JTAG debugging interface is connected to the device.
This allows to directly write arbitrary data into the SRAM.
For noise reduction on the VCORE net, the DUT is send to
low-power mode 4 (LPM4) during the TLS scan.

For all experiments on the MSP430, the current
amplification of the SR570 was set to 1 nA V−1 and the
input offset to 500 nA. The laser current was set to 600 mA,
which corresponds to a total power of about 43 mW for the
50× lens. The silicon thickness correction of the objective
was set to 350 μm.

Fig. 3 Block diagram of the
setup. Components marked with
an asterisk are part of the
S-LMS [7]
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3.2.2 DUT for BBRAM Key Readout

The target platform for bitstream key extraction is a
Xilinx Ultrascale FPGA development board from AVNET
(model AES-KU040-DB-G). It contains a Xilinx Ultrascale
XCKU040-1FBVA676 FPGA manufactured with 20-nm
technology in a flip-chip ball grid array (BGA) package.
Due to the flip-chip package, direct access to the silicon is
available and no preparation is necessary. The thickness of
the substrate is about 750 μm [2].

The 256-bit key used for bitstream decryption can
be stored in a battery-backed RAM (BBRAM) which is
programmed via a JTAG interface [8]. While the device
is powered off, the BBRAM is supplied by a battery via
the VBATT line. To measure the current consumption of the
BBRAM during TLS, we soldered cables to the battery
connector and connected them to the input of the SR570
current amplifier. During key programming, the board is
powered via its external supply. During TLS experiments,
however, the board is powered off and the VBATT voltage is
supplied via the bias voltage feature of the SR570.

For all experiments on the Ultrascale FPGA, the current
amplification of the SR570 was set to 2 nA V−1 with no
input offset. The laser current was set to 500 mA, which
corresponds for the 50× lens to a total power of about
26 mW. The silicon thickness correction of the objective
was set to 750 μm.

4Measurement Results

4.1 SRAMData Extraction

4.1.1 SRAMOverview

To localize the SRAM optically, the camera of the setup
was used (see Fig. 4). After zeroizing the whole SRAM via
JTAG, the device is sent to low-power mode by code run
from flash. A TLS scan with 0.5-μm scan step size was then
acquired (see Fig. 5).

It can be seen that most of the memory shows a regular
structure, except for some irregular vertical strips, mainly
in the bottom left quadrant. Closer investigation revealed
that this is data placed in SRAM by the code which enters
the low-power mode. This already demonstrates that data
dependencies can be observed. The SRAM seems to be sub-
divided into four blocks with a small offset of about one cell
width in between, as already discovered in [3]. In addition,
some cells seem to be more sensitive to TLS, as can be
seen by some irregular bright spots. This can be explained
by manufacturing variability. The TLS response becomes
increasingly blurry in the right half of the scan, which can be
explained by thermal and mechanical drift of the DUT due

Fig. 4 Optical image (20× lens) of the SRAM block

to the long scan duration of 43 min. This could potentially
be avoided by scanning smaller areas and refocusing for
each measurement.

4.1.2 Extraction of Single Bits

To demonstrate the extraction of single bits, we compare
measurements of a small area of the SRAM (see Fig. 6). For
the first measurement, the centered bit (framed in red) is set
to 1, while all other bits are 0. For the second measurement,
all bits, including the highlighted one in the center, are 0.
A pattern similar to the response map in Fig. 2 can be
observed. For bit value 1, the bottom left and top right of
the cell are the most sensitive spots. In contrast, for bit value
0, the sensitive spots are in the other corners of the cell. The
subtraction of both response maps reveals the change more
clearly.

These results show that the resolution of our setup is
sufficient for extracting data from arbitrary SRAM cells
on the MSP430 device. Consequently, an SRAM PUF
implemented with a similar feature size could potentially be
characterized with this setup. If the memory layout would

Fig. 5 TLS overview scan of the SRAM. The scan direction is
bottom-to-top (fast axis) and then left-to-right (slow axis)
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Fig. 6 Data dependency of the
measurements for a single
SRAM bit which was first set to
1 and then to 0, while all other
bits in the area are set to 0. The
subtraction of both response
maps reveals the change more
clearly

be reverse-engineered using TLS, the full working memory
of the MSP430 could be read out as well.

4.2 BBRAM Key Readout

4.2.1 Localization and Optical Overview

In the attack scenario of [2], the BBRAMwas first localized
inside the configuration area. For this, we performed a scan
of that area with a pixel size of 5 μm and a stage speed of
2 mm s−1 in about 5 min. The response map (see Fig. 7a),
reveals two sensitive areas when the BBRAM is activated. If
the BBRAM is deactivated, only one sensitive area remains
(see Fig. 7b). Figure 8 shows an optical image of the area
where TLS sensitivity occurred. The two highlighted block-
like structures on the left correspond to the area where the
TLS signal was dependent on BBRAM activation. These
are the BBRAM block candidates which are already known
from [2]. The structure on the right-hand side was always
sensitive and thus can be disregarded. The results show that
the BBRAM can be localized using our setup. In the next
step, the detailed TLS response map has to be analyzed.

4.2.2 TLS Overview Scan

To observe data dependencies in the TLS response of the
BBRAM, we first programmed a random key and an all-
zeroes key and acquired TLS response maps (see Fig. 9a
and b). It can be seen that different keys lead to different
patterns in the response map.

To further investigate the key dependency of the TLS
response, a single memory cell can be examined.

4.2.3 Extraction of a Single Bit

To identify a single bit in the TLS response map, we scanned
a small area of the BBRAM with high resolution (pixel size
50 nm, stage speed 50 μm s−1) with different bit values for
one memory cell (see Fig. 10). While the sensitive spots for
bit value 1 are on the top left and bottom right, the spots for
value 0 are on the top right and bottom left of the cell (cf.
Fig. 2). The subtraction of the two response maps clearly
shows that the state and thus the bit value of the centered
BBRAM cell differs in the two measurements.

Hence, this experiment proves that the optical resolution
of our setup is sufficient for extracting the bit value stored
in one BBRAM cell. The observed cell size is about 3.2 μm
×2.8 μm.

4.2.4 Key Extraction

Since we have already shown that data extraction of single
bits from the BBRAM is possible with our setup and the
mapping from physical to logical bit positions is known
from [2], now a complete key can be extracted. For this,
we subtract the response map of the all-zeroes key (Fig. 9b)
from the response map of the random key (Fig. 9a). On the
difference image (see Fig. 11), areas with large black and
white spots correspond to bit value 1, the others to value
0. By adding a grid to optically show the SRAM cell size
and position, the key bits can be easily extracted manually.
Note that the top row is used to store security-relevant infor-
mation, such as a configuration counter and error-detection
bits [2]. The scan of the whole BBRAM for a pixel size of
250 nm and a stage speed of 50 μm s−1 takes about 7 min.

Fig. 7 Localization scan with
activated and deactivated
BBRAM. The TLS signal is
superimposed on an optical
image (2.5× lens)
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Fig. 8 Optical image (20× lens) of the area sensitive to TLS with
BBRAM candidate framed red

Given the above, the bitstream decryption key can be
extracted from the BBRAM using our setup within minutes.
This proves that the complete attack on the FPGA bitstream
decryption key can be conducted with a much cheaper setup
than previously expected.

5 Discussion

5.1 Low-Cost vs. FA Setup

5.1.1 Acquisition Time

The experiments have shown that the time needed for
acquisition is substantially longer when using the low-cost
setup. This is due to the fact that for an FA laser scanning
microscope (LSM) only small and light galvanometric
mirrors are moved to scan the beam. In our case, though,
the optical setup is moved on mechanical stages and the
connected inertia poses a limit on the maximum scan speed.
To give some exemplary numbers, for an FA LSM an
acquisition time of 1.2 min can be expected for BBRAM
key extraction [2]. With our setup, 7 min were needed. This
is an increase by a factor of 5.8, but makes measurements
due to the generally short duration still unproblematic.

For TLS SRAM data extraction, experiments performed
by the authors have resulted in 4.8 min of acquisition time
on an FA LSM. Using the low-cost setup, a complete SRAM
scan on the MSP430 takes 43 min. This is an increase by
a factor of 9. For such a long acquisition time, negative
effects such as sample drift will lead to complications. This
could already be observed in Fig. 5 (Section 4.1). It can thus

be seen that with the approach demonstrated in this paper,
attackers will have to trade cost for time. Additionally,
procedures such as refocusing might be needed to prevent
negative side effects, although these are relatively easy to
implement.

For a low-cost approach, mechanical stages seem to be
the obvious choice, since they are available in virtually
any laboratory and microscope setup, as also in the used
fault injection setup. However, it should be noted that
galvanometric scan mirrors can be acquired at comparable
prices to mechanical stages. Yet, the optical setup is more
demanding, especially the requirements on the objective
rise, since the field of view has to be sufficiently large.

5.1.2 Resolution

In terms of optical resolution, FA LSMs and the low-cost
approach are virtually identical. This is due to the fact
that the optical resolution is mainly determined by the
wavelength and the numerical aperture of the objective lens.
Using the same lens and wavelength should thus yield the
same resolution in both setups. For the 50× lens and laser
used in our setup, an optical resolution of about 1 μm can
be expected.

For scan step resolution, the situation is different. The
angular stepping resolution of an LSM’s scanning mirror
is translated by the objective lens into a spatial scanning
resolution. This means that the scanning resolution can be
increased by using larger magnification lenses. In contrast,
the scan step resolution for the low-cost setup is simply the
resolution of the stage— 50 nm in our case. Both the LSM’s
and the low-cost setup’s scan resolutions are significantly
lower than the optical resolution and can be expected to not
be a limiting factor.

In general it can be said that our setup is not better
or worse compared with an LSM in terms of resolution.
However, it should be noted that FA LSMs can be equipped
with a solid immersion lens (SIL), which can increase
the resolution by a factor of around 4.3 in case of the
Hamamatsu Phemos system [9].

5.1.3 Cost

Our setup only consists of commercially available com-
ponents. The core of the setup is a “S-LMS” station by

Fig. 9 TLS response maps of
the whole BBRAM programmed
with two different keys
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Fig. 10 Data dependency of the
measurements for a single
BBRAM bit which was first set
to 1 and then to 0, while all
other bits in the area were 0.
The subtraction of both response
maps highlights the change
more clearly

ALPhANOV. In a configuration suitable for retrofitting
TLS, the system costs about 102k USD, including a
1.4 μm laser. Additionally, the SR570 current preampli-
fier for 2595 USD [10] and the NI-6259 digitizer card for
1940 USD [11] have to be acquired. Including the control
PC and a LabView license, the price of the complete setup
is expected to be below 110k USD.

Compared with a Phemos-1000 Failure analysis setup
with a price between 500k and 1M USD, our setup is five
to ten times cheaper. Furthermore, the setup can in principle
be set up on a single desk and purchasing of the equipment
is expected to require less effort.

5.2 Attack Feasibility and Limitations

The feasibility of TLS attacks on SRAM in general depends
on the spatial distance between the sensitive transistors.
Consequently, the limiting factor is the laser spot size. The
minimum possible spot diameter is about 1 μm without SIL
and 235 nm with a recent SIL, which corresponds to cell
dimensions of 2 μm and 470 nm, respectively. Thus, the
attack is expected to work at least down to these cell sizes.

Furthermore, it can be expected that with post-processing
of the TLS signal, for instance, by deconvolution, an
additional resolution enhancement by a factor of 2 is
possible. However, to the best of our knowledge, the actual
SRAM cell size limit for TLS attacks is unknown and

should be subject of future research. It should also be noted
that with the switch to new technologies, like FinFET,
changes in the behavior of the stimulated cells might occur.

Next to the cell size, the attack is also limited by the
amount of noise present in the TLS signal. Specifically, the
leakage current of the transistor affected from stimulation
should be higher than the fluctuations in the overall current
consumption. In our experiments, this was fulfilled by the
low noise on the battery line of the FPGA, and by sending
the microcontroller to low-power mode.

Readers interested in more details regarding the attack
feasibility are directed to [2].

5.3 Countermeasures

The possible countermeasures against TLS attacks from the
chip backside can be divided into two categories. On the one
hand, techniques could be applied to obstruct the access to
the chip or the measurement signal, and on the other hand,
active attack detection mechanisms could be employed.

An approach for the former class could be to reduce
the resolution of the laser beam by scrambling the
incoming light from the chip backside, and thus increasing
the beam diameter within the silicon. In [12], this
approach is applied against optical contactless probing.
The authors introduce the usage of nanopyramid structures,
which scramble the reflected light. However, adding the

Fig. 11 Subtraction of the TLS response maps of the random key
and the all-zeroes key. The existence of black and white patterns in
one cell corresponds to bit value 1. Bit position K255 corresponds

to the most significant bit of the key. The key programmed into
the BBRAM is: 0xf20c28551d626c97c75932351b5dcebf-
4de340562ca7f54ae34f42c2d9ae4b7e
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nanopyramids between chip backside and the transistors is
only possible for bonding-based SOI devices. Furthermore,
the countermeasure was not tested with respect to thermal
stimulation. Yet, it might be an interesting approach for
further research.

Another approach for the first category of countermea-
sures could address the destruction of the data dependency
in the TLS signal. Since the attack relies on low noise in
the current consumption of the target device, noise injec-
tion can be used for this purpose. In [13], a noise source
has been successfully designed and integrated to protect an
encryption core from power analysis attacks. This shows
that on-chip noise-based mitigation techniques can work.
Against TLS attacks on SRAM, a proof of concept coun-
termeasure was presented in [2]. By injecting noise on the
battery line of a BBRAM key storage, TLS data extrac-
tion can be made much harder or possibly even unfeasible.
The authors show that this can be an effective mitigation
technique, even with negligibly lower battery life time.

A more thorough approach is the protection of the chip
backside by employing an opaque coating layer to obstruct
optical access completely. However, a solely passive layer
could be easily removed by polishing. As evaluated in
[14], the integrity of the coating layer can be assured
by in-silicon light emitters and sensors. This combines
an obstruction approach (first category) with an active
detection countermeasure (second category). Yet, due to
the high power consumption of the photo sensors, this
protection scheme can not protect devices with a very
restricted power profile, such as the BBRAM key storage.

To actively detect the temperature changes induced by
the laser radiation, temperature sensors could be useful
[2]. However, it is questionable whether the very small
temperature changes with a laser power of less than 50 mW
can be detected with a small amount of false positives.
Furthermore, the current consumption of temperature
sensitive circuits, such as ring oscillators, is typically
high [15]. Hence, for power-constrained devices like the
BBRAM, this does not seem to be a feasible solution.

6 Conclusion

In this work, we have shown that constructing a low-
cost setup for TLS is indeed feasible. By retrofitting
an LFI setup with the necessary equipment, we have
demonstrated a solution for TLS five to ten times cheaper
than traditional FA equipment. Although with slower signal
acquisition, we were still able to show that two state-of-the-
art attacks, specifically against SRAM on a microcontroller

and BBRAM on an FPGA, are possible in reasonable time.
Consequently, the attacker model must be rethought and
adapted to better reflect the lower-than-expected hurdle
for an attacker to apply TLS. Therefore, better protection
mechanisms against attacks from the chip backside will
have to be deployed.
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H A R D WA R E T R O J A N D E T E C T I O N U S I N G L L S I

6.1 malicious modifications of hardware

News stories like "The Big Hack" [54], claiming that state actors under-
mined the U.S. technology supply chain, have shaken up governments
worldwide. In the story, the authors present how a small chip, secretly
added to a PCB, can act as a stealthy backdoor. Although this story
created many rumors and its authenticity was doubted, the threat
of malicious modifications of ICs and PCBs is real. With DARPA’s
Trusted Integrated Circuits program, the U.S. military acknowledged
the importance of trustworthy ICs more than fifteen years ago [55].
Due to the globalized value chain of semiconductor design, devices
predominantly rely on third-party designs and are manufactured in
foreign factories, potentially controlled by governments. Therefore, a
malicious actor can slightly alter the design through harmful modi-
fications such as inserting a backdoor, adding logic to leak sensitive
information, or inserting a kill switch [56].

The presumably most stealthy way to insert such so-called hardware Stealthy Trojans and
detection approachesTrojans (HTs) is to embed them into the IC with the Trojan being

inactive by default. Only a minimal trigger logic is active and waits for
a condition to enable the Trojan payload. In such a scenario, electrical
testing cannot detect the Trojan. Side-channel analysis, such as power,
EM, or photonic emission analysis, might also not be able to detect the
small trigger logic. Even if the HT leaves a trace in side-channel data,
one needs some reference to compare the traces to, called a golden
chip. Reverse engineering the device and comparing the results to
the design plans can help to detect modifications. However, while
non-destructive techniques exist on the PCB level [57–59], ASICs have
to be delayered for precise analyses [60]. Therefore, the chip will
be destroyed during analysis. Non-destructive methods that do not
require a golden chip were proposed in the literature [61]. However,
these approaches can detect dormant HTs of small sizes only with a
high rate of false positives. Therefore, a non-destructive technique that
can detect tiny modifications of the IC would be highly beneficial.

Optical laser-based FA techniques offer high resolutions while being Optical probing-
based detectionnon-destructive. One approach that uses optical probing, more specifi-

cally EOFM, was already presented in [62]. However, this approach is
limited to detecting HTs that modify the sequential logic of the design.
Any changes in the combinatorial logic stay undetected. Consequently,
one might ask if laser-based logic state imaging techniques can fill this
gap.
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All other publications of this thesis focused on evaluating how aResearch question

potential adversary might be able to extract secrets from the IC. Nev-
ertheless, optical logic state imaging techniques can also be used for
protecting devices and implementations against attacks. Regarding
HTs, we started investigating how we can use LLSI to detect malicious
modifications of hardware implementations. We decided to focus on re-
programmable hardware, as their implementation is especially vulner-
able to malicious alterations because of the inbuilt re-programmability.
An insufficiently protected interface for programming an FPGA allows
an adversary to change the hardware configuration at any time before
or during usage of the device, as shown in several studies [6, 7, 63]. In
the subsequent publication, we investigate how HTs inserted into the
combinatorial and sequential logic on recent FPGAs can be detected.

6.2 publication

The work was originally presented at the 5th Workshop on Attacks and
Solutions in Hardware Security (ASHES 2021) [64]. The version reprinted
here is an extended version that contains, among other additions, new
experimental results on a 20nm FPGA. It was published in the Journal
of Cryptographic Engineering (JCEN) [65].
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Abstract
The threat of (HTs) and their detection is a widely studied field. While the effort for inserting a Trojan into an (ASIC) can be
considered relatively high, especially when trusting the chip manufacturer, programmable hardware is vulnerable to Trojan
insertion even after the product has been shipped or during usage. At the same time, detecting dormant HTs with small or
zero-overhead triggers and payloads on these platforms is still a challenging task, as the Trojan might not get activated during
the chip verification using logical testing or physical measurements. In this work, we present a novel Trojan detection approach
based on a technique known from (IC) failure analysis, capable of detecting virtually all classes of dormant Trojans. Using
(LLSI), we show how supply voltage modulations can awaken inactive Trojans, making them detectable using laser voltage
imaging techniques. Therefore, our technique does not require triggering the Trojan. To support our claims, we present three
case studies on 28 nm and 20 nm SRAM- and flash-based (FPGAs). We demonstrate how to detect with high confidence small
changes in sequential and combinatorial logic as well as in the routing configuration of FPGAs in a non-invasive manner.
Finally, we discuss the practical applicability of our approach on dormant analog Trojans in ASICs.

Keywords Hardware security · Hardware Trojans · Optical side-channels · Hardware snapshots · LLSI

1 Introduction

Due to their reconfigurability, high performance, and a
short time to market, programmable hardware, especially
(FPGAs), has become the default solution in many fields.
One of the main strengths of FPGAs compared with (ASICs)
is that the hardware configuration can be updated and even
reprogrammed during runtime. At the same time, the demand
for security increases as more and more security-critical
systems are based on electronics. Therefore, malicious mod-
ifications of the design, referred to as (HTs), endanger the
security of many applications. On FPGAs, a Trojan might be
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inserted after manufacturing and testing, i.e., in the untrusted
field [1, 2], for instance, by altering the entire configuration
(known as bitstream) or via partial reconfiguration. Partic-
ularly if the chip foundry can be trusted, this depicts a
much more powerful threat model than for ASICs. Most
security-critical FPGAs rely on bitstream encryption and
authentication to avoid such Trojan insertions. However,
these protection schemes have shown to be vulnerable to
various physical [3–6] and mathematical attacks [7], leav-
ing them susceptible to tampering. Consequently, in critical
applications, where the chip is deployed in an untrusted field
or could be accessed by untrusted parties, it should be pos-
sible to check the integrity of the hardware.

Integrity checking of running applications on FPGAs in
the field faces mainly two obstacles. First, while checking
the configuration against a golden bitstream would reveal
tampering (as proposed in [8]), it is not possible in many
cases. In several defense/aerospace applications,where flash-
based FPGAs [9] or SRAM-based FPGAs with preemptive
decryption key zeroization [10] are deployed, no bitstream
(encrypted or unencrypted) is available to the hardware test-
ing engineer in the field for verification. In these cases, the
configuration is stored inside the chip and bitstream readback
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is not possible. Even if the bitstream is available, analyzing
the unencrypted bitstream is not an option since the cir-
cuit and the secret keys for bitstream decryption should be
unknown even to the testing engineer. Moreover, the same
bitstream can be encrypted with various keys for different
FPGAs, and therefore, comparing encrypted bitstreams to
each other for tampering detection might also not be feasi-
ble.

Second, while early HTs had logic triggers that could
be activated by logical testing [11] under some circum-
stances, recently proposed HTs are classified as stealthy or
dormant. In other words, the Trojan payload reacts only
under extremely rare conditions, for instance, in a particu-
lar temperature, supply voltage, or frequency range [12] or
after a certain amount of specific events have occurred [13].
Furthermore, under operational and testing conditions, a
dormant Trojan tries to hide from physical inspection or side-
channel analysis, e.g., by leveraging analog components [13],
manipulating only the dopant level of the chip [14], or
changing only the routing configuration on programmable
hardware [12].

Several approaches based on side-channel analysis (SCA)
for detecting such dormant HTs have been proposed in
the literature [15–22]. However, they all face severe limi-
tations regarding resolution and the capability to detect all
types ofHTs. For instance, approaches using electromagnetic
(EM) backscattering side-channels are naturally limited by
their resolution and can only detect larger malicious design
changes [18, 19]. Furthermore, these approaches can reli-
ably detect dormant Trojans only with a high rate of false
positives. One technique that provides higher resolution is
optical probing, where the chip is scanned through its back-
side with a laser, and the reflected light is analyzed. However,
the reported approach based on electro-optical frequency
mapping (EOFM) [21] is limited to detectingmaliciousmod-
ifications only in the sequential logic, and thus, Trojans that
solely consist of combinatorial logic stay undetected.

A new optical probing technique that has recently been
leveraged in the hardware security field is called laser logic
state imaging (LLSI) [23]. It is an optical probing technique
that can extract the logic states of single transistors, and
therefore, more complex logic gates or memory cells [24]. In
LLSI, the chip’s supply voltage is modulated, which causes
the light reflection originating from a laser scanning irradi-
ation to be modulated as well. The modulation amplitude is
dependent on the carrier concentration present in the silicon,
for instance, inside the channel of a transistor. Consequently,
the LLSI signal is highly data-dependent and provides a prac-
tically unlimited number of electro-optical probes. Hence, it
should be possible to extract the configuration of an FPGA’s
logic fabric using LLSI, especially because the configuration
is held in memory cells distributed over the chip. The logic
state of these cells controls the functioning of (LUTs), mul-

tiplexers (MUXes), and pass transistors in switch boxes. In
this work, we try to clarify if small dormant HTs on state-of-
the-art FPGAs—consisting of combinatorial or sequential
logic—can be detected by applying LLSI.

Our contribution We indeed positively answer the above
question. First, we present how LLSI allows us to capture the
state of every transistor of the logic fabrics of SRAM- and
flash-based FPGAs. Based on this, we demonstrate how to
partially reverse-engineer the FPGA’s configuration, includ-
ing the detection of changes in a single LUT. Second, we
show how this new approach can detect small and dormant
HTs on FPGAs. Stimulating all transistors with the power
supply modulation awakens maliciously modified hardware,
from which we then can take a snapshot. Therefore, the Tro-
jan can be inactive/dormant, as our approach does not rely
on any switching activity on the chip. For detecting HTs,
we first capture a reference snapshot of the FPGA’s logic
fabric in the trusted field—when the design is known to be
Trojan-free. Later, to check if the design has been altered,
we capture a snapshot of the logic fabric and compare it to
the reference. We show that the high resolution of optical
probing allows detecting small changes of the configuration,
down to changes in a single combinatorial gate.

Our approach can be applied non-invasively since almost
all current FPGAs are available in flip-chip packages allow-
ing easy access to the silicon backside. To validate our claims,
we present three case studies on SRAM- and flash-based
FPGAs from Xilinx (28 nm and 20 nm technology) and
Microchip (28 nm technology), respectively. Although our
experiments are focused on FPGAs, we discuss why LLSI is
applicable for analog HT detection on ASICs.

Remarks on the extended version The original version of
this work has been presented in [25]. The version at hand
contains the following additional and revised content: (i)
the investigation of a new target device manufactured in
a 20 nm technology, including setup, results, and discus-
sions; (ii) a more thorough explanation and discussion of the
experimental setup, especially regarding the LLSI modula-
tion frequencies; (iii) a detailed discussion of how to prepare
a real-world device that should be investigated using the pre-
sented HT detection approach; and (iv) additional figures
depicting the experimental setup.

2 Background

2.1 Hardware Trojans

2.1.1 Properties and taxonomy

The term hardware Trojan (HT) includes a wide range of
malicious circuit modifications which, for instance, try to
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leak sensitive information through side-channels, implement
kill-switches and backdoors, or enforce faulty computations.
HTs can be characterized by their physical properties (e.g.,
type and size of modifications), activation characteristics
(i.e., trigger source and frequency), and action character-
istics (i.e., which goal the HT serves) [26]. As diverse as
the different types of HTs are, so are the potential entities
that might introduce the malicious modifications [27]. Dur-
ing the development and production of (ICs), weak points
include third-party intellectual property (IP) cores, mali-
cious design tools, and mask layout or doping concentration
modifications [28] by untrusted foundries. The platform
TrustHub [29] provides several design-levelHTbenchmarks,
primarily available as gate-level descriptions. TrustHub pro-
vides access to the automatically generated HT benchmarks
presented in [30] that alter existing circuit designs by insert-
ing malicious logic gates.

Programmable hardware devices, like FPGAs, are less
prone to production-based HT insertion than ASICs. On the
other hand, due to their reconfigurability, they provide the
possibility for malicious modifications even after the prod-
uct has been shipped to the user. It has been shown that the
key used for encrypting the bitstream on recent SRAM-based
FPGAs can be extracted using SCA techniques [3–6]. With
the extracted key at hand, the bitstream can be decrypted,
modified, and stored as a replacement for the original bit-
stream [17]. Although bitstream extraction from flash-based
FPGAs might not be possible, the adversary could still be
able to reprogram certain parts of the configuration or even
replace the entire chip containing her malicious version of
the design.

2.1.2 Hardware Trojans on FPGAs

While generic Trojans, such as backdoors, can be imple-
mented on both ASICs and programmable hardware, a few
HTs especially tailored to FPGAs have been proposed. For
instance, Jacob et al. have proposed an approach that exploits
shared resources between the programmable logic and the
embedded microcontroller on an FPGAs system on a chip
(SoC) [31, 32]. By hidden functionalities in an IP design
block, the programmable logic can access and manipulate
shared memory locations used for storing sensitive informa-
tion like cryptographic keys. Ender et al. have proposed a
Trojan that is solely based on minor timing modifications on
the chip [12]. They show that by operating the chipwithmod-
ified signal paths at a specific frequency, the data masking
scheme protecting against side-channel analysis attacks is
not functional anymore, allowing the extraction of the secret
key used in the protected algorithm. They show that on an
FPGA, longer signal paths can be realized by instantiating
route-thru LUTs, or by modifying the routing in the switch
boxes, which results in zero overhead in resource usage, and

therefore, is hard to detect. In another effort, Roy et al. [2]
showed that the reconfigurable LUTs could be exploited to
realize HTs with zero payload overheads. Finally, Ng et al.
[1] demonstrated that integrated sensors inside FPGAs could
be deployed as Trojan triggers.

2.1.3 Detection of hardware Trojans—related work

As already mentioned in Sect. 1, HT detection on FPGAs
cannot always be carried out by checking or comparing bit-
streams. Therefore, most of the HT detection techniques use
different kinds of physical measurements and side-channel
information obtained from the chip. Optical chip back-
side reflectance imaging [22], scanning electron microscopy
(SEM) imaging [33], or focused ion beam (FIB) imaging [34]
are not suitable for detecting HTs on FPGAs, because the
physical design and layout of the chip do not depend on the
actual programmed functionality. SCA techniques, such as
power analysis, EM analysis [20], or backscattering anal-
ysis [18, 19], can be used for all types of ICs. By applying
different clustering algorithms, the Trojan-infected chips can
be separated from the non-infected chips, often without the
need of a golden chip, i.e., a chip which is known to be
Trojan-free. However, these techniques only offer a limited
resolution, which requires the Trojan trigger logic to consist
of a minimum number of gates or being separated from its
input signals to a certain extent [18]. Furthermore, the clus-
tering does only work if the set of samples contains at least
one non-infected device.

SCA techniques offering higher resolution include
approaches that observe the chip’s operation through the sil-
icon backside, which is transparent to near-infrared (NIR)
light. For instance, photon emission (PE) analysis can be
used to compare dynamic and static emissions with the chip
layout [16] or emissions from a golden chip [15]. Further-
more, adding oscillators with inputs from the design that act
as beacons can facilitate the detection of tampering attempts,
especially when cheaper infrared imaging is used [17]. How-
ever, such an approach increases the resource consumption of
the design considerably in many cases and might not be able
to detect all possible changes in LUT configurations. One
approach providing higher resolution and better localiza-
tion capabilities is optical probing. The authors of [21] have
demonstrated that using an optical probing technique, all
(FFs) used in the hardware design can be located andmapped
to the intended design from the FPGA’s integrated devel-
opment environment (IDE). In this way, malicious changes
in the sequential logic can be detected reliably and in a
non-invasive fashion, if the chip is packaged as flip-chip.
However, combinatorial logic cannot be detected using that
approach, which is the major downside of the approach.
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Fig. 1 Simplified schematic of anFPGA logic block. LUTs andMUXes
are controlled by configuration memory cells

2.2 Field-programmable gate arrays (FPGAs)

The heart of an FPGA is its configurable logic fabric, con-
sisting of an array of small configurable logic elements
containing lookup tables (LUTs) and flip-flops (FFs) for
implementing combinatorial and sequential logic, respec-
tively. Configurable routing resources interconnect these
blocks. Together with on-chip memories and input/output
capabilities, such as transceivers, the designer can implement
virtually every functionality on the FPGA. To add the soft-
ware configurability of processors to FPGAs, vendors offer
soft processor cores, and recently even SoCs containing both
ASIC processors and an FPGA logic fabric, connected by an
effective interconnection network.

Although the logic fabric architecture differs between
manufacturers, the building blocks are multi-input LUTs for
combinatorial logic, FFs for sequential logic, andMUXes for
signal routing, see Fig. 1. The twomain configuration storage
types for FPGAs are volatile SRAM-based and non-volatile
flash-based memories.

2.2.1 SRAM-based

The dominating manufacturers for FPGAs are Xilinx
(acquired by AMD) and Intel (formerly Altera), with a com-
bined share of more than 85% [35]. Both of them focus
on SRAM-based FPGAs. The advantage of using SRAM
as memory technology is that the chip can be manufactured
with cutting-edge chip technologies, which allows for higher
logic densities. Due to the volatile nature of SRAM cells,
the FPGA’s configuration is lost after every power-down.
Therefore, the configuration (the bitstream) must be stored
in external memory and loaded upon every reboot by the
FPGA’s configuration fabric. This fabric decrypts the con-
figuration and loads it into the distributed SRAM cells on
the chip, which determine the behavior of LUTs, MUXes,
and routing transistors. One advantage of the volatile config-
uration storage is the possibility to partially reconfigure the
logic fabric during runtime.

Fig. 2 Schematic of LLSI image acquisition. The DUT is scanned with
a laser through the chip backside; due to a power supply (VCC) modu-
lation, the reflected light is modulated, which can be detected

2.2.2 Flash-based

Flash-based FPGAs are offered mainly by Microchip (for-
merly Microsemi) and Lattice Semiconductor, with a com-
bined market share smaller than 12% [35]. The main advan-
tage of flash-based FPGAs over SRAM-based FPGAs is
their lower power consumption. Further, the configuration
is stored in a non-volatile way in distributed flash cells. One
reason for the lower power consumption is that flash cells
consist of fewer transistors than SRAM cells and do not need
to be powered for retaining their value.

2.3 Laser-based logic readout

2.3.1 Technique

Optical probing is a powerful approach known from IC fail-
ure analysis (FA). A laser is pointed on the chip’s backside,
and switching activity causes the reflected laser light to mod-
ulate. More specifically, mainly the concentration of free
carriers distinguishes the refraction and absorption of the
laser light in silicon. When the laser scans the device and
the reflected signal is fed through a bandpass filter set to
a frequency of interest, all areas on the chip switching at
a frequency of interest can be detected. The correspond-
ing technique is called electro-optical frequency mapping
(EOFM) or laser voltage imaging (LVI).

Using classical EOFM, only periodically switching ele-
ments on the chip can be detected. The static logic state
of circuits, however, can be captured using laser logic state
imaging (LLSI), which was introduced as an extension to
EOFM [24]. The main idea behind LLSI is to stop the clock
and induce a periodic frequency into the entire logic by mod-
ulating the power supply, see Fig. 2. This causes the free
carrier concentrations to vary periodically, e.g., in the chan-
nel of transistors or in capacitors. This, in turn, modulates the
reflected light, which can be detected using EOFM. Transis-
tors that are switched on (low-ohmic channel) can thus be
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Fig. 3 Approach for detecting tampering with the FPGA logic fabric
configuration

distinguished from transistors that are switched off (high-
ohmic channel).

2.3.2 Related work

LLSI has been used in the hardware security field to extract
the values stored in SRAM cells or FFs. The authors of [23]
demonstrated that the FF content of an FPGA manufactured
in a 60 nm technology can be extracted using LLSI. Using
classical image recognition techniques, they show that the
content can be extracted in an automated fashion. In [36],
the authors demonstrate that a key stored in the SRAM of
a microcontroller can be extracted using LLSI combined
with deep learning techniques without the need to reverse-
engineer the chip’s layout. To the best of our knowledge,
LLSI has neither been used to extract an FPGA’s logic fabric
configuration nor to detect HTs.

3 Approach

In our scenario, the supply chain from the finished product
to the field cannot be trusted. In other words, an adversary
might replace or change the device’s functionality after it has
left the trusted design house. In such a scenario, the highest
efforts are paid to detect malicious hardware, e.g., inmilitary,
space, and aircraft applications. Although LLSI can capture
the states of transistors and memory cells in all ICs, our goal
in this work is to apply LLSI for creating snapshots of the
logic fabric in FPGAs. To do so, we need to modulate the
supply voltage of the logic under test, in our case, of the logic
fabric, see Sect. 2.3. Furthermore, we need to halt the clock
of the FPGA. To test if the FPGA’s configuration manifests
in the hardware snapshots, we configure the logic fabric in
different ways, for instance, by altering the configuration of
LUTs and the routing.We then compare the snapshot images

to see if the changed configuration can be detected and at
which location the change has occurred.

Once different configuration changes can be detected, the
knowledge can be used to also detect malicious modifica-
tions on the chip, see Fig. 3. In our approach, we create a
snapshot of the original Trojan-free design, also known as
golden design, in the trusted design house (1). It typically
will be necessary to create multiple snapshots to cover the
entire logic fabric area with high resolution. We then assume
a malicious entity that inserts a Trojan into the FPGA con-
figuration of the product. Before using the final product in
a security-critical application, the integrity of the IC should
be certified. For this, we create a snapshot of the suspected
chip (2). To eliminate the chance of any tampering, we com-
pare the golden snapshot with the current snapshot (3). For
comparing the snapshots, subtracting the images might be
helpful. If there are differences, this indicates that the con-
figuration has been altered, and the chip is not trustworthy. It
should be noted that the state of the FPGA in step (1) and (2)
should be the same, i.e., the clock should be stopped in the
same cycle.We expect our approach to work on both SRAM-
and flash-based FPGAs.

SRAM-based FPGAs SRAM-based FPGA configuration
takes place by configuring LUTs and global/local routing
via SRAM cells. In the end, all configuration SRAM cells
do control MUXes, which consist of pass transistors. Since
LLSI can extract the logic states of CMOS transistors, the
FPGA’s entire configuration should be extractable—given a
sufficiently high optical resolution.

Flash-based FPGAs The configuration of flash-based
FPGAs is stored in dedicatedflash cells,which are distributed
over the chip. They control the LUTs and global/local rout-
ing using multiplexers, which, like in SRAM-based FPGAs,
consist of pass transistors. Therefore, also the configuration
of flash-based FPGAs should be extractable using LLSI. If
the flash cells are supplied by another voltage rail, it might
be possible to see a configuration dependency by modulating
that rail.

4 Experimental setup

This section first presents our measurement setup, followed
by the devices under test (DUTs) and their setup for conduct-
ing LLSI.

4.1 Measurement setup

As the setup for capturing the LLSI images, we use a Hama-
matsu PHEMOS-1000 FAmicroscope, see Fig. 4a, equipped
with a high-power incoherent light source (HIL) for optical
probing. Themicroscope offers 5×, 20×, and 50× lenses and
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(a) PHEMOS-1000 (b) Flip-chip package

Fig. 4 Xilinx Kintex-7 target under the PHEMOS-1000 microscope
with 5× lens in use (a) and photography of the Xilinx UltraScale device
(b)

(a) Schematic (b) Modulator

Fig. 5 LLSI modulation setup with the modulation regulator schematic
(a) and the modified MIC22705YML-EV board (b)

an additional scanner zoom of ×2, ×4, and ×8. Due to the
light source’swavelength of around 1.3µm and the numerical
aperture (NA) of our 50× lens of 0.71, the minimum beam
diameter is around 1µm. The step size of the galvanometric
scan mirrors, however, is in the range of a few nanometers.
For EOFM/LLSI measurements, the frequency of interest f ,
the bandpass bandwidth � f , and the pixel dwell time �tpx
(in ms/px) can be configured in the PHEMOS software. To
achieve LLSI measurements with an acceptable noise level,
it is required to modulate the power rail of interest at more
than around 80 kHz. LLSI image to the exact position on
the chip, an optical light reflectance image can be captured
alongside the measurement.

To better evaluate the LLSI signal differences and map
them to a location on the optical image, we used the ImageJ
application [37]. The pixel-wise subtraction of two LLSI
images results in a mostly gray image with the differences
displayed in white and black color. While this already shows
the differences between the images clearly, the location of
the changes is not intuitively visible. To superimpose the dif-
ference image on an optical image, we first remove noise by
the “despeckle” functionality of ImageJ, and then merged
the optical image and the difference image. To improve the
visibility of the differences, we have remapped the black and
white spots in the raw difference image to the colors yellow
and green.

4.2 Devices under test

4.2.1 Xilinx Kintex-7 FPGA

As SRAM-based FPGA, we chose the Xilinx Kintex-7
XC7K70T, manufactured in a 28 nm technology. The chip
is available in a ball grid array (BGA) bare-die flip-chip
package on a Numato Systems Skoll development board.
The FPGA can be programmed using the Xilinx Vivado
IDE. In the Kintex-7 architecture [38], the logic fabric is
comprised of (CLBs), so-called logic slices, and have a
switch matrix for connecting to the global routing matrix.
One slice consists of four 6-input LUTs (which can be con-
figured as two 5-input LUTs with separate outputs each),
eight FFs, as well as MUXes and arithmetic carry logic.
While the slice naming uses X and Y coordinates (e.g.,
SLICE_X0Y0), the LUTs inside one slice are named from
A5LUT/A6LUT to D5LUT/D6LUT, and the corresponding
FFs from AFF/A5FF to DFF/D5FF. Next to the logic slices
(2/3 of all slices), there are also memory slices usable as
distributed RAM or shift registers.

Toprepare the device forLLSImeasurements,wedisabled
the onboard voltage regulator for VCC. Then, we soldered an
SMA connector to the voltage rail for supplying the voltage
externally via a power supply that can be modulated. For this
purpose, we modified a MIC22705YML-EV voltage regu-
lator evaluation board by replacing the resistor between the
feedback pin andGNDwith a resistor to set the correct output
voltage, in series with a 50� resistor, see Fig. 5. In parallel to
the latter, we connected aKeithley 3390 laboratorywaveform
generator to generate a sinewave. The regulator’s output then
provides a sine wave with a frequency of up to 300 kHz and a
DC offset of the rated value for VCC of 1 V with a sufficient
current drive strength. For higher frequencies, the regulator
would stop functioning as intended. However, already when
trying to modulate the DUT’s voltage rail at low frequencies
of a few kHz, no significant modulation can be measured on
the printed circuit board (PCB)’s voltage rail. The reason for
that is the existence of large decoupling capacitors, smooth-
ing undesired peaks and fluctuations of the supply voltage.
We desoldered all decoupling capacitors connected to VCC
of 0.1 µF and larger using a hot air station to achieve a suf-
ficiently high modulation amplitude. As a result, we could
achieve a peak-to-peak modulation between 150 mV and
200mV around the VCC offset of 1V at a frequency f of
80 kHz.

Figure 6a shows optical (light reflectance) images of the
entire chip and a section of the logic fabric.A rawLLSI image
from the Kintex-7 logic fabric indicates that the modulation
of VCC influences the light reflection almost everywhere,
see Fig. 7.
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2mm 30 �m

(a) Xilinx Kintex-7

4mm 30 �m

(b) Xilinx UltraScale

4mm 30 �m

(c) Microchip PolarFire SoC

Fig. 6 Laser reflection images of the DUTs: entire chip (left) and zoom into the logic fabric (right)

4.2.2 Xilinx UltraScale FPGA

As a second SRAM-based FPGA, we chose the Xilinx Ultra-
Scale XCKU040, manufactured in a 20 nm technology. The
chip is available in a flip-chip bare-die package, see Fig. 4b,
on an AVNET development board (model AES-KU040-DB-
G). Similar to the Kintex-7 architecture (Sect. 4.2.1), the
UltraScale logic fabric is comprised of CLBs. Each CLB
contains one slice providing eight 6-input LUTs (which
can also be configured as two 5-input LUTs with separate
outputs), sixteen FFs, as well as MUXes and arithmetic
carry logic. The slices are named using X and Y coordi-
nates, whereas the LUTs and FFs are named with capital
letters (A5LUT/A6LUT to H5LUT/H6LUT and AFF/AFF2
to HFF/HFF2). Next to the logic slices, there are memory
slices that can be used as distributed RAM or shift regis-
ters. Figure6b shows optical images of the entire chip and a
section of the logic fabric.

To modulate the voltage rail of the UltraScale target, we
used the same external modulation circuit as for the Kintex-7
(see Fig. 5). First, we disabled the onboard voltage regulator
for VCC (0.95V) by desoldering the coil at the regulator’s
output. Then, we soldered an SMA connector to the corre-
sponding pad for supplying VCC externally. Furthermore,
we desoldered all decoupling capacitors connected to VCC
of 0.1µF and larger from the PCB for being able to modu-
late the voltage rail at a sufficiently high frequency. For the
experiments, we used a peak-to-peak modulation of around
150mV at a frequency f of 80kHz with a VCC offset of
0.95V.

4.2.3 Microchip PolarFire SoC FPGA

Asflash-basedFPGA,we chose theMicrochip PolarFire SoC
MPFS250T-FCVG484EES, manufactured in a 28 nm tech-
nology. The configuration is stored in distributed flash cells
manufactured in Microchip’s SONOS technology [39], con-
sisting of two floating-gate transistors. The chip is available
on the PolarFire SoC FPGA Icicle Kit in a BGA flip-chip

Fig. 7 LLSI raw image from the logic fabric on the Kintex-7 FPGA.
50× (×2) zoom, �tpx = 2.1 ms/px, � f = 300 Hz

package with a lid. After cooling down the device in a typi-
cal household freezer, we could pry off the lid using a knife
to access the chip backside. The FPGA can be programmed
using the Microsemi Libero IDE. In the PolarFire architec-
ture [40], the logic fabric is comprised of arrays of logic
clusters (LCs) that are connected by interface logic (IL). Each
LCconsists of 12 logic elements (LEs),whereas eachLEcon-
tains a 4-input LUT, a FF, and a MUX. Next to a connection
to the IL, the individual LEs inside one LC are connected by
a carry chain. Next to the LCs, there are other blocks, such
as dedicated math and memory blocks, connected via the IL.

We could use the onboard MIC22705YML voltage reg-
ulator for modulating VDD of this target. Via a jumper, the
resistor in the feedback path can be changed to create a
1.0V or 1.05V supply voltage. By removing the jumper and
connecting our own resistors, we could create the samemod-
ulation capabilities as shown in Fig. 5a. To increase the LLSI
signal’s amplitude, we desoldered all decoupling capacitors
connected to VDD of 0.1µF and larger from the PCB. We
used a peak-to-peak modulation of approximately 170m V
around the VDD offset of 1V. A modulation frequency f
of 83.5kHz led to the highest LLSI signal amplitude. Note
that the SONOS cells are not supplied by VDD but VDD25,
which is supplied by a 2.5V regulator. To modulate the
VDD25 voltage, we soldered a jumper to disable the onboard
regulator and added an SMA connector to supply VDD25
via our external modulator circuit. However, as we could not
detect any benefit over modulating VDD, we only used the
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VDDmodulation for the experiments presented in this paper.
Figure6b shows optical images of the entire chip and a part
of the logic fabric.

5 Results

5.1 Detecting changes in the logic fabric

To investigate the capabilities of LLSI for detecting changes
in the logic fabric configuration, we first tried to detect small
changes within one logic element, i.e., changes in the LUT
configurations and FF logic states. Although the number of
different configurations is high, we aimed at creating a good
coverage of detectable changes.

5.1.1 SRAM-based (Kintex-7)

LUT used versus unused We compared implementations
where once the LUT is unused and once a route-thru LUT is
implemented. We assumed a route-thru LUT to be the con-
figuration with minimal differences compared to the unused
LUT, as the input of the LUT is directly routed to the output
of the SLICE. Nevertheless, the differences can be clearly
identified, see Fig. 8a.

LUT inputs 0 versus 1 When changing the values of LUT
inputs, which originate from the output of another LUT or a
FF, the change is clearly visible as well, see Fig. 8b. As could
be expected, we observed fewer changes if fewer input values
are changed. Still, we could detect changes also if only one
input value is changed.

LUT configuration value changes The smallest possible
change we could imagine is the manipulation of single bits in
the LUT configuration. We observed that the number of bits
changed in the LUT configuration INIT value does not nec-
essarily determine how significant the difference in the LLSI
response is, see Fig. 8c, d. We assume that not the SRAM
cell holding the configuration produces the LLSI signature,
but the actual multiplexers and pass transistors. If a configu-
ration change causes—due to the applied LUT inputs—more
multiplexers to change their states (cf. Fig. 1), there will be
a bigger difference between the LLSI images.

FF value 0 versus 1 Finally, we designed a bit more com-
plex design, which contains two FFs and one LUT residing in
different logic slices, see Fig. 9.We have subtracted the LLSI
images of two consecutive clock cycles.While the difference
for the LUT is concentrated in a single small area, there are
many different spots for the FFs. This might be explained by
the fact that the input buffers, the actual memory cell, the out-
put buffers, and the clock buffers have changed their values
by advancing a clock cycle as well. Interestingly, although
the two registers were instantiated in exactly the same way
in the IDE, different changes can be observed between them.
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(a) LUT used (route-thru) vs. unused

– =

Inputs = 0 Inputs = 1 Difference

(b) 5-input LUT with all inputs set to one value

– =

0x00008000 0x00010000 Difference

(c) 1-bit LUT configuration ( ) value change

– =

0x0000f000 0x000ff000 Difference

(d) 4-bit LUT configuration ( ) value change

Fig. 8 Kintex-7 LLSI results for different lookup-table configurations.
50× (×4) zoom, �tpx = 3.3ms/px, � f = 100Hz

This might be caused by the different output configurations
of the FFs or an asymmetric ASIC design of the CLB. For
instance, the clock buffers or some intra-CLB routing capa-
bilities, which are invisible in the IDE for the designer, might
reside close to DFF. Finally, we could observe differences in
the (assumed-to-be) routing areas, supposedly interconnect-
ing the two slices X0Y1 and X1Y1.

5.1.2 SRAM-based (UltraScale)

To investigate if similar results can be achieved on a DUT
manufactured in a smaller technology, we conducted the
same experiments on the UltraScale FPGA.

LUT used versus unused Although the technology node
size of theUltraScale series is around 28% smaller than of the
Kintex-7 series, the difference between a route-thru LUT and
a completely unused LUT is clearly visible, see Fig. 10a. Due
to the technology size reduction, the affected area is smaller
but can still be resolved using our optical setup. Furthermore,
the difference image looks more blurry than for the Kintex-7
FPGA. One explanation for this might be the lower modula-
tion amplitude achievable on the UltraScale board.

LUT inputs 0 versus 1 Flipping the LUT’s inputs values
can be detected reliably as well, see Fig. 10b. Interestingly,
the affected area seems to be as large as in the previous exper-
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20 �m

D5LUT (SLICE X1Y1)

DFF (SLICE X0Y1)

AFF (SLICE X0Y1)

Routing
buffer

Routing
buffer

(a) LLSI difference (b) Logic schematic

Fig. 9 Kintex-7 LLSI difference superimposed over an optical image
for FF values0 versus1withCLB inputs and outputs connected.Yellow
and green colors correspond to the black and white spots in the raw
difference image. 50× (×2) zoom, �tpx = 2.1 ms/px, � f = 300 Hz

iment on used vs. unused LUT. The reason might be that we
cannot control the routing of signals and which values are
applied to unused inputs.

LUT configuration value changes We could clearly detect
the same LUT configuration changes that we could detect on
the Kintex-7, see Fig. 10c, d. For this target, the affected area
neither reflects the number of bits changed in the configura-
tion. This observation supports the hypothesis that the LUT’s
multiplexers and not the memory cells for the configuration
contribute most to the LLSI signal.

FF value 0 versus 1 When investigating an entire CLB
with one LUT and two FFs in use, multiple areas with differ-
ences in the LLSI image can be observed, see Fig. 11. Again,
we subtracted the LLSI images of two consecutive clock
cycles. From the knowledge gained in the previous exper-
iments, we could identify the changes in the LUT and map
two areas with similar changes to the two FFs. Despite these
distinctly allocable changes, many other areas with clear dif-
ferences appear in the image. These changes seem to belong
to the CLB’s MUXes (left of the LUTs and FFs) and routing
resources, such as buffers (right side of the image). However,
since the chip’s layout is unknown, these assumptions cannot
be verified further.

5.1.3 Flash-based (PolarFire SoC)

To investigate whether configuration changes can also be
detected on the flash-based FPGA, we conducted similar
experiments on the PolarFire SoC FPGA.
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(a) LUT used (route-thru) vs. unused
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Inputs = 0 Inputs = 1 Difference

(b) 5-input LUT with all inputs set to one value
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0x00008000 0x00010000 Difference

(c) 1-bit LUT configuration ( ) value change
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0x0000f000 0x000ff000 Difference

(d) 4-bit LUT configuration ( ) value change

Fig. 10 UltraScale LLSI results for different lookup-table configura-
tions. 50× (×4) zoom, �tpx = 2.1 ms/px, � f = 300 Hz

10 �m

AFF

DFF

H6LUT

(a) LLSI difference (b) Logic schematic

Fig. 11 UltraScaleLLSIdifference superimposedover anoptical image
for different FF values and LUT inputs. 50× (×4) zoom, �tpx =
2.1 ms/px, � f = 300 Hz
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LUT used versus unused For this target, we compared the
configuration for a route-thru LUT with an unused LUT as
well, see Fig. 12a. The LLSI responses show a clear differ-
ence, although the corresponding area is smaller than on the
Xilinx FPGAs. The reasonmight be that the LUTs onKintex-
7 and UltraScale have up to 6 inputs, while they only have
4 inputs on PolarFire, resulting in a significant difference in
the number of contained MUXes.

LUT inputs 0 versus 1 The area of differences when
only the LUT inputs change are smaller than the differences
between a used and unused LUT—as can be expected, see
Fig. 12b.

LUT configuration value changes Changes in the LUT
configurations can be detected as well. For a large change in
the configuration, i.e., by flipping all bits, the change with the
largest area is visible, see Fig. 12c. As for the other FPGAs,
the reason might be the different number of MUXes affected
by the configuration change, under the assumption that the
inputs of the LUT stay constant. For a 2-bit change in the
INIT value, a smaller difference is visible, see Fig. 12d.
Moreover, we observed that when all LUT inputs are set to
0, the difference for changedINITvalues is larger thanwhen
all inputs are set to1. Since in our experiment the output of the
LUT was not changed by applying the different inputs (due
to the configured INIT value), we suppose that a different
number of multiplexers changed their states depending on
the LUT inputs.

FF value 0 versus 1 Similar to the experiments on the
SRAM-based FPGAs, we created snapshots of a larger area
of the logic fabric, on the one hand, to observe the LLSI
response differences for a FF, and on the other hand, to learn
about the detectability of buffers and routing transistors. Fig-
ure13 shows the difference of two LLSI responses captured
in two consecutive clock cycles. The state change of the FF is
clearly visible on the top right of the image. The three LUTs
receive the output of the FF as inputs, and therefore, their
responses differ, too. Differences can also be observed in
between the rows of logic elements. These areas presumably
belong to the routing logic, thus containing data and clock
buffers.

5.2 Detecting changes in routing

The authors of [12] propose malicious modifications in the
signal runtime on the FPGA by using either route-thru LUTs
or manipulating the routing to take longer paths. We have
already shown that the insertion of route-thru LUTs can be
detected; see Sect. 5.1. To test the capability of our approach
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(d) Small LUT configuration ( ) value change

Fig. 12 PolarFire SoC LLSI results. Images rotated by 90 degrees,
50× (×4) zoom, �tpx = 3.3 ms/px, � f = 100 Hz
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Routing
buffer

(a) LLSI difference (b) Logic schematic

Fig. 13 PolarFire SoC LLSI difference superimposed over an optical
image for different FF values and LUT inputs. 50× (×2) zoom, �tpx =
3.3 ms/px, � f = 100 Hz
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(a) Placement schematic of design with LUT in SLICE X1Y1
(yellow) and in SLICE X4Y0 (blue)

30 �m

Route-
thru LUT

(SLICE X1Y1)

Route-
thru LUT

(SLICE X4Y0)

Routing

Routing

Routing

Routing

(b) LLSI difference

Fig. 14 Difference in routing configuration on Kintex-7 when moving
a route-thru LUT from SLICE X1Y1 to X4Y0 while keeping the signal
source and destination in SLICE X1Y1 and X0Y1. 50× (×2) zoom,
�tpx = 2.1 ms/px, � f = 300 Hz

to detect changes in the routing, we created a design for the
Kintex-7 FPGA that contains one route-thru LUT, whose
location we change between two measurements. Thereby,
the signal is forced to be routed differently. For the first
snapshot, the LUT is placed in SLICE_X1Y1, while for the
second snapshot, it is placed in SLICE_X4Y0, see Fig. 14a.
The signal source and sink are kept at the same location (in
SLICE_X0Y1 andX1Y1). Figure14b clearly shows not only
the differences in the LLSI response for the changed LUT
placement but also for the routing logic. Consequently, one
can also detect changes in signal routing with our approach.

5.3 Trojan benchmarks

The previous results have already shown that small changes,
down to single bit changes in the LUT configuration and
small changes in the routing configuration, can be detected
using our method. Therefore, we have demonstrated that
LLSI can detect themaliciousmodifications proposed in [12]
introducing changes in the signal path delays. To demon-
strate that we can also detect other HTs proposed in the
literature, we exemplarily implementedHTbenchmarks gen-
erated using the TRIT framework [30], which can be found
on TrustHub [29]. We implemented two benchmarks on the
Kintex-7DUT, one consistingonlyof combinatorialHT logic
(from TRIT-TC) and one also containing sequential logic
(from TRIT-TS). All provided benchmarks generated using

(a) 50× zoom (b) 50× (×2) zoom

Fig. 15 Combinatorial Trojan benchmark (c2670_T071) section on
Kintex-7. (a) �tpx = 5ms/px , (b) �tpx = 3.3 ms/px, � f = 100 Hz

(a) Free vs. Trojan (b) Free vs. Free, different
runs

Fig. 16 Sequential Trojan benchmark (s1423_T607) section onKintex-
7. 50× (×2) zoom, �tpx = 3.3ms/px , � f = 100H z

TRIT introduce additional logic gates and/or FFs. We fixed
the location and routing placement of all logic components
and the routing that does not belong to the HT trigger or
payload to keep the changes of the implementation minimal.

5.3.1 Combinatorial Trojan

The c2670_T071 HT benchmark introduces six additional
logic gates. Figure15only shows apart of the logic fabric area
consumed by the implementation. However, already in this
section of the design, clear differences can be observed. As
can be seen, zooming into an areawith suspicious differences
can highlight the changes more clearly.

5.3.2 Sequential Trojan

Next to combinatorial gates, the s1423_T607 benchmark
contains a counter with 15 states implemented using FFs.
Figure16a indicates that many changes can be detected both
in the CLBs and routing areas. As expected, when captur-
ing two LLSI images of the same area from the Trojan-free
design, no clear differences can be observed, see Fig. 16b.
This proves that the previously observed differences are not
only caused by noisy measurements.
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6 Discussion

In this section, we first discuss further research directions
continuing our approach. Subsequently, we talk about the
applicability of our approach and discuss potential limita-
tions.

6.1 Further research directions

6.1.1 Application to ASICs

Regarding the applicability of our approach to ASIC imple-
mentations, a few things have to be kept in mind. Generally,
it should be possible to detect the locations of all transistors
and then overlay the layout file. In this way, irregularities and
deviations from the intended designs can be detected, even
without having a golden chip. One drawback is thatmodifica-
tions that only affect themetal layers cannot be detected if the
changes do not manifest in the light reflection. However, we
think that detecting analog HTs, such as capacitor-based and
dopant-level Trojans, should be possible using LLSI. Since
theseHTsuse analogproperties of the chip and are pre-silicon
modifications,we could not investigate them.However, in the
following, we explain why our approach should be able to
detect such HTs.

Detecting capacitor-based TrojansResults from [24] indi-
cate that decoupling capacitors can be imaged using LLSI.
Since these capacitors are connected between VCC and
GND, the power supply modulation will modulate the elec-
tric field and charge density of the capacitor,which influences
the light reflection. Therefore, LLSI might also be applicable
to detect HTs that only introduce changes in the capacitance
to create a stealthy triggermechanism (e.g., A2Trojans [13]).

Detecting dopant-level Trojans The investigations in [41]
and [42] show that the light reflection for optical probing
depends on the doping level of the silicon. Therefore, mali-
cious modifications in the doping concentration to alter the
functionality of logic gates [14] might be detectable using
LLSI.

6.1.2 Reverse-engineering the FPGA configuration

As already shown in thiswork, the configuration of the FPGA
logic fabric is contained in the LLSI snapshots. Although
the resolution seems to be insufficient to extract the exact
configurationsmanually,machine learning approachesmight
be able to solve that task. The advantages of employing deep
learning techniques have already been demonstrated in [36]
for data extraction from dedicated on-chip memories. Such
configuration extraction can also facilitate the structural and
functional reverse engineering of bitstreams in proprietary
formats.

6.2 Applicability of LLSI

We have shown that our approach using LLSI can detect a
wide range of changes in the FPGA logic fabric configura-
tion. In the following, we discuss the practical applicability
of LLSI.

6.2.1 Chip access

For our approach, we need access to the silicon backside of
the chip. Since all FPGAs used in this work are only available
in flip-chip packages, this requirement can be easily met.
Moreover, due to performance, size, cost, and environmental
compatibility reasons, chips are predominantly delivered in
flip-chip packages [43].While many of such packages have a
lid installed—whichwe could easily remove for the PolarFire
SoC—there are also bare-die packages available, like the one
of our Kintex-7 and UltraScale DUTs. Consequently, if a
customer would like to have the opportunity to test the chip
for HTs using an optical probing approach, he or she should
choose a bare-die package to facilitate testing. Thinning or
polishing the silicon backside is not necessary for optical
probing, as shown in this work.

6.2.2 PCBmodifications

In order to reach modulation frequencies of 80 kHz and
higher, we had to replace the voltage regulator on the Kintex-
7 and UltraScale DUTs with an external one. However, on
the PolarFire DUT, we could leverage the on-PCB regulator
for the modulation, requiring no modifications on the PCB.
Consequently, by using a suitable voltage regulator on the
PCB, there is no need to provide the modulated voltage from
an external source.

During our investigations, we observed that a higher mod-
ulation of the supply voltage produces a clearer LLSI image,
and consequently, a shorter pixel dwell time is sufficient.
Moreover, a higher modulation frequency can further reduce
the pixel dwell time, leading to faster scan times. The PCB
and the die interposer PCB, however, are designed to com-
pensate spikes and smooth undesired peaks and fluctuations
of the supply voltage. For this purpose, decoupling capacitors
of different sizes are connected between the supply voltage
rail and ground, effectively acting as low-pass filters.

To achieve the desired modulation amplitude of the power
rail at frequencies above 80 kHz,we had to remove the decou-
pling capacitors of 0.1 µF and larger from the PCB.Due to the
existence of other capacitive and inductive elements in the
circuit, a highermodulation frequency results in a lowermod-
ulation amplitude and, therefore, a lower LLSI signal level.
Consequently, there is a tradeoff between the noise ratio in
the LLSI images, the scan time, and the electrical prepara-
tion of the DUT. Due to practical reasons, we did not remove
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smaller capacitors. Furthermore, we did not remove capaci-
tors from the interposer PCB, as there is no documentation
on potential effects available. Nevertheless, a device that is
ready for use in a practical application must have installed all
capacitors due to reliability and stability constraints.Oneway
to still enable the measurements required by our approach is
the installation of jumpers or other switches on the PCB to
disable the capacitors on demand.

6.2.3 Optical stability

In our experiments, we observed that the optical focus
was slightly drifting during the LLSI measurements due to
mechanical instabilities in the setup. Since the LLSI signal
heavily depends on the focus position, there are small dif-
ferences between LLSI images that are not caused by design
modifications. However, the stability of our setup was suffi-
cient to produce reliable and significant results for detecting
malicious changes in the design. Nevertheless, the image
quality will improve if the mechanical stability is enhanced,
for instance, by operating the setup in a tempered room and
a shock-absorbing building.

6.2.4 Optical resolution

The optical resolution of laser-assisted side-channel tech-
niques has been discussed extensively by the research com-
munity in numerous publications, e.g., in [4, 21, 44–47]. We
discuss the most important and new insights in the following.

Both FPGAs used in this work were manufactured in
28 nm and even 20 nm technologies. Although the minimum
width of our setup’s optical beam is around 1µm, it should
be kept in mind that the technology size does distinguish
neither the minimum size of a transistor nor the typical dis-
tance between transistors. An important fact is that the laser
scanner has a step size in the range of a few nanometers.
Therefore, while scanning with the laser over the DUT, the
beam covers one specific point on the chip multiple times.
Consequently, if the beam covers multiple nodes of inter-
est, the LLSI image shows a different position-dependent
superposition of the same nodes at different adjacent pixel
locations. However, due to the Gaussian intensity distribu-
tion of the beam, it might still be possible to extract the logic
state. This explains why optical probing delivers meaning-
ful results also on structures that are smaller than the beam
diameter.

Moreover, a so-called solid immersion lens (SIL) can be
used to increase the optical resolution down to 250 nm [48],
which is sufficient to resolve individual transistors in a 14 nm
technology [49]. Accordingly, Intel has shown that LLSI can
be applied on very small devices, such as single inverters, on
a test chip manufactured in a 14 nm technology [24].

Even if it might not be possible to resolve single SRAM
cells used for configuration storage in future technologies,
the FFs, MUXes, and other pass transistors are influenced by
the configuration and contribute to the LLSI image as well.
This is supported by the observation that even on the 20 nm
FPGA, the different LUT configurations could be detected.
Furthermore, typical HTs in benchmarks alter the design by
inserting or modifying multiple logic gates or FFs, resulting
in huge changes, which we could detect reliably.

7 Conclusion

Dormant hardware Trojans that introduce only tinymalicious
hardware modifications pose a severe threat in security-
critical applications. In this work, we have demonstrated a
detection approach for dormant HTs using the laser-assisted
optical probing method LLSI. By modulating the power sup-
ply of the chip, even inactive logic is visible on the logic
snapshots. By awakening the potential Trojan in this way,
no malicious modification of the FPGA’s configuration stays
undetected.We have demonstrated that our approach is appli-
cable to recent SRAM- and flash-based FPGAs on themarket
in a non-invasive manner. It did not make a significant differ-
ence whether the FPGAs were manufactured in a 28 nm or
20 nm technology. Finally,we have explainedwhyour frame-
work should also be suitable for detecting stealthy HTs on
ASICs.
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7
D I S C U S S I O N & F U T U R E W O R K

This chapter discusses the publications of this thesis as a whole. Due to
the cumulative nature of this thesis, the chapter also explores relevant
related work published after the individual publications of this work.
Finally, this chapter contains hints and ideas about potential future
investigations and challenges.

7.1 active side-channel analysis

In this thesis, LLSI and TLS have proven to be powerful single-trace op-
tical SCA techniques. As opposed to classical passive SCA, like power
and EM analysis, they can be seen as active SCA techniques. For LLSI,
the power supply must be actively modulated for the measurement
to succeed. It can be said that the modulation actively establishes the
side channel. Similarly, for TLS, the thermal stimulation actively influ-
ences the device to measure data dependencies in the device’s power
consumption. Again, only the active stimulation of the device opens
the side channel. More such active SCA techniques can be found in
the literature. An example is the backscattering approach presented
by Nguyen et al. [66]. The principle is that an electromagnetic field
stimulates the IC, and its reflection is analyzed. Similarly, such scat-
tering measurements can be conducted electrically on PCB [67] or IC
level [59]. The authors stimulate the device with signals of different
frequencies and measure the frequency response. Although they ini-
tially used this approach to detect tamper events only, the technique
has proven to be an effective SCA technique [68].

Regarding future work, one can expect to see more of these tech-
niques actively stimulating the device to exploit a side channel. One
example might be the photon emission side channel caused by the
leakage current flow of transistors. Couch et al. show that this ap-
proach can extract data from on-chip SRAM cells [69]. However, one
measurement takes many hours, which makes the technique almost
unusable in practice. If one could actively increase the emitted pho-
tons caused by leakage current, measurement times could be reduced
considerably.

7.2 additional countermeasure approaches

In the publications contained in this thesis, we have described existing
and proposed new countermeasure concepts. This section presents
and discusses newly developed approaches from the literature.

93



94 discussion & future work

7.2.1 Generic Optical Probing Countermeasures

As discussed in this thesis’ publications, a generic countermeasure
approach to prevent optical attacks through the chip backside would
be coating an opaque layer on the chip backside [70]. The intactness of
this layer should be actively monitored to detect tampering attempts.
However, such a countermeasure requires additional processing steps,
and therefore, to the best of our knowledge, there is no implementation
of an active backside coating ready for mass production.

Another recently studied approach tries to re-design the logic and
logic gates for more resistance against optical probing. Rahman et
al. place additional logic gates next to the gates to be protected [71].
These gates carry the opposite logic states with the goal that the
effects on the reflected light cancel out each other and, therefore, the
signal of interest cannot be probed. This approach has two significant
issues. Firstly, it assumes that the optical resolution of the laser probe
is sufficiently low so that it can only cover areas larger than the
targeted gate together with the protection gates. However, even if this
assumption does hold, while scanning over the DUT, the laser might
be parked at a location where only partial canceling occurs, and the
signal of interest can still be detected. Secondly, NMOS and PMOS
transistors contribute differently to the reflected light. Consequently,
there might be no perfect cancellation of the signals at all. Nevertheless,
the approach can reduce the SNR of the optical probe.

We have presented a similar approach in [22]. In contrast to the
previous approach, we investigated different logic styles concerning
better cancellation effects. Dual-rail logic gates have been shown to
provide better cancellation, which requires the attacker to achieve
higher optical resolutions. Furthermore, the data-dependent reflec-
tion can be reduced by lowering the supply voltage and limiting the
output swing of the logic. Since no experiments on real devices were
conducted to confirm the assumptions, this will have to be part of
future research.

7.2.2 Countermeasures Against Single-Trace Attacks

In the publications presented in this thesis, we have outlined that
for single-trace optical attacks such as TLS or LLSI, the clock must
be frozen, or the logic state must be retained during the entire scan.
Therefore, detecting a frozen clock can be one measure to detect
an LLSI measurement. Roy et al. propose a circuit-level countermea-
sure based on timing sensors [72]. The main idea is to create an
internally-generated asynchronous sensor clock and compare it to the
synchronous system clock during runtime. Since there is no electrical
control over the sensor from the outside, the attacker can not easily
disable it.
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A second constraint for LLSI is that the power supply can be modu-
lated. Similar to the previous clock freezing detection, a circuit-level
sensor is proposed to detect such modulations [72]. The sensor is
based on a frequency-to-voltage converter with pre- and postprocess-
ing. The concept is that the modulation causes a control signal to
change, which a comparator can detect.

Recently, Roy et al. proposed a fully digital circuit-level counter-
measure based on polymorphic sensor gates [73]. The basic idea is to
use polymorphic logic gates that change their output based on circuit
characteristics and environmental conditions. The proposed sensor
circuit is designed so that the output of the polymorphic gate follows
the supply voltage modulation signal, i.e., the modulation is converted
to a digital signal. A comparator can detect changes in that signal. To
also account for clock freezing, the authors integrate a detection using
a ring oscillator-based clock generation circuit that counts the system
clock cycles and raises an alarm if cycles are missing.

All these circuit-level countermeasures can be low-cost approaches
to protect against single-trace attacks. However, if the attacker has
access to a circuit-editing tool like a focused ion beam (FIB) to alter
the clock signal, as discussed in [40], she could try to disconnect the
internal sensors as well. Furthermore, fault injection methods could
be used to disable the sensors [72]. Nevertheless, as hinted by Roy et
al., this would require prior reverse engineering and a more complex
setup.

7.3 optical probing simulations

The main drawback of the Trojan detection using LLSI presented in
Chapter 6 is that it requires a golden image of the unmodified hard-
ware. One possibility to remove this constraint could use simulations
of LLSI. In the FA community, researchers have developed possibilities
to simulate LVI [23] and LVP [74, 75]. Using simple geometrical simu-
lations, which ignore most of the physical parameters of the silicon,
Ravikumar et al. could simulate LVI measurements of CMOS inverters
on a chip manufactured in a 20nm FinFET technology [23]. The idea
is to model the laser beam as Gaussian distribution and the layout as
polygons. Due to the complementary nature of the CMOS technology,
NMOS and PMOS transistors are modeled with an opposite phase,
which is reflected by an opposite sign in the polygon’s value. Further-
more, different amplification factors are used for NMOS and PMOS
due to the different modulation behavior of the two types. Ravikumar
et al. assumed that the only modulation contributed by the gate is
over the active channel area [23]. Furthermore, since the sources of
an inverter’s transistors are connected to a constant voltage, the drain
will dominate the modulation due to the large size compared to the
gate.
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The measurement can be simulated by calculating the convolution
of the laser beam and the layout polygons. The Gaussian intensity
profile p of the laser is modeled by

p(r) =
1√
2πσ2

· e
−(r)2

2σ2 , (7.1)

where r is the distance from the center of the beam and σ is the
standard deviation which can be calculated as σ = 0.37λ/NA for a
confocal microscope [23]. Fig. 7.1a illustrates this distribution for our
lab’s best-resolving lens. Given the above formula and procedure, we
could replicate the simulation results from [23] by implementing the
simulator in Python.

Subsequently, we performed simulations for a single inverter of aOwn simulations of
EOFM chip manufactured in a planar CMOS 250nm technology1, for which

we had access to the layout, see Fig. 7.1b. We extracted the drain and
channel diffusion areas from the layout file and assigned different
amplification factors for the NMOS and PMOS (3 and 1.33, respec-
tively) [26, p. 105]. Then we performed EOFM measurements on the
chip. As can be seen in Fig. 7.1c, the simulation (Fig. 7.1b) reflects the
measurement to a certain degree. The NMOS (at the bottom) shows a
stronger signal than the PMOS, and the size of the spots approximately
matches the simulation. However, we observed additional patterns in
the shape of partial concentric circles that appear, especially around
the PMOS area. When changing the focus position, more such patterns
show up. These patterns can be explained by the reflection of the light
at different metal layers in the chip. All reflected signals are overlaid,
and due to phase shifts occurring at the different interfaces, the signal
is canceled out at certain positions, creating concentric curves around
the transistor. At the auto-focus level and above, the PMOS is split into
two spots that cancel out at the intersection. Using the EOFM phase
measurement mode, we could confirm that the two spots carry a sig-
nal with opposite phases. One explanation of this phenomenon could
be the interaction of the laser beam with the n-well-to-p-substrate
interface in the PMOS transistor.

In [23], such interference effects were not observed. The reason
could be that their setup’s optical resolution and beam diameter are
low compared with the transistor sizes. Therefore, observing such
effects in detail on single transistors might not have been possible.
Furthermore, they used a FinFET2 technology, which might show
fewer such effects.

To better understand the relationship of the patterns concerning theComparing different
lenses laser spot size, we did experiments with another lens with a lower NA,

see Fig. 7.1d. As expected, the results show a slightly larger diameter
and a more blurry signal when using the poor-resolving lens. However,

1 The sample was kindly provided and supported by the Leibniz Institute for High
Performance Microelectronics (IHP), Frankfurt (Oder), Germany.

2 See Section 7.4.2 for more details on FinFETs.

https://www.ihp-microelectronics.com
https://www.ihp-microelectronics.com
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(a) Laser intensity profile for simulation
(λ = 1300nm, 0.71 NA)
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(b) Simulation for parameters
shown in (a)
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(c) EOFM experimental result for different focus levels, 50× 0.71 NA lens, 4× scanner
zoom
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(d) EOFM experimental results for two lenses with different optical resolutions (50×
0.71 NA; 20× 0.4 NA), subtracted from each other, compared with the difference of
the respective simulation results

Fig. 7.1: EOFM simulation and measurement results for a single inverter on
a chip manufactured in a 250nm technology, operated at a 1MHz
switching frequency. PMOS at the top, NMOS at the bottom. For the
simulations, only the drain and channel areas were considered. All
simulation and measurement images have the same scale.
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when comparing the simulations for the respective NA values, there
is a much wider spot for the 0.4 NA lens, whereas the spot size for the
0.71 NA lens coincides well with the measurements. This observation
indicates that not the lens’s optical properties alone but the entire
optical path must be considered. One explanation could be that the
confocal nature of the LSM, where the light passes a pinhole before
entering the detector, can sharpen the beam and provides sharper
spots than theoretically assumed.

All the observed effects will have to be investigated in the futureBetter simulations
with more knowledge

about the device
to provide more realistic simulations of optical probing. It should be
noted that in [27], the author conducts experiments and simulations
on a single transistor. The results explain some of the observed results,
as the simulations take into account reflections and phase shifts at
the different material interfaces in the device. However, the precise
geometries and material properties must be known to perform such
simulations. In practice, though, these parameters are typically not
released by the foundries and are typically not available for researchers
due to this reason.

During the previously described classical EOFM experiments, theWhy simulating
LLSI is different transistors fully switch between on and off states. In the case of

an inverter, the source of the transistor is always connected to a
constant voltage, and only the gate is switched, leading to different
voltage levels at the drain. Therefore, the simulator for classical EOFM
assumes that a modulated signal will only occur over the channel
and drain areas. For LLSI measurements, however, the transistors are
not changing states, but only the supply voltage is modulated with
a small amplitude. When a transistor is on (in the linear region), this
modulation changes the concentration of free carriers in all transistor
areas, as the drain voltage depends on the source voltage. Furthermore,
the modulation can also influence the gate voltage because it might
be connected to the output of another modulated transistor. On top
of that, passive devices like decoupling capacitors will appear in the
LLSI image because they are connected between VDD and GND, and
their carrier concentration is also modulated.

VDD

GNDNMOS

PMOS 4 µm

– =

State 1 State 2 DifferenceLayout

[May 5, 2023 at 11:02 – DRAFT ]

Fig. 7.2: LLSI measurement results for a single inverter on the 250nm tech-
nology chip using the 50× lens, 4× scanner zoom, and a dwell time
of 3.3 ms/px. Arrows shown for orientation.
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Fig. 7.2 shows the layout of a single inverter with fill structures
on its left and right sides. The PMOS is at the top and the NMOS
at the bottom, whereas the diffusion areas are displayed in red, the
polysilicon in blue, and metal connections and vias in gray. We took
one LLSI measurement in each logic state of the inverter. It can be
seen that there is also a signal in the area of the filler cells. Since
these cells are connected to VDD and GND, they act as capacitors and,
thus, are influenced by the modulation of VDD. When subtracting
the two images, it becomes apparent that the signal in these areas is
almost constant. One can see a big difference only in the transistors’
regions, whereas the spot of the NMOS is more prominent than that
of the PMOS. Since there are black and white areas (compared with
the gray background) next to these two spots, the laser beam seems
to be modulated at different regions of the transistors. From these
observations, it can be concluded that the simulator for traditional
EOFM must be adapted to consider other areas of the transistor, and
even passive devices like capacitors need to be integrated to simulate
LLSI measurements correctly.

7.4 future challenges

For the most recent chip generations, optical contactless fault isolation
techniques are not reaching the desired resolution anymore and other
specifics in chip design make failure analysis more challenging. Since
we use FA tools for security analysis, most of the challenges also apply
to security investigations. The following sections discuss the most
prominent changes and resulting challenges for IC failure analysis.

7.4.1 Limited Optical Resolution

As introduced in Section 2.2.2, the optical resolution R depends on the
light’s wavelength and the optical system’s NA with R ∼ λ/NA. From
this relationship, it can be concluded that the optical resolution can
be increased by either reducing the wavelength or increasing the NA.
The benefit of analyses in the NIR light spectrum is that no sample
preparation in terms of backside thinning is required. However, since
silicon is only highly transparent for wavelengths with photon energy
smaller than the silicon bandgap (λ > 1.1µm), the wavelength for NIR
light analysis is limited. The best resolution with NIR can be achieved
with a wavelength of around 1064nm, which requires a maximum
remaining silicon thickness of around 50µm to 100µm due to the
lower penetration depth for this wavelength (cf. Section 2.2) [76–78].

Traditional microscope lenses are limited in their NA since the used Solid immersion
lenses for NIR
analysis

light has to travel through air before entering and after leaving the
silicon sample. Due to the refractive index of air of around 1, a lens
with a maximum opening angle could only achieve an NA of at most
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Fig. 7.3: Schematic of a chip with attached aplanatic SIL and trench for e-
beam probing. Figure based on [83].

1. However, practical considerations limit the NA of modern lenses to
around 0.85 [16]. To increase the NA, liquid immersion lenses (LIOs)
have been used. The idea is to add oil on top of the silicon surface with
a high refractive index. However, since no matching oil is available for
silicon, only an NA of around 1.4 can be achieved [16, 76]. A higher
NA can be accomplished by using a solid immersion lens (SIL), a
lens in a hemispherical or aplanatic shape that is in contact with the
chip backside, see Fig. 7.3. The maximum NA that can be achieved
with such a lens is around 3.3 [79]. Consequently, NIR light analysis
can be used down to a 10nm technology node for fault isolation
purposes [76].

The second possibility to increase the resolution is to reduce theVisible light probing
to improve resolution wavelength of the light used for optical probing. The so-called visible

light probing uses light with wavelengths around 650nm [80, 81].
Due to the opaqueness of silicon in this spectrum, increased sample
preparation effort is required. The reported maximum remaining
silicon thickness for visible light probing ranges from 10µm [81]
down to 1µm [80]. Such global thinning can be challenging due to
thermal effects that influence the surface topology of the silicon, which
can reduce the effectiveness of a SIL [82]. Nevertheless, the highest
possible resolution of optical probing can be achieved in combination
with a SIL, see Fig. 7.4.

For fault isolation purposes, the required resolution is connectedResolution
requirements for FA to the technology node. While the node size itself does not give

any insight into any actual length on the chip (cf. Section 2.1.2), the
contacted gate pitch of a minimum-size transistor is the more relevant
number. It also distinguishes how close neighboring nodes can be
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Fig. 7.4: Evolution of optical FA resolution over the years [76, 81, 84] com-
pared with the inverse logic cell density (cell dimension) for Intel,
TSMC, and IBM technologies [85, 86] and the minimum contacted
gate pitch from the IRDS ground rules map for logic devices [13, 87,
88]. NA values of the lens generations are given for NIR analysis.
VIS refers to visible light probing.

placed. As the pitch sizes are still shrinking, higher resolving analysis
tools are required [76, 84]. Fig. 7.4 shows the evolution of optical FA
techniques over time, compared with the average cell dimensions for
Intel, TSMC, and IBM technology nodes. Since the wavelength and the
numerical aperture have reached their limits for optical analysis, there
is an increasing gap between the required and achieved resolution.
This gap forces the FA community to think about new solutions
because in FA, tiny defects that relate to a single transistor have to be
localized.

When considering security applications, the resolution requirements Relaxed resolution
requirements for
security applications

are more relaxed since it is often unnecessary to resolve structures
of minimum size on the chip [84]. For instance, data buses and bus
drivers that carry sensitive data all over the chip are typically not
realized with minimum-size transistors. In the publication presented
in Chapter 6, we have shown that registers on a 20nm technology
FPGA can be probed with a 1.3µm wavelength and a 0.71 NA lens,
which corresponds to a resolution of R = 1117nm (Equation 2.3). Fur-
thermore, not the size of the transistor but the distance to nearby
structures that could interfere with the beam are limiting the applica-
bility of laser stimulation and optical probing [6, 84]. On top of that,
unlike for FA applications where the exact localization of a fault is
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essential, for security applications it is sufficient if the data-dependent
signal of interest can be captured at any location. Nevertheless, also
malicious applications will profit from higher resolutions, for instance,
to extract sensitive information from minimum-size structures such
as embedded memory arrays. The following paragraphs discuss an
existing technique to overcome the resolution limits of optical NIR
fault isolation.

A higher resolution than with optical techniques can be achievedBeyond optical
analysis:

Electron-beam
probing

using electron-beam (e-beam) probing [89, 90]. E-beam probing in-
cludes the generation of scanning electron microscopy (SEM) images
and the probing of waveforms from the chip. A high-energy electron
beam (primary beam) probes the surface of the device of interest and
produces secondary electrons that can be detected using a secondary
electron detector. The number of detected electrons gives insights into
the surface topography and the electrical field present at the locations
of interest. Recent tools can achieve spot sizes down to a few tens of
nanometers.

E-beam probing can be used to directly read signals from metal
lines on the chip’s front side. However, when individual transistors
should be analyzed, backside access must be used. Furthermore, e-
beam probing can only be performed with direct access to the STI
level of the chip, i.e., with direct access to the transistors’ drain, source,
and channel regions. Therefore, an increased effort has to be put into
sample preparation, see Fig. 7.3. The proposed procedure involves
a mechanical thinning of the chip area of interest to less than 40µm
remaining silicon thickness [89, 91]. Then, a FIB or a laser is used to
remove further substrate until the n-well level is reached. Finally, small
openings to the STI level can be created and the e-beam prober can be
used to extract logic states from the active area [92]. This procedure
implies that the region of interest that should be probed needs to be
known before chip preparation. For FA purposes, this is not a problem.
For security applications, though, the chip’s layout is often unknown.
Consequently, optical techniques that do not require complex chip
preparations should first be used to identify the areas that need to be
accessed with higher resolution.

In summary, one can say that as long as smaller chip technologies areConclusion: threat
will stay developed, there have to be FA techniques to debug them. Therefore,

FA techniques will always pose a threat to ICs, no matter how small the
structures on the chip will be. However, with an increased resolution
of the setup, the effort for an attacker will become higher, for instance,
in sample preparation. Nevertheless, an attacker might often not be
interested in resolving the smallest structures on the chip and, thus,
lower resolving setups are sufficient in many cases to extract secrets
successfully.



7.4 future challenges 103

7.4.2 New Wafer Types and 3D Transistor Designs

In order to allow further shrinkage of technology nodes, new wafer
types and transistor designs have been developed that replace the
classical planar transistors. In the process of shrinking the manufac-
turing technologies, the channel length of the transistors was reduced Short-channel effects

lead to increased
leakage currents

further and further. This results in so-called short-channel MOSFETs,
where the channel length is approximately equal to the size of the
depletion layer widths of the drain and source [93]. Multiple effects
occur in the case of a short channel, such as threshold voltage roll-off
and drain-induced barrier lowering. The threshold voltage is reduced
because the depletion regions of the drain and source extend further
into the channel area. In other words, drain and source areas help to
make the channel more conductive by depleting the channel. Similarly,
high drain voltages can depress the barrier between the source and
channel, which also lowers the effect of the gate voltage on the current
flow between the drain and the source. Another effect that occurs with
a higher chance in short-channel transistors is gate depletion. Since
the gate electrode is typically made of heavily doped polysilicon, high
electric fields can deplete the gate, decreasing the gate capacitance
and thus lowering the transistor’s threshold voltage. Increasing the
doping concentration and reducing the oxide thickness to counteract
this effect have come to their limits. Consequently, there is a comeback
of metal gates in combination with well-insulating (high-κ) dielectrics
to increase the gate capacitance and, therefore, the gate’s influence
on the channel. In all cases, the reduced threshold voltage due to
the short-channel effects leads to an increased leakage current flow.
Consequently, the overall goal is to reduce leakage currents while still
shrinking the area consumed by a transistor.

One approach is to add an insulating layer between the bulk silicon Fully depleted
silicon-on-insulator
wafers

and the transistor or logic gate. The silicon material of the channel is a
thin layer of fully depleted (undoped) silicon, meaning that it does not
contain intrinsic charge carriers (free electrons or holes). The resulting
wafer technology is called fully depleted silicon-on-insulator (FD-SOI)
and allows much faster switching with less leakage current. The
material used as an insulator is typically silicon dioxide (SiO2) that
is, with a refractive index n of around 1.5, transparent to NIR (for
silicon, n is ≈ 3.5). Consequently, optical probing [94] and photon
emission [95] experiments can still succeed without any changes. It
should be noted that due to the relatively high manufacturing cost
and the potentially high self-heating on high-performance chips (the
insulator is a poor thermal conductor), the big manufacturers like
TSMC and Intel have not yet adopted FD-SOI and still use bulk silicon
wafers.

The more widely used approach to allow further shrinking is the FinFET transistors

design of new transistor structures. Therefore, the next evolutionary
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Fig. 7.5: Evolution of transistor structures. Gray: silicon, Blue: oxide, Green:
gate. Note that these are simplified illustrations where, e.g., the gate
insulation and the drain/source areas are omitted.
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(a) Planar (b) FinFET

Fig. 7.6: Comparison of EOFM signal for a configurable logic block (CLB)
implementing a register on a Xilinx Ultrascale FPGA (20nm, planar)
and a Xilinx UltraScale+ FPGA (16nm, FinFET) with a dwell time
of 1 ms/px, the 50× lens, and 4× additional zoom.

step after planar CMOS adopted by the industry was to implement the
gate on three sides of the channel, making the drain and source areas
appear as fins, see Fig. 7.5. Since the channel, drain, and source areas
are directly connected to the bulk silicon, optical inspection from the
chip’s backside is still possible. It has been shown that FinFETs can be
modeled analogously to planar transistors, and optical probing can be
applied as before [96]. However, the signal can be more blurred due
to the structure of the fins [97]. Nevertheless, due to the knowledge
of planar technologies, the signal can be interpreted sufficiently to
allow fault localization. TSMC integrated FinFETs starting from their
16nm process node in 2015. We conducted measurements on FPGAs
manufactured in this 16nm technology and a 20nm planar TSMC
technology. Although the layout of the chips can be expected to be
different, we can confirm that both chips show similar patterns with a
mix of high-intensity spots and cancellations at the boundaries, see
Fig. 7.6. Therefore, it can be concluded that FinFET devices are still
vulnerable to laser-based logic state extraction techniques.

Even FinFETs are reaching their limits regarding leakage currentGate-all-around
FETs when shrinking the transistors further. Intel and TSMC have an-

nounced to move to gate-all-around (GAA) FETs starting from 2nm
or 3nm nodes. The main idea is to implement a gate on all four
sides of the channel and to split the channel into multiple so-called
nanowires or nanosheets, see Fig. 7.5. Ganesh indicates that optical
probing should still be able to succeed, though, with much more
blurred signals [97]. In general, however, it might depend on the ac-
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tual implementation of the transistors. Since a metal gate will cover
the channel area from all four sides, the probing light will not be
able to reach the channel’s silicon. However, depending on the actual
implementation, there might be a spacer between the gate and the
drain/source regions that could allow optical access. Furthermore,
the simulation of CMOS inverters in Section 7.3 has shown that next
to the channel, the drain area is responsible for most of the signal-
dependent modulation of the light. Since the drain and source areas
can be expected to be still optically accessible from the bulk silicon,
optical probing will still be possible. Laser stimulation can also be
expected to work on such transistor structures, as the gate metal is a
good thermal conductor that can transmit the induced heat into the
channel region.

Another interesting development to further reduce the size of logic
cells is to put the NMOS and PMOS transistors closer together. In
this regard, so-called forksheet transistors have been proposed [98].
The idea is to use one shared gate structure for NMOS and PMOS
nanosheets, see Fig. 7.5. The NMOS and PMOS transistors are either
separated by a dielectric wall or put on top of each other. Especially
the latter case could be challenging for optical probing applications,
as the drain areas for NMOS and PMOS would then be stacked onto
each other.

One can anyhow ask if optical techniques will be relevant in these
technology nodes, as other challenges might already hinder optical
access, as discussed in the remainder of this chapter.

7.4.3 3D Chip Stacking

For increasing the yield during the production of ICs and achieving Combining multiple
stacked dies in one
package

higher design flexibility, chiplet-based designs have gained popularity
during the past years. The idea is to split the functionality of a design
into multiple functional circuit blocks, called chiplets, and combine
multiple of them in one package [99]. For example, a base logic die
can be combined with different compute, acceleration, memory, or
radiofrequency chiplets to form a powerful SoC. Traditionally, the
chiplets were placed next to each other on an interposer PCB that
interconnects them, called 2D packaging. However, this connection
type is not ideal regarding the latency and bandwidth of inter-chiplet
communication. Chiplet-to-wafer bonding provides a better connec-
tion and integrates the chiplets by adding a silicon interposer, see
Fig. 7.7a. This technique is used in recent packaging types, such as
Intel’s Foveros [100] and TSMC’s CoWoS [101]. Note that both face-
to-back and face-to-face assembly of the dies exist, meaning that the
metal front side is in contact with the backside of the lower chip
(interposer) or the two metal front sides are connected, respectively.
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(a) Example for 2.5D packaging.
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(b) Example for 3D packaging with face-to-back connected
chiplets.

Fig. 7.7: Comparison of 2.5D and 3D chiplet packaging with TSVs and silicon
interposer. Due to the many vendor-specific differences, this is not a
complete picture of all existing types.

While these silicon interposer-based approaches are called 2.5D
packaging, higher densities can be achieved with 3D chip stacking
methods. Here multiple chiplets are stacked onto each other, see
Fig. 7.7b. While wire bonding was used in the first place to interconnect
the chips, 3D stacking based on through-silicon vias (TSVs) is used
in the most recent packaging generations, such as TSMC’s SoIC [102].
Furthermore, package-on-package technologies allow adding another
packaged chip (e.g., a memory chip) on top of another package. Note
that there are many different 3D stacking techniques that all do coexist.

While optical FA on 2.5D packages is still possible on the individualFault isolation on 3D
integrated chips chiplets, 3D packages heavily complicate fault isolation. Only the top

chiplet can be easily accessed because they typically face up with
their backside. To access the lower chiplets, however, at least parts
of the chips on top have to be removed. For FA purposes, this might
be applicable because the engineers fully know the design and can
open a trench at positions where the upper chips stay functional. An
e-beam prober, see Section 7.4.1, could then be used to analyze the
sample. For security purposes, however, the design is often unknown.
Consequently, the upper chiplets will most likely be destroyed when
trying to access a lower chiplet. Advanced techniques, such as X-ray
might be applicable, see Section 7.4.4. Nevertheless, 3D integration
can be seen as a natural countermeasure against attackers.
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Fig. 7.8: Schematic of BPD with trench for e-beam probing. Figure based
on [83].

7.4.4 Backside Power Delivery Networks

For future downscaling of technology nodes beyond 5nm, some of
the metal congestion from the chip front side will have to be removed.
Among other measures, so-called buried power rails (BPRs) will be
required to achieve further miniaturization [103]. The idea is to bury
the power rails into the substrate area and remove two metal tracks
for power rails from a standard cell’s design. However, since the
connection to the BPRs still has to be made from the chip’s front
side, the full benefits might only be reached by moving the power
delivery network to the backside of the IC, see Fig. 7.8 [104]. This
can be achieved by thinning down on the backside to a remaining
silicon thickness below 1µm and adding nano TSVs connecting to the
BPRs. Then, metal layers are added to the backside of the chip. The
industry will adopt the approach of backside power delivery (BPD)
as, for instance, Intel has announced to integrate BPD into their 20A
technology expected in volume production in 2024 [105].

For FA and security investigations, the existence of BPD means Challenging fault
isolation on BPD
chips

that the back surface of the chip is no longer accessible. Only small
trenches through the power network can be opened to keep the chip
operational during analysis. Therefore, placing a SIL for optical FA
analyses might be impossible. As discussed above, e-beam probing is
already a solution for FA on small technology nodes. Since it works
through a small opening on the chip’s backside, it might also be a
suitable technique under the existence of BPD. However, if in the fu-
ture even logic signals are moved to the backside metal plane, it might
not be possible to access all locations of interest anymore. Another
solution, which could enable analysis without opening a trench, is
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micro X-ray fluorescence microscopy. Initial investigations have shown
that the leakage current can be altered using X-ray [83]. This technique
could be used similarly to laser stimulation, such as TLS, where a
laser is used to locally influence the DUT for exhibiting internal device
states and properties by a change in current consumption. However,
this first study has shown that interpreting the obtained signals is not
trivial. One of the main problems of X-ray analysis is also the device
degradation, which might persist for multiple weeks or even perma-
nently. Furthermore, the achieved beam diameter is between 15µm
and 20µm, which is a much worse resolution than can be achieved
with optical techniques (factor at least 15µm/250nm = 60). In sum-
mary, FA using X-ray microscopy is a potential solution that requires
much more research to be applicable in daily operations.



8
S U M M A RY & C O N C L U S I O N

This work has investigated threats and opportunities of laser-based
logic state extraction from ICs. We used optical single-trace techniques
known from chip FA. For most experiments, we used the PHEMOS-
1000 LSM, capable of conducting laser stimulation and optical probing
measurements.

In the first publication contained in this thesis, we investigated
if theoretical models that ensure side-channel resistance still hold
for optical attacks. In this regard, we implemented masked versions
of AES with different numbers of shares on an FPGA. In case the
memory locations of the individual key shares are known to the
adversary, she can directly extract the key using LLSI. However, even
if the memory locations of the key shares are unknown, capturing
LLSI images from multiple clock cycles and applying a SAT solver
can reveal the key. These results prove that the t-probing security
model does not consider the presence of optical single-trace attacks
and can not protect against powerful adversaries with FA equipment.
Consequently, future security models must consider optical probing
techniques to reflect the real threat of hardware attacks.

In the second publication, we studied how computer-aided extrac-
tion of secrets can be accomplished and how practical automated
reverse-engineering approaches are. We captured logic state images
from three different devices with randomly chosen keys programmed
in their memories. Then, we used these images to train CNNs on the
key. The results show that we can successfully extract all key bits
when presenting an image with an unknown key to the trained net-
work. Therefore, the automatic extraction of secrets is a valid threat
that should be kept in mind by chip vendors and users. Our study
shows that less expertise and manual effort than commonly assumed
is required to extract secret information from an IC.

In the third publication, we set up and tested a low-cost setup for
laser stimulation attacks to show that tools are available for lower
prices than previously expected. We used a bench originally designed
for laser fault injection that is available at a price around ten times
lower than an FA microscope. The impact of our work also has man-
ifested in the fact that the vendor of the laser fault injection station
now advertises and offers a laser stimulation option for customers.
Consequently, one can assume that malicious parties can conduct
optical hardware attacks with a much lower budget than previously
expected.
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Finally, in the fourth publication, we investigated how logic state
imaging techniques can detect tampering with the hardware design.
Specifically, we have shown how logic state imaging techniques can
uncover HTs on FPGAs. We investigated this capability on recent flash-
and SRAM-based FPGAs by acquiring LLSI images from different
logic configurations and Trojan benchmarks. This work has shown
that laser-based logic state extraction is not only an attack tool but
offers the opportunity to improve the security of ICs.

The subsequent discussion chapter has elaborated on additional as-
pects that might be important for future research. First, by introducing
the term active side-channel analysis, we create a better understanding
of future techniques that stimulate the DUT to force side-channel
leakage. Second, analyzing new countermeasure approaches against
optical probing attacks has shown interesting new directions. Further-
more, the simulation of optical probing techniques can be a game
changer in predicting the resistance to optical attacks already in the
design phase. Finally, looking at current and future challenges in the
IC design and failure analysis gave insights into upcoming trends
that influence security investigations using optical techniques. New
transistor designs, 3D chip stacking techniques, and power delivery
networks on the chip backside will impact the applicability of optical
attacks as used in this work.

To conclude, this work has shown that laser-based logic state ex-
traction poses a threat to secret data processed by integrated circuits:
Security models do not hold what might be expected, automation
and machine learning can even replace human expertise in extracting
data, and setups are available much cheaper than anticipated. Never-
theless, optical single-trace techniques can also improve the security
of a system by detecting malicious design modifications. Since new
generations of failure analysis techniques are arising, the threat of
optical side-channel attacks will remain with future chip generations.
Therefore, there is no reason to rest as the necessity to protect chips
against the presented and future attacks will persist.
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