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Abstract

This work attempts to improve memory devices based on self-organized semiconduc-
tor quantum dots (QDs) in two ways. The first aim is to increase the hole storage time
at room temperature in such a memory (QD-Flash) to achieve non-volatility. Hence, the
electronic properties of QDs, such as the localization energy and the capture cross section,
are determined by static capacitance-voltage (C-V) spectroscopy and Deep Level Transient
Spectroscopy (DLTS). Using the mentioned two quantities the hole storage time is extrapo-
lated at room temperature. The second aim in this work is to decrease the erase time in the
QD-Flash by eliminating the trade-off between storage and erase times through insertion of
quantum wells (QWs) into the barrier. For this, a transparency engineering method based
on a One-Dimensional Schrodinger Poisson Solver (one-DSPS) and Non-Equilibrium Green’s
function (NEGF) is developed.

In the first part, the electronic properties of two different material combinations are
investigated for the first time: GaSb QDs embedded in GaP and InGaSb QDs embedded
in GaP with an additional AIP barrier. A localization energy Ej,. = 1.18 (£0.01) eV is
determined for the GaSb/GaP system with an associated capture cross section oo, = 1x10712
cm? (with an uncertainty of 0.1 orders of magnitude). The corresponding hole storage time at
room temperature is 3.9 days (with an uncertainty of 0.04 orders of magnitude), which is the
longest storage time ever reported and marks an improvement of 3 orders of magnitude with
respect to the previous best result. Moreover, different samples based on the GaSb/GaP QDs
are grown under different growth conditions to investigate the effect of growth conditions on
the electronic properties of QDs. It is demonstrated that higher temperatures and slower
growth rates lead to bigger QDs in size, resulting in larger localization energies. For the
InGaSb/GaP QD system a localization energy Ej,. = 1.15 (£0.02) eV is determined with
an associated capture cross section oo, = 9 x 107 em? (with an uncertainty of 0.2 orders
of magnitude). The corresponding hole storage time at room temperature is obtained to be
3200 s (with an uncertainty of 0.1 orders of magnitude), marking an improvement of 1 order
of magnitude in comparison to the structure based on As (InGaAs QDs embedded in GaP).

In the second part, different resonant tunneling structures based on GaAs and GaP are
designed and simulated. The calculations show that the transparency of the tunnel barrier
increases by 7 orders of magnitude for the GaAs-based structures with one QW due to the
creation of resonance throughout the device, while the transparency increases by 10 orders
of magnitude for the GaAs-based structures with two QWs. Moreover, the calculations
demonstrate that resonant tunneling can be achieved in GaP-based structures, which are
promising candidates to achieve non-volatility.

Based on the results of this work, the following recommendations are given to improve
QD-Flash: the localization energy can be further increased by altering the growth conditions
of the QD layer to achieve non-volatility. Moreover, an additional barrier can be implemented
to increase the localization energy, hence the storage time. Alternatively, the capture cross
section can be decreased to increase the storage time. For this, techniques such as Sb-soaking
or growth interruption (GRI) can be employed. For the resonant tunnelling structures, the
epitaxial growth of the samples has to be achieved and the simulation results given in this
work have to be confirmed experimentally.






Zusammenfassung

Diese Arbeit verfolgt zwei Wege, um selbstorganisierte quantenpunktbasierte Speicher
(QD-Flash) zu verbessern. Das erste Ziel ist die Verlangerung der Lochspeicherzeit im quan-
tenpunktbasierten Speicher bei Raumtemperatur, um Nichtfliichtigkeit zu erreichen. Dafiir
werden die elektronischen Eigenschaften der selbstorganisierten Halbleiter-Quantenpunkte
(QP), d.h. die Lokalisierungsenergie und der Einfangquerschnitt, mittels statischer Ka-
pazitétsspektroskopie (C-V) und zeitaufgeloster Kapazitétsspektroskopie (DLTS) untersucht.
Uber die Lokalisierungsenergie und den Einfangquerschnitt wird die Lochspeicherzeit bei
Raumtemperatur extrapoliert. Das zweite Ziel ist die Reduzierung der Loschzeit des quanten-
punktbasierten Speichers durch Aufldsen des Konflikts zwischen Speicherzeit und Léschzeit,
indem Quantengriaben (QWs) in die Barriere eingefiigt werden. Hierfiir wird eine Transparen-
zanpassungsmethode auf der Grundlage eines eindimensionalen Schrodinger-Possion-Solvers
(one-DSPS) und Nichtgleichgewichts-Greenschen-Funktionen (NEGF) entwickelt.

Im ersten Teil werden die elektronischen FEigenschaften fiir zwei unterschiedliche
Materialsysteme zum ersten Mal untersucht: in GaP eingebettete GaSb-Quantenpunkte
und in GaP eingebettete InGaSb-Quantenpunkte mit einer AlP-Barriere. Die gemessene
Lokalisierungsenergie des GaSb/GaP-Quantenpunkt-Materialsystems ist Ej,, = 1.18
(£0.01) eV mit einem Einfangquerschnitt oo = 1 x 1072 cm? (Messabweichung: 0.1
Groflenordnungen). Die extrapolierte Speicherzeit bei Raumtemperatur ist 3.9 Tage (Messab-
weichung: 0.04 Gréfilenordnungen). Dies ist die ldngste Lochspeicherzeit, die bisher berichtet
wurde; sie fithrt zu einer weiteren Verbesserung der Lochspeicherzeit um 3 Groflenordnungen.
Zudem werden unterschiedliche Proben bei unterschiedlichen Wachstumsbedingungen fiir
die Quantenpunkte gewachsen, um den Effekt der Wachstumsbedingungen auf die elek-
tronischen KEigenschaften der Quantenpunkte zu untersuchen. Die Messungen bestétigen,
dass hohere Temperaturen und langsameres Wachstum groflere Quantenpunkte bewirken,
also zu einer grofieren Lokalisierungsenergie fiilhren. Die gemessene Lokalisierungsenergie
der InGaSb/GaP-Quantenpunkt-Materialsysteme ist Ej,. = 1.15 (£0.02) eV mit einem
Einfangquerschnitt 0, = 9 x 107'' ¢cm? (Messabweichung: 0.2 GroSenordnungen). Die
extrapolierte Speicherzeit bei Raumtemperatur ist 3200 Sekunden (Messabweichung: 0.1
Groflenordnungen). Dies macht einen weiteren Fortschritt von einer GréBenordnung im Ver-
gleich mit dem As-Materialsystem (InGaAs/GaP) aus.

Im zweiten Teil wurden unterschiedliche GaAs-basierte und GaP-basierte resonante Tun-
nelstrukturen entworfen und simuliert. Die Simulationen bestatigen, dass die Transparenz
der GaAs-basierten Strukturen mit einem Quantengraben (QW) eine Steigerung der Trans-
parenz um 7 Groéflenordnungen ausmachen, wahrend die Steigerung der Transparenz bei
den GaAs-basierten Strukturen mit zwei Quantengraben 10 Gréflenordnungen erreicht. Die
Berechnungen bestétigen auch, dass das Konzept des resonanten Tunnelns fiir GaP-basierte
Strukturen anwendbar ist, welche die aussichtsreichsten Kandidaten fiir die Erreichung von
Nichtfliichtigkeit in Quantenpunktspeichern sind.

Basierend auf den Ergebnissen dieser Arbeit werden Vorschlige fiir eine weit-
ere Verbesserung des quantenpunktbasierten Speichers (QD-Flash) gemacht: die
Lokalisierungsenergie kann durch Anderungen der Wachstumsbedingungen der Quanten-
punkte weiter erhoht werden, um Nichtfliichtigkeit zu erreichen. Auflerdem kann die
Lokalisierungsenergie, d.h. die Speicherzeit, durch den Einsatz einer Barriere weiter erhoht
werden.  Alternativ kann die Speicherzeit durch Verringerung des Einfangquerschnitts
verlangert werden. Daflir konnen Methoden wie Sb-Soaking und Wachstumsunterbrechung



(GRI), verwendet werden. Im Hinblick auf die resonanten Tunnelstrukturen muss epitaktis-
ches Wachstum dieser Strukturen durchgefiihrt werden und die Simulationsergebnisse dieser
Arbeit miissen experimentell bestéitigt werden.
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Introduction

Storing information in digital media and accessing the stored data (processing,
transmitting, retrieving) are crucial requirements in our modern society. The global
datasphere was 19 zettabyte! in 2017 according to the Data Age 2025’s report [1],
and it doubles in size every year [2]. Following this trend, it is predicted to reach 163
zettabyte by 2025 [1]. Hence, the greatest challenge in memory market is to meet the
excess amount of digital data.

The miniaturization method is used in order to meet the increasing digital data.
Accordingly, the size of components is scaled down, so that higher number of compo-
nents can be packed into a given area. The scaling down is achieved in accordance
with the Moore law which states that ”the number of components per unit area on a
chip doubles approximately every 24 months” [3].

However, the miniaturization approach can not be employed indefinitely due to
two major limitations. First one is that the fabrication cost for scaling down increases
as well [3] because the miniaturization method needs special techniques such as lithog-
raphy and etching. The second limitation is that quantum effects become significant
at very small scales, negatively affecting the functionality of the device. For instance,
the fluctuations in interface roughness lead to uncontrollable tunneling leakage. Based
on this fact, the scaling down approach is predicted to reach its limit by 2020 [4]. In
order to sustain the progress in memory market new functionalities have to be imple-
mented [5].

Nowadays, two different types of semiconductor memory device are extensively
used: Dynamic Random Access Memory (DRAM) [6-8] and Flash [9-11]. They both
have some individual advantages and disadvantages in terms of volatility, access time,
and durability. DRAMSs have a fast access time, ~10 ns, and a high durability, ~ 10
write/erase cycles. However, DRAMs are volatile memory devices, which means the
stored information is lost after a certain period of time and they need to be re-written,
resulting in high energy consumption. On the other hand, Flash can store information
at least ten years at room temperature without needing energy, hence they are non-
volatile. However, their access time is slow, around ms and their durability is poor,
~ 10° write/erase cycles.

The goal in memory device market is to combine the advantages of both DRAM
and Flash Memory into one device [12], which fulfills non-volatility (10 years) and
provides sufficiently fast access time (ns) at high durability (10 times of write/erase
cycle), in other words, to have a non-volatile device with a fast access time, the ultimate
memory device [5].

A memory device based on self-organized quantum dots (QD-Flash) [13-16] is
a promising candidate for the ultimate memory device. Self-organized QDs [17, 18]
formed by III-V semiconductors act as storage nodes in QD-Flash. Carriers can be
confined inside them, stay there for a certain period of time, and finally be emitted.
In order to perform operations a modulation doped field effect transistor (MODFET)
is used, hence band structure is altered by applied bias. Previous works demonstrated

11 zettabyte = 1 billion terabytes = 102! bytes



230 s of storage time at room temperature [19], 6 ns of write time [20], 3 ns of read
time [21], and 44 ns of erase time [22]. Moreover, the full functionality of QD-Flash
is demonstrated at low temperatures [22-24]. However, two problems still have to be
solved: The storage time has to be increased above 10 years to achieve non-volatility
and the erase time has to be decreased below ~ 10 ns (that of DRAM).

This work attempts to solve these two problems. In the first part, two mate-
rial combinations which are promising to achieve non-volatility are investigated: GaSbh
QDs embedded in GaP, and InGaSb QDs embedded in GaP with an additional AIP
barrier. The electronic properties of QDs, such as the localization energy and cap-
ture cross section, are determined by static capacitance spectroscopy and Deep Level
Transient Spectroscopy (DLTS). Finally, the hole storage time at room temperature is
extrapolated using the mentioned two parameters. In the second part, a transparency
calculation method based on a one-Dimensional Schrodinger-Poisson Solver and Non-
Equilibrium Green’s Function is developed to decrease the erase time by eliminating
the trade-off between storage and erase times. Insertion of quantum wells (QWs) into
the structure eliminates the trade-off by creating tunneling resonances as erase mech-
anism. In such a structure, it is possible to switch transparency between very high
and very low values by altering a bias voltage, on which erase time depends. There-
fore, different resonant tunneling structures based on various material combinations
are designed and simulated.

The thesis is organized in that way:

Chapter 1 describes the fundamental concepts of semiconductors and quantum
dots with their fabrication techniques and the electronic properties. Semiconductor
memory devices are explained emphasizing DRAM and Flash. Finally, QD-Flash
concept is introduced.

Chapter 2 explains the carrier dynamics in quantum dots. The understanding
of carrier dynamics in quantum dots is essential to understand all the operations in a

QD-Flash.

Chapter 3 presents the band engineering to decrease the erase time. The
transparency calculation is explained in this chapter.

Chapter 4 introduces the measurement methods used in this work to determine
the localization energies and the capture cross sections of the samples, thus their
storage times.

Chapter 5 presents the DLTS results of the GaSb/GaP samples.

Chapter 6 contains the DLTS results of the InGaSb/GaP samples.

Chapter 7 introduces the simulation results of resonant tunneling structures.

Chapter 8 contains the conclusion and the outlook.

vi



Appendix A contains the detailed information of all the samples.
Appendix B explains the processing of the samples.
Appendix C introduces the experimental setups with the detailed illustrations.

Appendix D presents the error margin calculation with the results for each
sample.

vii






Chapter 1

Fundamentals

This chapter presents the fundamentals of the work. Initially, semiconductor het-
erostructures are described, which are the basis of p-n junctions and quantum dots
(QDs). Then, QDs are explained with their fabrication techniques and electronic
properties. Afterwards, the currently used memory devices are presented with their
advantages and disadvantages. Finally, the QD-Flash concept is introduced. At the
end, the chapter is summarized.

1.1 Heterostructures

A heterostructure is formed by bringing into contact two or more semiconductor materi-
als. The place where they interact each other is called heterojunction and it determines
the electronic properties of the whole structure. A huge variety of heterostructures
are obtained by using different semiconductor materials, especially III-V and II-VI
semiconductor groups [25]. Fig. 1.1 shows the energy gap-lattice constant graphs
for some semiconductor compounds. Beside the binary compounds, it is possible to
fabricate ternary and quaternary compounds. Therefore, a heterojunction that ex-
hibits some specific electrical or optical behavior can be designed according to the
required application. Epitaxial growth techniques such as Molecular Beam Epitaxy
(MBE) [26] and Metal-Organic Chemical Vapor Deposition (MOCVD) [27] enable us
to grow heterostructures with a high degree of precision. High-electron-mobility tran-
sistors (HEMT) [28,29], lasers [30,31], amplifiers [32,33], and LEDs [34] can be named
as examples of applications based on heterostructures. One of the most prominent het-
etostructure application is the double-heterostructure laser invented by Z.I. Alferov and
H. Kroemer in 1963, which was awarded with the Nobel Prize in Physics in 2000 [35,36].

An important parameter for a heterostructure is band alignment, i.e the relative
positions of the valence band and conduction band edges. Heterostructures generate 3
different band alignment [37,38] as shown in Fig. 1.2.

e Type-I: The bandgap of one semiconductor lies completely inside the bandgap of
the other semiconductor. Therefore, confinement occurs for both electrons and
holes. (e.g. InAs/GaAs)



2 CHAPTER 1 Fundamentals

Bandgap (eV)
-

o
o

o
o

i i 1 i 1 i 1 i
54 5.6 5.8 6.0 6.2 6.4 6.6
Lattice constant (A)

Figure 1.1: Energy gap versus the lattice constant of III-V semiconductor compounds. The
black dots indicate the binary compounds, while the red lines indicate the ternary alloys

(after [25]).

e Type-II staggered: Only the valence (or conduction) band edge of one semicon-
ductor lies inside the band gap of the other. Therefore, confinement exists for

only one type of carrier. (e.g. GaSb/GaAs)

o Type-II broken-gap: Both conduction and valence band edges lie outside the band
gap of other semiconductor. In other words, the band gaps do not overlap at all.
Therefore, there is no confinement of either electrons or holes. (e.g. InAs/GaSb)

4 E- -
A C
> AEc  E L IAEC S
o) ® ¢
o E,
p E
3
= O @) e
IAEv AE,
Ey — E, E,
Type-| Type-ll Type-ll
staggared oroken gap
(@) (0) (©)

Figure 1.2: Possible band alignments in heterostructures. F¢ is the conduction band edge,
Ey the valence band edge. (a) Type-I alignment where confinement is possible for both
electrons and the holes. (b) Type-II staggered band alignment where the confinement exists
only for holes, and (¢) Type-II broken gap band alignment where there is no confinement for

either electrons or holes.
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1.2 Low-Dimensional Structures

Opposed to the bulk materials that allow carriers to freely move in all three spatial
dimensions, low dimensional materials restrict the motion of carriers in one, two or all
three spatial directions. The confinement on the motion of carriers occurs when the
size of the material is comparable to the wave length of carriers, i.e. the De Broglie
wave length. The De Broglie wavelength is given by

a=to (1.1)

p V 3m*k BT
where h is the Planck constant, m* the effective mass, kg the Boltzmann constant,
and T the temperature. The De Broglie wavelength depends on the temperature and
the effective mass of the material. Unlike the free mass, the effective mass takes into
account the effect of interactions of the charge carriers with the surrounding lattice.

Therefore, it varies depending on the material.

3D 2D 1D 0D
Bulk semiconductor Quantum well Quantum wire Quantum dot

D(E) D(E) D(E) D(E)

\
B

(¢) (b) () (@)

Figure 1.3: The degree of spatial restriction on the motion of carriers (top row) and the
resulting density of states (bottom row) for low dimensional structures. (a) No confinement
exists for bulk material having the density of states proportional to vE. (b) Quantum well
where the confinement exists in only one spatial dimension and the density of state is step-
like. (¢) Quantum wire. The confinement occurs in two dimensions and the density of states
is spike-like. (d) Quantum dots where the confinement occurs in all the spatial directions
and the density of states is discrete.

Spatial confinement of the carriers induces a modification of the density of states,
which describes the number of energy states available to the carriers. The carriers can
have discrete energy values, instead of having continuous spectra. Hence, they exhibit
different optical and electrical behaviors which are governed by quantum physics.
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Low dimensional structures are classified according to the number of restricted
spatial direction. A structure is called quantum well (2D) when the restriction occurs
in only one direction while carriers can freely move in the remaining two directions.
The density of states for a quantum well is step-like (see Fig. 1.3b) and given by [39]

Dyp(E;) = (1.2)

Th?

where m* is the effective mass and h reduced Planck constant.
Similarly, we call the structure quantum wire (1D) when the restriction exists in

two spatial dimensions and the carriers move freely in the remaining dimension. The

density of states for a quantum wire is spike-like (see Fig. 1.3c). Finally, the low

dimensional structures where the confinement exists in all three dimensions are called

quantum dots (0D). The density of states for QDs is discrete and given by [39]:

Don(B) =Y 8(E ~ E) (13)

where E; represent the internal energy levels of the quantum dot (see Fig. 1.3d).

Quantum wells and quantum dots are of great importance for this work. The
DLTS structures contain quantum dots, while the resonant tunnel structures contain
both quantum wells and quantum dots.

1.3 Two-dimensional carrier gases

The restriction of the carrier movement in spatial dimensions enables us to design the
devices that contain layers with very high mobility. Hence, very fast transistors are
fabricated, known as high electron mobility transistor (HEMT) or modulation-doped
field-effect transistor (MODFET) [40].

00000
POODD

N-AlGoAs i-GaAs

(@) ()

Figure 1.4: Conduction band of n-AlGaAs/GaAs heterojunction before and after the for-
mation of two-dimensional electron gas. (a) Initially, both materials are neutral and the
conduction band is flat. Then, the electrons diffuse from n-AlGaAs towards GaAs and are
trapped at the interface. (b) An electric field induced by separation of charged carriers tilts
the conduction band and electrons are trapped in the triangular well forming the 2DEG,
since they do not have enough potential energy to overcome the barrier.

Fig. 1.4 shows the formation of a two-dimensional electron gas (2DEG) for a
n-doped AlGaAs and an undoped GaAs system. They form a Type-I heterojunction
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where the band gap of GaAs lies completely inside the bandgap of n-AlGaAs [25]. They
are initially neutral and the conduction band is flat (see Fig. 1.4a). Then, the electrons
in n-AlGaAs layer diffuse towards i-GaAs and they are trapped there since they lose
their potential energy needed to overcome the barrier AE-. The separation between
the negatively charged electrons and the positively charged donor atoms causes an
electric field that expels the electrons from interface. Hence, conduction band tilts
creating a field-induced triangular well with a typical width of ~10 nm. Electrons are
trapped in this well (see Fig. 1.4b). Since the width of the well is below the De Broglie
wavelength of electrons, only the quantization in z direction is relevant. In the case
that only the ground state is occupied, all electrons are in the same quantum state
in z-direction, while continue to freely move in x- and y-directions. A 2DEG is thus
formed and the total energy for an electron occupying the energy level FE,, is expressed
as [39]

nk2  hk;
2m*  2m*
where k, and k, are the wave vectors in x and y directions, and m* the effective mass.

The importance of the modulation doping is that the dopant atoms are placed
outside the quantum well. Normally, when the dopant atoms are introduced to the
structure in order to further increase the conductance through their surplus charges,
they leave ionized donor and acceptor atoms behind that cause some drawbacks such
as the reduction in the mobility due to the Coulomb interaction [41], the blur of energy
levels, and the disruption of the interference of carrier waves [39]. These problems are
solved by separation of the active region and the dopant atoms [42].

Modulation doping can be further improved by insertion of spacer between doped
layer and 2DEG yielding electron mobilities higher than 107 cm?/Vs in n-AlGaAs/GaAs
[43]. Formation of 2DEG with such high mobilities at low temperature led to the
discovery of the Quantum Hall Effect [44,45].

The use of p-doped AlGaAs instead of n-doped AlGaAs enables the formation of
two-dimensional hole gas (2DHG) at valence band. Mobilities up to 10% cm?/Vs are
achieved in such structures [46].

E, (ks ky) = E, +

(1.4)

1.3.1 Modulation-doped field-effect transistor

Through the modulation doping technique, modulation-doped field-effect transistors
(MODFET) are fabricated with very high mobility of a two-dimensional carrier gas
in their channel. Hence, MODFETSs have enormous advantages over traditional MOS-
FETs [40].

Fig. 1.5 shows the structure of an enhancement mode AlGaAs/GaAs MODFET
schematically. The epitaxial structure of the MODFET is depicted in Fig. 1.5a. It
consists of an n-doped AlGaAs layer and an undoped GaAs layer. The 2DEG is formed
at the interface by transferring the electrons from the n-AlGaAs layer to the i-GaAs
layer. Both side of 2DEG layer are highly doped either by ion implantation or by
annealing the formerly deposited dopants in order to create Ohmic contacts named
source and drain. Afterwards, a Schottky gate contact is deposited on the n-AlGaAs
layer which is used to alter the potential of 2DEG.
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Figure 1.5: MODFET (a) Schematic cross section of an enhancement MODFET. It consist
of a n-AlGaAs layer on top of a GaAs layer. (b) The band structure of the MODFET at steady
state. The Fermi level is in the same position throughout the device, the channel conductance
is low, and the transistor is in OFF-state. (c) A gate voltage higher than threshold voltage
is applied making the diffusion of electron from n-AlGaAs to GaAs possible. The channel
conductance becomes very high switching the transistor ON-state.

Fig. 1.5b depicts the enhancement MODFET in equilibrium (V, = 0 V). The
Fermi level lies at the same energy throughout the device (Er = Epy,), the channel
conductance is very low, and the transistor is in OFF-state. When a gate voltage
higher than the threshold voltage is applied, the conduction and the valence bands
are tilted resulting in the diffusion of electrons from the n-AlGaAs to the GaAs. The
accumulated electrons at the interface form a 2DEG in triangular well, as explained in
the previous section. In this case, the conductance of the channel becomes very high
and the transistor is switched to ON-state.

1.4 Quantum Dots (QDs)

Self-Organized Quantum Dots (QDs) [17,18] are low dimensional heterostructures that
confine the motion of charge carriers in all three spatial dimensions. Due to their
electronic properties similar to real atoms, they are known as artificial atoms [47].
These remarkable electronic and optical properties make QDs especially interesting for
numerous applications in electronics such as field-effect transistor [48,49], lasers [50-53],
amplifiers [54], single photon sources [55, 56], high frequency optical devices [57, 58],
detectors [59,60] and memory cells [24,61-64].

1.4.1 Fabrication Techniques

There are mainly two approaches to grow QDs: top-down and bottom-up approaches.
In the top-down method [17], a quantum well with smaller bandgap is embedded into a
surrounding material with wider bandgap. Hence, a confinement for the charge carriers
is realized within the growth direction. In order to create the lateral size of the QDs, a
mask is defined on the surface of the sample by lithographic techniques. Then etching
around the mask results in an array of QDs which provide a confinement for carriers
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in all three spatial directions. However, this approach has some disadvantages such as
insufficient lateral resolution and interface damage by the etching procedure.

In the bottom-up approach, the QDs are grown in a self-organized fashion [17].
All samples used in this work are grown with the bottom-up approach. Two different
epitaxial growth methods are used: Molecular Beam Epitaxy (MBE) [26] and Metal-
Organic Chemical Vapor Deposition (MOCVD) [27]. In MBE method, the atoms or
molecules that are desired to be grown are kept in cells called effusion cells. Heating
the cells results in a molecular beam, which is directed at the heated substrate. The
atoms landing on the substrate condense and build up a thin layer. MBE growth is
extremely precise thanks to the low degree of contamination granted by the ultra-high
vacuum. In MOCVD the precursor gases containing the chemical element required
for the growth are injected into the reactor. The precursor gases react chemically,
depositing the required elements on the substrate. The byproducts are removed from
the chamber by the vacuum pump.

Frank-van der Merwe Volmer-Weber Stranski-Krastanow

AAAAA

(o) (o) ()

Figure 1.6: The schematic depiction of the three epitaxial growth modes: (a) Frank-van der
Merwe where only wetting layer is formed, (b) Volmer-Weber where only islands are formed,
and (c¢) Stranski-Krastanow, a mixed growth mode, where both a wetting layer and islands
are formed.

In epitaxial growth different materials with different lattice constants are used (see
Fig. 1.1). Different lattice constants lead to the formation of strain. As the growth
proceeds, the deposited layer adjusts itself to reduce the strain, leading to coherent
strain. If the strain is too large, then dislocations occur.

Coherent strain can be used to fabricate QDs. There are three modes:

e Frank-van der Merwe [65]: The lattice constant difference between the materials
is small and the strain can be reduced by the creation of a wetting layer (see Fig.
1.6a).

e Volmer-Weber [66]: The lattice constant difference between the materials is large.
Hence, the strain can be reduced by island formations [67] (see Fig. 1.6b).

e Stranski-Krastanow [68]: The mixed growth mode. The total energy is minimized
by the formation of both a wetting layer and islands [67] (see Fig. 1.6¢).

These small islands can be very regular in size and shape and can confine carriers
in all the dimensions [69].
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Figure 1.7: (a) STM image of InAs/GaAs QDs with an areal density of 1.9x 10! (from [70]).
(b) High-resolution STM image of a single uncapped InAs/GaAs QDs (from [71]).

Fig. 1.7a shows a scanning tunneling microscope (STM) image of InAs/GaAs QDs
with an areal density of 1.9 x 10 cm?, a mean height of ~ 2.2 nm, and a mean lateral
dimension of 12.5 (£1) nm [70]. Fig. 1.7b shows a three-dimensional depiction of a
single InAs/GaAs QD [71].

1.4.2 Electronic Properties

A convenient model for QDs is that of a three dimensional quantum potential well
with infinite barrier, since they confine the motion of the carrier in all three dimensions.
Hence, the QDs have discrete energy levels instead of having continuous energy spectra
[72]. The Schrédinger wave equation is solved to determine the energy levels.

h2n2 h2[2 h2q2
Er = 1.5
r &L, + 8mL, + 8mL, (1.5)

where F is the energy, h the Planck constant, n,l, and ¢ integers, m the mass, and
L the length of the well. Fig. 1.8 shows the band structure with internal levels for
such a QD system. The distance from the ground state for electrons (holes) to the
conductance (valence) band edge is called localization energy.

However, this simple model is not useful to determine the exact position of inter-
nal levels of the QDs, since it neglects several important parameters such as strains,
piezoelectric effects, the chemical composition of the QDs and the surrounding mate-
rial. It is only useful to qualitatively understand the electronic properties of the QDs.
The 8-band k - p model [73-75], on the other hand, takes all mentioned parameter into
consideration, yield much more precise results.

In 8-band k- p model a strain map is generated by using structural properties of
the QDs and the matrix material. The calculated strain is incorporated in Hamiltonian
of the system. The eigenstates of the Hamiltonian are calculated by taking into account
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Figure 1.8: The band structure of a finite quantum dot system with the internal energy
levels for both electrons and holes. The distance from the ground level state for electrons
(holes) to the conductance (valence) band edge is the localization energy of the QD.

the conduction band and the valence bands (light-hole, heavy-hole, and split-off). Each
band is counted twice for the electron and hole spin.

A simulation is performed on the GaSb/GaP QD system, which is used in this
work, by Andre Schliwa at TU Berlin. The conduction and valence bands of the
GaSb/GaP QD system with the QD base length of 9.8 nm and 24.5 nm are shown in
Fig. 1.9a and Fig. 1.9b, respectively. The band configuration with strain is depicted
as a red line in Fig. 1.9a, while the band configuration without strain as a blue line.
The strain results in the transform of the structure from Type-I to Type-II. Hence the
electron localization is prevented. On the other hand, strain causes an increase in hole
localization.

Fig. 1.9c shows hole localization energy as a function of base length of QDs. It
is clearly seen that an increase in base length leads to a higher localization energy. A
localization energy of 1184 meV is calculated for QDs with a base length of 9.8 nm.
The localization energy increases to 1400 meV with a base length of 24.5 nm. This
increase in localization energy drastically increases the storage time.

Shape of QDs also affects the electronic properties of QDs such as localization
energy . Based on 8 k.p calculation different localization energy values are obtained
for the QDs with pyramidal shape and truncated-pyramidal shape [77].

It should be also noted that there is no only one QD in a sample, instead, high
number of QDs. Hence, they have to be considered as a statistical ensemble. During the
growth of self-organized QDs, different QDs in size, shape, and composition are formed
due to the thermodynamic effects. These structural properties affect the electronic
properties of QDs. Therefore, a Gaussian broadening of the energy levels occurs. In
the case that the broadening of the energy levels is large, some energy levels can not
be distinguished.
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Figure 1.9: 8 k.p simulation for the GaSb/GaP QD system. (a) Band structure for QD
with the base length of 9.8 nm (blue line) with strain (blue line) and without strain (red
line) (b) Band structure for QD with the base length of 24.5 nm. (c) Hole localization energy
versus QD base length (from [76])

1.5 Charged-based Memories

Modern information technology is based on the binary system in which all information
is encoded and represented by two logic states namely logic-1 and logic-0 in a storage
node [7,8]. These are the smallest stored information in a storage node and called bit.
Electronic devices recognize and interpret these two cases, e.g. in a transistor logic-1
represents the ON-state, while logic-0 the OFF-state.

) Storage
Write node
E o)
> em] \ ; \ 4
Read — - L Flash
ﬂ Storage node  Reservoir
Erase «—— Capacity ——
() () (©)

Figure 1.10: Basics of a charge-based memory (a) the storage node is the component where
a single bit with the logic states 1 or 0 is stored. Also the operations such as write, erase,
and read out are carried out in storage node. (b) The simple model of a storage node. A
potential minimum, where electrons are confined, is separated from electron reservoir by a
potential barrier. (c¢) The hierarchy of most used semiconductor memory devices with their
advantages and disadvantages in terms of storage time, speed, and capacity

The basic operations in a memory device are write, erase, and read-out of the
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stored information (see Fig. 1.10a). In order to achieve the operations, a storage node
is needed. The storage node is realised by a potential minimum separated from an
electron reservoir by a potential barrier (see Fig. 1.10b). The presence of an electron
in the storage node represents the logic-1, while the absence of an electron in the
storage node represents the logic-0. Write operation is the process that an electron in
the reservoir is captured by the storage node turning the logic-0 into logic-1. Erase
operation is opposite to the write operation that the electron inside the storage node
leaves the storage node turning the logic-1 into logic-0. Storage operation represent the
retention of the current state, either it is logic-1 or logic-0, and it is a non-equilibrium
process. Therefore the performance of the operations is determined by the energetic
height and the shape of the barrier.

Let us assume that an electron is stored in the storage node corresponding to the
logic-1. The electron can leave the storage node with a certain probability either by
thermally overcoming the barrier or by tunneling through the barrier. The probability
for the electron to thermally overcome the barrier depends on the height of the barrier
E.n according to the Boltzman’s distribution (proportional to exp(FE.,,/kT)). The
probability for the electron to tunnel through the barrier depends on the barrier’s
height E.,,, shape, and width w. In order to have a long storage time, the device needs
to be designed in such a way that it has a high and wide barrier. Similarly, to retain
logic-0, the capture of an electron from the reservoir into the storage node has to be
prevented. The capture of an electron from the reservoir into the storage node can be
realised that either the electron can overcome the barrier or tunnel through the barrier.
To avoid capture of an electron, a high and wide barrier is needed. On the other hand,
to achieve the write and erase operations, the electron has to be captured by storage
node or emitted from the storage node either by thermally overcoming the barrier or
tunneling the barrier. Hence, a low and thin barrier is needed to ensure the fast write
and erase operations. This dilemma is known as the trade-off in charge-based memory
devices.

In order to circumvent the problem, different types of memories are employed [10].
The memories are designed focusing on only some of the features such as storage time,
speed, capacity. The most used semiconductor memory devices are SRAM (Static
Random Access Memory), DRAM (Dynamic Random Access Memory), and Flash
(see Fig. 1.10c). SRAM is remarkably fast, hence it is used for CPU cache. However
it is volatile and its capacity is low. On the other hand, Flash is non-volatile, hence
it is useful for storage. Its disadvantage is that its access time is slow. DRAM is in
between the mentioned two. It is used as working memory in computers.

1.5.1 Dynamic Random Access Memory (DRAM)

A DRAM is a volatile memory device, which means that a constant energy supply is
needed to store information. It consist of a transistor and a capacitor per unit cell, i.e.
1T-1C design [7]. The transistor provides access to the capacitor, while the capacitor is
used as a storage node. The schematic equivalent circuit of a single unit cell of DRAM
is depicted in Fig. 1.11a. Applying a voltage to the word line activates the capacitor,
switching it to ON-position, resulting in a connection between the capacitor and the
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Figure 1.11: Schematic structure of a DRAM’s unit cell (a) circuit representation. It
consists of a transistor and a capacitor, i.e. 1T-1C design. The transistor provides access
to the capacitor through the word line and the capacitor stores the information. (b) Cross
section of a DRAM cell. The transistor is controlled by source, gate, and drain contacts. The
capacitor has deep trench design to ensure the formation of big plates in size.

e In read operation: If the capacitor is already charged by carriers, when the
connection between the capacitor and the bit line is established, carriers from
the capacitor begin to flow towards the bit line, discharging the capacitor. If a
voltage is measured on the bit line, a logic-1 is read. Otherwise a logic-0 is read.

e In write operation: After the connection between the capacitor and the bit line
is established by activating the transistor, a voltage is applied to the bit line.
Carriers flow to the capacitor and they charge the plate of the capacitor. Erase
operation is the inverse of the write process.

The main advantages of DRAMs are their fast access time and their durability.
Their access time is ~10 ns and they can sustain up to ~ 10" write/erase cycles. The
main disadvantage of DRAMs is that, being a volatile memories, their storage time is
in the order of 10 ms. The charged capacitor loses the carriers because of the leakage.
The capacitor, hence, needs to be refreshed in a certain period of time. The refreshing
time specifies the storage time. In order to increase the storage time, the plate of the
capacitor should be as big in size as possible ensuring to store large number of carriers.
Although this method is not sufficient to provide non-volatility, it prolongs the storage
time. In Fig. 1.11b the sketch of a single unit cell of a DRAM is shown. The capacitor
goes very deep, called trench cell, in a substrate material to ensure the formation of
big plates of capacitor in size.

Another critical disadvantage of DRAMs is that the reading process is destructive.
As it is explained above, the capacitor releases the carriers and the reading process is
achieved by comparing the voltage value of the bit line and the initial voltage value of
the capacitor. Thus, the capacitor has to be charged again after reading the informa-
tion. Also, large number of carriers participate to carry out the operations in DRAMs
resulting in high energy consumption.
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1.5.2 Flash Memory

A Flash is a non-volatile memory device that stores information for at least ten years
at room temperature without needing power supply. Due to its non-volatility, speed,
compactness and the energy efficiency it is suitable for numerous mobile applications
such as MP3 players, digital cameras, smartphones, tablets etc [9,10].
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Figure 1.12: The schematic structure of a Flash cell. (a) The conduction band of the Flash
cell. A floating gate used as a storage node is created by sandwiching a Si layer between
two SiO» layers resulting in an energy barrier of 3.2 eV. The presence of carriers in floating
gate corresponds to logic-0, while empty floating gate corresponds to logic-1. Write and erase
operations are achieved by hot electron injection and Fowler-Nordheim tunneling. (b) The
cross section of the Flash cell. It is controlled by source, gate, and the drain contacts.

The cross section of a Flash memory cell is depicted in Fig. 1.12a. It consists of a
field-effect transistor with an additional gate, called floating gate made of Si, between
the control gate and the channel. The floating gate, which is used as a storage node,
is isolated by dielectric materials, i.e. SiOsq, creating an energy barrier of 3.2 eV [78§]
(see Fig. 1.12b).

e Read Operation: The read operation is performed by applying a voltage between
source and drain, thus measuring the resistance of the channel. Charge carriers
trapped in the floating gate would deplete the channel, resulting in a higher
resistance (logic-1). A lower resistance represents the logic-0.

e Write/Erase Operation: In write operation, the carriers need to be injected into
the floating gate (see Fig. 1.12b). By applying a positive high voltage to the
control gate, the carriers in the substrate are forced to jump into floating gate by
hot electron injection [79]. In erase operation, opposed to the write operation,
the occupied floating gate needs to be depleted from carriers. A negative high
voltage is applied to the control gate to force the carriers to leave the floating
gate by Fowler-Nordheim tunneling [80].

The main advantages of the Flashes are that they are non-volatile and they con-
sume less energy. Also, the read process is not destructive opposite to the DRAMs.
They, however, have some disadvantages too. The most significant one is that their
access time is slow, around ms, due to the fixed high energy barrier. The carriers have
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to either overcome the barrier or tunnel through the barrier. Both processes need long
time to be carried out. Also, both mechanisms, the hot electron injection and the
Fowler-Nordheim tunneling, are harmful for the device causing poor endurance as they
need high electric fields to be induced.

1.5.3 QD-Flash

Both DRAM and Flash have some advantages and disadvantages in terms of non-
volatility, speed, durability, and charge consumption. Table. 1.1 shows the performance
of the DRAM and the Flash alongside with the desired values for a memory device.
Accordingly, an ideal memory device [5], i.e. the ultimate memory device, has to fulfill
the following requirements:

DRAM Flash | Ultimate Memory
Storage time 30 ms
Read time 0.1 ms
Write time 1 ms
Erase time 0.1 ms
Write/erase cycle 10°
Number of carriers | 100000

Table 1.1: The comparison of the performance of the DRAM and the Flash alongside the
desired values for an ideal memory device. The DRAM has remarkably fast access time, but
is volatile. The Flash is non-volatile, but has slow access time. The ultimate memory has
to be non-volatile with fast access time. Additionally its durability has to be high, while
consuming little energy

Storage time has to be longer than 10 years at room temperature, as per defi-
nition of non-volatility.

e Data access time (write, erase, and read) has to be faster than 10 ns.

Durability (writing/erasing cycle) has to be over 10 times.

Charge consumption (number of the carriers that participate to perform the
operations) has to be less than 1000 per bit to avoid high energy consumption.

In order to combine the advantages of the DRAM and the Flash, the QD-Flash concept
was developed at TUB [13-16]. QD-Flash is a quantum dot-based memory architecture
that might fulfill all the requirements for the ultimate memory device. Previous works
demonstrated 230 s of storage time at room temperature [19], 6 ns of write time [20],
3 ns of read time [21], and 44 ns of erase time [22]. Moreover, the full functionality of
QD-Flash is demonstrated at low temperatures [22-24].

The QD-Flash relies on following principles:
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Figure 1.13: The cross-section of a QD-Flash cell. A 2DHG layer is used as a hole reservoir
which is populated by the holes released by underlying d-doping layer and it is connected
to the source and the drain contacts. The quantum dot layer is placed above the 2DHG
layer [24].

e [II-V semiconductors are used instead of fixed Si/SiO, storage node. Therefore
a flexible barrier is formed. The band structure can be altered by replacing one
material with another, creating alloys, changing the composition of the alloys,
and changing the doping of a certain layer. Hence, a flexible band engineering
is possible. Moreover, I1I-V semiconductors are suitable to create self-organized
quantum dots since they have wide range of lattice mismatch and resulting strain
patterns.

e Nanostructures, specifically quantum dots, are used. The quantum dots yield
high localization energy. Thus, there is no need for an additional barrier to
store carriers opposed to the Flash where additional barriers are needed to store
carriers in the floating gate. Besides yielding high localization energy, the QDs
yield large capture cross sections that lead to fast capture time, hence fast erase
time in the order of picoseconds [81,82]. Self-organized growth generates higher
quality interfaces as accumulated strain is released by the formation of islands
instead of dislocations and defects.

e Holes are used as carriers instead of electrons. Therefore, larger localization
energy is obtained for a given material leading to a longer storage time, as the
energy levels of QDs for holes are deeply located due to their heavier effective
mass in comparison to electrons.

e Modulation doped field effect transistor (MODFET) [40] is used. The QDs are
embedded into a MODFET structure which provides the infrastructure for the
memory operations.

The Fig. 1.13 shows the cross-section of a QD-Flash cell. The QDs are embedded
into a MODFET between the gate and the 2DHG layer that acts as a channel. The
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Figure 1.14: The depiction of valence band of QD-Flash in storage operation. (a) The
storage of logic-1. The QD is occupied by holes and an emission barrier is needed to prevent
holes from emission. (b) The storage of logic-0. The QD is empty and a capture barrier is
needed to prevent holes from being captured by the QD.

0-doping layer releases carriers into the 2DHG layer which is contacted to the source
and the drain. The operations are achieved by applying voltage to the contacts.

e Storage operation The storage operation includes two different cases. The
first case is that the QDs are filled by holes, which corresponds to the logic-1
(see Fig. 1.14a). To store logic-1, an emission barrier is needed that prevents
hole emission. The emission barrier is created by band discontinuity. The second
case is that there is no holes in the QDs, which corresponds to the logic-0 (see
Fig. 1.14b). To store logic-0, a capture barrier is needed that prevents holes from
being captured by the QD. The capture barrier is created by the band bending
induced by the Schottky junction at the gate contact.

It should be note that storage is due exclusively to band bending without any
voltage application.
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Figure 1.15: The depiction of valence band of QD-Flash in (a) write operation, where the
capture barrier is completely eliminated by forward bias resulting in flatband condition, so
that holes can be captured by QDs turning logic-0 into logic-1, and (b) erase operation, where
the holes leave the QD by tunnelling through the narrowed barrier by reverse bias turning
the logic-1 to logic-0.

The storage time has been investigated for various material systems [83-88] and
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the longest value is reported to be 230 s [19]. One of the aim of this work is to
improve the storage time.

e Write operation In write operation a forward bias is applied to the gate in
order to eliminate the capture barrier (see Fig. 1.15a). The flatband condition
is realized when the capture barrier is completely eliminated. The holes, then,
are captured by QDs and they relax thermally down into the lowest energy level
extremely fast, on the order of picoseconds [81,82]. A write time of 6 ns is
demonstrated [20], which is in the range of that of DRAM.

e Erase operation In erase operation, a reverse bias is applied to the gate to
narrow the emission barrier increasing the tunneling probability (See Fig. 1.15b).
When the emission barrier is thin enough, the holes can leave the QD by tunneling
through the barrier. The fastest erase time is demonstrated [22] to be 44 ns.

It should be, however, noted that increasing the localization energy to further
increase the storage time causes an increase in the width of the barrier as well. A
wider barrier reduces the tunneling probability leading to longer erase times. This
problem, the trade-off between storage and erase times, has also to be considered.
One of the aim of this work is to solve the mentioned problem.

e Read operation Read operation is achieved by conductance measurement of
2DHG layer underneath the QD [89,90]. In the case that holes are located in
QDs, they decrease the mobility and the charge density of 2DHG layer by remote
impurity scattering and field effect [91] (see Fig. 1.14). The effect can be directly
measured in the source/drain current and translated into the logic state. The
shortest read time is demonstrated to be 3 ns [21], which is in the same order of
magnitude of DRAM.
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Summary

Heterostrcutures are formed by bringing two or more semiconductor materials
into a contact. Therefore, the devices that exhibit some specific electrical and
optical properties can be designed for required applications. The epitaxial
growth techniques such as MOCVD and MBE enable the formation of such
structures.

Low dimensional structures restrict the movement of the carriers opposed
to the bulk materials in which carriers can freely move in all three spatial
dimensions. The restriction of the movement of carriers arise, when the size
of material is as small as the De Broglie wavelength of the carriers.

The restriction of the carrier movement in spatial dimension enables us to
design the devices that contain of layers with very high mobilities. Hence,
very fast transistors such as HEMT and MODFETSs are fabricated.

A quantum dot (QD) is a low-dimensional structure that confine the motion
of carrier in all three spatial dimensions. They are also known as artificial
atoms due to their electronic properties similar to real atoms. Therefore, they
are used for numerous applications in electronics such as field-effect transistor,
lasers, amplifiers, single photon sources, and memory cells.

Modern information technology is based on binary system in which all infor-
mation is encoded by either logic-1 or logic-0 in a storage node. The storage
node is formed by a potential minimum separated from a carrier reservoir by
potential barrier. A long storage time is obtained by having a height and a
wide barrier to avoid from emission of carriers. On the other hand, a fast
write/erase operation is needed a small and a thin barrier. This dilemma is
known as trade-off.

The trade-off is circumvented by designing different memory devices focus-
ing on the applications. The most extensively used semiconductor memory
devices are DRAM and Flash. Both have individual advantages in terms of
volatility, speed, endurance. DRAM has very fast operation time, ~10 ns, but
is volatile. On the other hand, Flash is non-volatile, but its operation time is
considerable slow, ~ms.

The aim in memory market is to combine the advantages of both DRAM and
Flash into one device, an ultimate memory device. QD-Flash is a promising
candidate as an ultimate memory device due to its unique design.

The storage operation is achieved relying on the band bending of the structure
due to the Schottky contact. In write operation, a forward bias is applied to
eliminate the capture barrier. In erase operation, a reverse bias is applied to
narrow the barrier, resulting in the tunneling emission of the carriers through
the barrier. Read-out operation is carried out by performing a conductance
measurement of two-dimensional carrier gas.



Chapter 2

Carrier Dynamics

In this chapter, the carrier dynamics in quantum dots are explained, since operations
in the QD-Flash memory such as storage, write, and erase are directly specified by the
capture and emission of charge carriers from quantum dots [22,92]. Charge carriers are
captured by quantum dots and trapped there for a certain amount of time depending
on the localization energy of the quantum dot. Therefore, an understanding of carrier
dynamics in quantum dots is essential to understand QD-Flash concept. This, also,
provides better understanding of the experimental methods employed in this work.

A description to understand the carrier dynamics in deep trap levels in semicon-
ductor is already developed [93,94]. This concept with some modifications is applied
to quantum dots to understand the carrier dynamics in the energy levels of quantum
dots due to the similarities between the deep levels in semiconductors and the energy
levels of quantum dots [24,92,95,96].

At first, the rate equation will be introduced, which defines the occupancy of an
available charge carrier state over time. Then, the capture and emission processes will
be explained. Afterwards, some effects that influence the carrier dynamics in quantum
dots will be discussed.

2.1 Rate equation

The occupation of an electron state over time in a quantum dots can be changed by
the following four processes [94] (see top part of Fig. 2.1):

e Electron capture from the conduction band to the quantum dot: ¢,
e Electron emission from the quantum dot to the conduction band: e,

e Electron-hole pair generation (Electron capture from the valence band to the
quantum dot)

e Electron-hole pair recombination (Electron emission from the quantum dot to
the valence band)

Similarly, the occupation of a hole state over time in a quantum dot can be changed
by following four processes (see bottom part of Fig. 2.1)
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Figure 2.1: Capture and emission processes.

e Hole capture from the valence band to the quantum dot: ¢,
e Hole emission from the quantum dot to the valence band: e,

e Electron-hole pair generation (Hole capture from the conduction band to the
quantum dot)

e Electron-hole pair recombination (Hole emission from the quantum dot to the
conduction band)

The generation of electron-hole pair can be neglected, as the measurements in this
work are performed in dark and the band gaps of the samples used in this work are
large compared to kT. Moreover, the recombination of electron-hole pair can also be
neglected as the majority carrier concentration is many orders of magnitude than the
minority carrier concentration of samples used in this work. Therefore, only capture
and emission processes will be considered in the following.

The rate equation approach is used to describe the carrier dynamics in quantum
dots. The density of quantum dots whose energy levels are assumed to be same is
represented by Nop. n,(t) is the number of occupied electron states in QDs, while
n,(t) the number of occupied hole states. In this case the number of the unoccupied
electron states in QDs is written as Ngp — n,(t), while the number of the unoccupied
hole states in QDs is written as Ngp —n,(t). The net emission rate for electron, which
describes the change in the number of electrons emitted from QDs to conduction band,
is written as follows:

RE(t) = epnn(t) (2.1)

The net capture rate for electrons, which describes the change in the number of elec-
trons captured from conduction band to the QDs, is expressed as follows:

R(t) = ca[Nop — na(t)] (2.2)
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These net emission and net capture rates are time-dependent. The time-independent
emission and capture rates for electrons are e, and c¢,, and they represent the rate per
occupied electron state and the rate per unoccupied electron state, respectively.

The net change in occupation of the electron states over time is the difference
between the net capture and emission rates:

dn,(t)
dt

= Ry (t) — R,(t) = cu[Nop — nn(1)] — ennn(t) (2.3)

This equation is a first-order inhomogeneous differential equation. The general solution
is obtained as follows with the initial condition n,, = n,(0) for ¢t = 0:

N (t) = 13, (00) — [ (00) = 1 (0)] - exp[—(en + cn)1] (2.4)

At thermodynamic equilibrium the occupation of electron states does not change

—dngt(t) = 0 for t = oco. The equilibrium occupation is written:

1n(00) = Nop (1 + ‘;—”)1 (2.5)

n

Eq. 2.4 can be rewritten

1(t) = 1(00) — [ (00) — 1 (0)] - exp (—f) (2.6)

where the time constant 7 is given by
1
—=e,+cy (2.7)
-

Eq. 2.6 implies that the density of occupied electron states eventually relaxes into
its equilibrium states n,(co0) mono-exponentially with time constant introduced above,
when it is changed from the equilibrium states n,(co) to an occupation state n,(0).
Also, it should be noted that the total rate for capture and emission is given by the
combination of all the emission and capture processes such as thermal, tunneling, and
thermally-assisted tunnelling.

Similarly, the number of occupied holes states is given by

t

l6) = () = () = (O xp () (28)

where 1/7 = e, + ¢,.

2.2 Capture

The capture process represents the transition of a charge carrier from the valence or
conduction band into one of the lowest available level of a quantum dot. It takes place
in two steps: first, a carrier is captured into the quantum dot and then it relaxes
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towards lower energy levels by dissipating its excess energy. Fig. 2.2a shows the
capture mechanisms of an electron by a QD. The electron can overcome the barrier
with the energy gained thermally. Another mechanism is tunneling where the electron
tunnels through the barrier. The last mechanism is the combination of the mentioned
two. First, the electron is thermally excited and then it tunnels through the remaining
barrier. In the case that no emission barrier exist, electrons are captured on the
timescale of picoseconds [81,82].

Capture Relaxation
Auger Multi-phonon Electron-hole
scattering emission scattering
N Electric field
- Thermall —
excitation
o AN °
b Thermally- Ec
GC) N\ | ossisted T °
o + |1 tunneling f . | E.
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Figure 2.2: The capture and relaxation of an electron in QDs. (a) Capture mechanism
is realized by thermal excitation, tunneling, and thermally-assisted tunneling. (b) Auger
scattering: the excess energy is transferred to another electron in the conduction band. (c)
Multi-phonon-emission: the excess energy is transferred to several LO phonons. (d) Electron-
holes scattering: the excess energy is dissipated by exciting a confined hole in the QD.

After the electron is captured by the QD, it relaxes towards the lower energy levels
by dissipating its excess energy by the mechanisms [81,97]

e Auger Scattering (Electron-electron or hole-hole): A captured electron relaxes
into lower energy levels by giving its excess energy to another electon in the
conduction band (Fig. 2.2b).

e Multiple LO-phonon emission: A captured electron transfers its excess energy to
LO-phonons resulting in the relaxation into a lower energy level (Fig. 2.2¢).

e Electron-Hole scattering. A captured electron relaxes into a lower state by trans-
ferring its excess energy to a confined hole in the QD. This mechanism takes place
only if the heterostructure is Type-1 in which QDs are formed for both electrons
and holes (Fig. 2.2d).

Capture process is described by capture rate.
Cpn =00 < Vp >NQD (2.9)

where o2 is the capture cross section, which is an intrinsic property of the material
and describes the probability that a charge carrier in the vicinity of a QD be captured
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into it. < v, > is the thermal velocity and describes how fast a carrier moves due to
the temperature. It is given by

3kgT

*
m?’L

< v, >= (2.10)

The net capture rate is given by the multiplication of the capture rate by unoccu-
pied electron states of the QD as expressed in Eq. 2.9

All the mentioned capture and relaxation mechanism are analogous for holes.
Accordingly, the hole capture rate is given by

Cp = O'go < VUp > PQD (211)
with the thermal velocity of holes

3kpT

*
mp

<y e (2.12)

2.3 Emission

A quantum dot can localize a carrier for a certain amount of time depending on its
localization energy. The localization time is the inverse of the probability of the electron
being emitted either thermally or by tunneling. Fig. 2.3 shows the four possible
emission mechanisms. The overall emission will be the combination of four different
processes depending on physical conditions such as temperature, electric field, and
photon absorption.

Electric field Electric field
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Optical
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Figure 2.3: The emission processes of an electron in QDs. (a) The confined electron can
leave the QD either by thermal or optical excitation above the barrier, or tunneling through
the barrier. (b) The thermally-assisted tunneling is a combination of thermal and tunnel
emissions. The confined carrier is first excited thermally, then it tunnels through the remain-
ing barrier.
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e Thermal emission: In this process the confined electron leaves the QD by thermal
excitation above the barrier (Fig. 2.3a).

e Tunnel emission: In this process the confined electron leaves the QD by tunneling
through the barrier. The tunneling probability depends on the height and the
shape of the barrier. By exerting an electric field the barrier height can be altered,
so that the tunneling probability can be further increased (Fig. 2.3a).

e Thermally-assisted tunneling: This process is a combination of the two emission
processes above. It takes place in two steps: At first the confined electron is
excited to intermediate energy level, and it subsequently tunnels through the
remaining barrier (Fig. 2.3b).

e Optical emission: This process is almost identical to the thermal emission with
the distinction that the confined electron gains optical energy to overcome the
barrier (Fig. 2.3a). As the measurements in this work are performed in dark,
this process is neglected.

As all the emission processes depend on different physical parameters, the emission
rate for each process has to be expressed differently.

2.3.1 Thermal Emission

To express thermal emission rate, we cannot use an approach similar to the capture
cross section, since the emission mechanism is not an intrinsic feature to the material.
Instead, we need to use the rate equation.

We had already obtained an expression for the mean occupation of the electron
states in equilibrium (Eq. 2.5):

nn(00) = Nop (1 + e—") B (2.13)

n

On the other hand, the mean occupation of the electron states in equilibrium has to
be described by Fermi-Dirac distribution function [94]:

1

9o Ey— Er
149 Lo~ B
+ exp ( T )

where Fj is the energy level in the QD, Er the Fermi level, and gy and g; the spin-
degeneracy of the unoccupied and the occupied energy states, respectively. By equating
Eq. 2.5 and Eq. 2.14, we obtain an expression for the thermal emission rate:

Ey—F
eth = cn% exp (%) (2.15)

By inserting Eq. 2.9, the expression for the capture rate, into Eq. 2.15, we obtain
following expression for the thermal emission:

(2.14)

Ey—F
eflh =0, < U, > nQD%exp <OI<;—TF) (2.16)
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Free electron density Ngp is approximated with the Boltzmann distribution, which is
applicable for a non-degenerate n-type semiconductor (ngp << N¢)

EC’_EF)

- (2.17)

ngp = N¢ exp <—

By inserting Eq. 2.17 into Eq. 2.16 the expression for thermal emission rate for
electrons is rewritten:

th 90 Ec — Ey
=0, <V, > Ne— - 2.18
e, = 0p <V 091 exp ( T ) ( )
Similarly, the thermal emission rate for holes is written:
g1 Ey— Ey
ezh = 0p < Up > NV% exp <—T) (219)

where Ny is the effective density of states of holes at the valence band edge, Ey the
energy of the valence band edge, and Ej the energy of hole state in the quantum dots.
The energetic differences Ec — Fy and Ey — Ey are the emission barriers for electrons
and holes, respectively, and known as activation energies E, : E = Ec — Ey for
electrons and E,, : Ef; = FEy — Ey for holes. Although the capture cross section of the
QDs is temperature-dependent due to the fact the processes involved in carrier capture
are temperature dependent [98,99], the dependence is negligible [92]. Hence, o(T") can
be replaced with ¢ for T' — oo. Moreover, Eq. 2.18 can be rewritten by insertion
of the thermal velocity and the effective density of electrons at the conduction band
edge:

Ee
e"(T, E%) = 4, T?0 exp | ——2 (2.20)
kgT
where 7, is the temperature-independent constant (v, = \/12(27)32—%]\[07712). Simi-
larly, the thermal emission rate for holes is rewritten

s 12
e;h(T, EC}LL) = 'ypT2Jp exp <_k‘B_T) (2.21)

where 7, is the temperature-independent constant (7, = \/12(271’)312—2?Mvm;).

2.3.2 Tunneling

A confined carrier can be emitted by tunneling through the barrier with a certain
probability. The tunneling probability, also known as transparency, strongly depends
on the height, the width, and the shape of the barrier. Depending on the structure the
barrier, and therefore its transparency, can be altered by electric field.

The samples used in this work contain quantum dots embedded in a pn junc-
tion and the effective barrier for the confined carriers has a triangular shape. The
transparency for this special case is given by [100]:

4 [om* B2
T(Ep, F) = exp [-5 - % (2.22)
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where F' is the electric field and Ep the height of the barrier. In order to obtain more
general expression for transparency, Eq. 2.22 can be extended to barriers with any
arbitrary shape by using the WKB method (the Wentzel-Kramers-Brillouin method)
[39]. Accordingly, the transparency is rewritten [101]

T(Ep, F) ~ exp {—% / O V2m*(V(z) — Eb)dzl (2.23)

where zy and z; are the start and the finish points of the tunneling path, V(z) the
energetic height of the barrier. The tunneling emission rate e'" for a Dirac well with
a triangular emission barrier is given by [100]

F 4 [om* B2
tun E ,F — € e _ - B
" (Ep, I) WomEg Y| T3V R er

The exponential part of Eq. 2.24 represents the transparency. Eq. 2.24 is valid for any
type of carriers. It can be rewritten for only electrons or holes by choosing the proper
barrier height Eg and effective mass m*

(2.24)

2.3.3 Thermally-assisted Tunneling

This process is a combination of thermal activation and tunneling. It takes place in two
steps: First, a carrier is excited by thermal activation to an intermediate state, then
it tunnels through the remaining barrier. Therefore, the emission rate of thermally-
assisted tunneling depends on the temperature, the barrier height, the barrier shape,
and the electric field that alters the barrier.

In order to express the emission rate of thermally-assisted tunneling, the semi-
classical approach is used where the emission rate is represented by the product of the
thermal emission rate and the transparency of the barrier [100].

E,—FE; 4 [om* E?
A—).exp[ il (2.25)

kT 3

tat — nT2 . o )
€n = Ind On- EXD 3V hZ Ter
where E4 is the initial energy level, E; the intermediate energy level. If all possi-
ble emission paths are included, Eq. 2.25 has to be integrated over all the possible
intermediate states E;

tat T2 /EA Ea— B 4 [2m* Ez'g/Q
et =~ T%0,. exp| ——— ) .exp | —= )
n =7 . P KT P13V 2 "er

dE; (2.26)

2.3.4 Total Emission

The total emission rate is expressed by the sum of all the emission processes. Although
it is suggested by Vincent et al [100] that the total emission is given by the sum of the
thermal emission and the thermally-assisted tunneling emission, calculations [102] and
measurements [164] demonstrated that tunneling also contributes to the total emission
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rate at low temperatures. Based on the fact, the total emission rate for electrons is
given by [22]
el = e (T, Ex) + e (F, Ep) + e/ (T, F, E4) (2.27)

Similarly, the total emission for holes is given by

et = e (T, Ea) + e (F, Ep) + ey (T, F, E,) (2.28)

p

2.4 The Effects that Influence the Emission Rates

Some important effects such as the confinement of multiple carriers in the quantum
dots and the presence of an electric field have an influence on the emission rates. In
this section, these effects will be explained.

2.4.1 Many-particle effects

In the case that multiple carriers are confined inside a quantum dot, the many particle
problem arises, hence, the interaction between the carriers has to be taken into account.

Electric field
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Figure 2.4: The conduction band of a quantum dot (a) Coulomb interaction due to the
multiple electrons. The conduction band is increased by the same amount of that the ground
states are raised due to Coulomb interaction between the electrons. (b) The Poole-Frenkel
effect. A high electric field leads to a reduction in the emission barrier

Fig. 2.4a shows the effect of the Coulomb interaction for the electrons [103]. Due to
the Coulomb interaction between the confined electrons inside the QD, the degeneracy
of the ground states is lifted and its potential energy is increased by the amount of
AFE¢s. On the other hand, the band edge of the conductance band is increased by the
same amount due to the Coulomb interaction between the confined electrons inside
the QD and the electrons in the conduction band. Globally, the total emission barrier
remains unchanged since the increases in the band edge and the ground state are same.
Hence, the Coulomb interaction cannot be seen by the DLTS experiment. Based on
this fact, we neglect the Coulomb interaction in this work.

Since electrons are fermions and the fermions are not allowed to occupy the same
energy level based on the Pauli exclusion principle unless their spins are opposite, the
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exchange interaction has also to be considered. Both the Coulomb interaction and the
exchange interaction can be calculated by 8-band k-p theory [104]. However, both
effects are not detectable by DLTS, such calculations, hence, are not presented here.

2.4.2 Poole-Frenkel effect

In the presence of an electric field, the emission barrier in a quantum dot system is
lowered resulting in an increase in the thermal emission rate. For such a case, the
thermal emission rate is given by

e h(T, ES) = 7, T20™ exp <—w) (2.29)
kgT

Since the QDs are located in the vicinity of a pn junction and the operations are
achieved by voltage application in the samples used in this work, the Poole-Frenkel
effect [105] has to be taken into account. However, the applied electric fields in the
measurements are relatively small, hence, the contribution of the Poole-Frenkel effect

to the emission rate is small and can be neglected [92].
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Summary

e The occupation of a state in a quantum dot is changed by the capture and
the emission processes and represented by the rate equation.

e Capture process takes place in two steps: First, a carrier is captured by QDs
either by thermal activation, tunneling or thermally-assisted tunneling, and
then it relaxes into lower energy states by dissipating its excess energy either
via Auger scattering, multiple LO-phonons, or electron-hole scattering.

e Emission is the process that confined carriers leave a quantum dots. There are
four mechanisms of emission: the thermal emission in which a confined carrier
overcomes the barrier by gaining thermal energy, the tunneling in which a
confined carrier tunnel through the barrier, the thermally-assisted tunneling
that is the combination of the mentioned two processes in which a confined
carrier is thermally excited to an intermediate level and subsequently tunnel
through the remaining barrier, and the optic emission in which a confined
electron overcomes the barrier by gaining optical energy. The total emission
is the sum of the all mentioned processes.

e Some effects influence the carrier dynamics in a quantum dot such as the
Coulomb interaction due to the multiple carriers and the Poole-Frenkel effect
due to the electric field. However, their effects are negligible in the scope of
this work.






Chapter 3

Band Engineering

This chapter describes the resonant tunnel structures [106-109] and their usage to im-
prove the erase time in QD-Flash by eliminating the trade-off between storage and
erase times. At first the trade-off problem is introduced and then a solution is pro-
posed, which is the insertion of a superlattice into the structure in order to create a
resonance throughout the device as erase mechanism. At the resonance voltage the
tunneling probability reaches the maximum value —ideally 1- resulting in a fast erase
time. For this, the electronic properties of the structures of interest are calculated by
One-Dimensional Schrédinger Poisson Solver [110,111] and then the transparency is cal-
culated by Non-Equilibrium Green’s function [112,113]. Therefore, One-Dimensional
Schrodinger Poisson Solver and the Non-Equilibrium Green’s function are briefly ex-
plained.

3.1 The Trade-off between Storage and Erase

Times
pd P
T© Tunneling
I T Tunneling

e

Figure 3.1: The valence band of a QD system. The black line shows a QD with a smaller
localization energy, while the red line shows a QD having larger localization energy which
results in reduction in the tunneling probability due to the wider barrier.

Since the desired storage time for a non-volatile memory device should be at least
10 years at room temperature [22-24], significant efforts in the QD-Flash study have

31
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been directed to increase the storage time [83-88], which depends strongly on local-
ization energy and capture cross section. In order to increase the storage time, either
the localization energy should be increased or the capture cross section should be de-
creased. Due to lack of knowledge on capture cross section and its complexity, the
studies focuses on the localization energy. In a QD system, an additional barrier is
inserted into the structure to increase the localization energy making the total local-
ization energy the sum of the sole QD localization energy and the height of the barrier,
thus the storage time increases. However, when the height of barrier (in this case the
sum) increases, the width of the barrier increases as well. A wider barrier results in
a reduction in the tunneling probability leading to the slower erase time [22], since
the erase mechanism depends on the tunneling (see Fig. 3.1). In other words, when
the height of the barrier is increased in order to increase the storage time, the barrier
width also increases causing the slower erase time. Therefore, it is concluded that a
longer storage time comes with a slower erase time. This phenomenon is called trade-
off between the storage time and erase time, and it has to be solved if QD-flash is to
compete with state-of-the-art memories.

3.2 Resonant Tunnel Structures

The insertion of a superlattice into the structure is proposed to eliminate the trade-off
between the storage and the erase times by creating the resonant tunneling effect at a
given voltage as erase mechanism [114]. The idea behind the insertion of superlattice
is to replace the thick barrier with several thinner barriers which causes a reduction
in the erase time by increasing the tunneling probability. Two different states can be
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Figure 3.2: Valence band diagram of a resonant tunneling device (a) at the storage state
where the energy levels of the QD and the QWs are not aligned resulting in a long storage
time due to the low tunneling probability, and (b) at erasing state where the energy levels of
the QD and the QWs are aligned throughout the device causing a fast erase time due to the
high tunneling probability.
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considered for a resonant tunneling device. Fig. 3.2 shows the valence band diagram
of the structure for these two states. For the initial case, i.e. storage state, the energy
levels of the QD and the QWs lie in different positions due to having different well
widths resulting in the low tunneling probability —ideally 0—. Therefore, the holes stay
in the QD, which provide us a longer storage time (see Fig. 3.2a). On the other
hand a resonance can be created by aligning the energy levels of the QD and the QWs
throughout the device at a given voltage (see Fig. 3.2b) [115]. For this, an overlap of
the wavefunctions of a state on the left side of the superlattice with the state in the
quantum well and a state on the right side of the superlattice is required. As far as
they share at least one eigenvalue, a resonance can be created through multiple QW
systems. Thanks to the resonant tunneling effect, the tunneling probability will be
very high —ideally 1- resulting in the fast erase time.

To sum up, the device operates in two different states: at the storage state the
device yields a long storage time due to the low transparency as a result of the absence
of the alignment of the energy levels throughout the device, and at the erase state the
device yields a fast erase time due to the high transparency as a result of the resonant
tunneling effect.

Resonant tunneling structures were first used in resonant tunneling diodes [108,
116]. Transparency engineering in opto-electronic devices was successfully performed
in the development of Quantum Cascade Lasers by Faist et al [117].

3.3 Band Engineering
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Figure 3.3: The recursive rule enables us to calculate the widths of arbitrary number of
QWs.

Band Engineering is needed to design the resonant tunneling structures. The
resonance through the multiple QW systems depends on well number, well width, and
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barrier height [118-120]. The resonant tunneling structures are designed by altering
the mentioned parameters .

A simple model might be helpful to understand the resonance through the multiple
QW system. For simplicity the QWs are considered as infinitely deep one-dimensional
quantum wells. The energy of the ground state of a QW is given by

h?

Sm*w?

E

(3.1)

where h is the Planck constant, m* the effective mass for holes, and w the width of the
well. After knowing the ground state of the first QW, we can calculate the width of
the second QW whose ground state lies in the same position as the first QW’s ground
state does. For this, we use the recursive rule. We consider two QWs with the widths
wy and wy, and the energy levels F; and Ej separated by a barrier whose width w
(see Fig. 3.3). When a voltage is applied, it results in a band bending BB expressed

by
pp—_2E (3.2)

w1 + wa

where AE = E5 — F;. The resonance condition for the second QD are obtained using
Ey = FE; + AFE, Eq.3.1, and Eq.3.2.

B2
2= \/8m*(E1 + BB(wy + wy)) (33)

By extending this formula the widths of an arbitrary number of the QWs that
provide resonance can be calculated.

Unfortunately this simple model is not able to calculate the exact positions of
the energy levels due to its simplifications such as that QWs have infinite barriers.
However, it gives an insight to grasp an idea of how resonances are induced and which
parameters have to be altered in order to design the suitable structures. For the
accurate calculation, we chose to represent the evolution of the energy levels of the
quantum wells, obtained by diagonalization of the Hamiltonian, as a function of the
applied voltage. When the energy levels cross, the resonance occurs.

3.4 Calculation Cycle

The final aim of the calculation is to show the decrease in erase time at resonance volt-
age. Therefore, the transparency on which the erase time depends has to be calculated.
The calculation cycle is shown in Fig. 3.4. As first step, a resonant tunneling structure
is proposed and the simple model gives an insight for that. Then the electronic proper-
ties of the suggested structure such as the valance and conduction bands, the electron
and hole concentrations are calculated at different gate voltages by one-Dimensional
Schrodinger Poisson Solver (1DSPS). Afterwards the active region, i.e. the tunneling
resonance region, is extracted from the whole device in order to save the computation
time by reducing the number of the dash points. Finally, the transparency is calcu-
lated by Non-Equilibrium Green’s Function (NEGF). Since the erase time is inversely
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proportional to the tunneling probability, the increase in the transmission corresponds
to the decrease in the erase time in the same order of magnitude.
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Figure 3.4: The calculation cycle followed in this work. After calculation of the electronic
properties of the structure at different gate voltage by one-Dimensional Schrédinger Poisson
Solver, the transparency is calculated by Non-Equilibrium Green’s Function. The increase in
the transparency corresponds to the decrease in erase time.

3.5 Omne-Dimensional Schrodinger-Poisson Solver
(1DSPS)

The electronic properties of the suggested structure such as the conduction and valence
bands, and the hole and electron concentrations are calculated by One-Dimensional

Schrodinger Poisson Solver [121,122].
The one dimensional Schrodinger equation is expressed:

hzd( 1 d

© 2 dx \m*(z) dz

) b(@) + V(eh(e) = B(a) (3.4)

where 1) is the wavefunction, E the energy, V the potential energy, A the Planck’s
constant divided by 27, and m* the effective mass. The one-dimensional Poisson

equation is written:
7 (o ) oty = ZHEED = 0] (3.5)

where €, is the dielectric constant, ¢ the electrostatic potential, Np the ionized donor
concentration, and n the electron density distribution.

In order to solve these two equations, we should know the potential energy V' and
the electron concentration n. The potential energy V' is given by

V(z) = —q¢(z) + AE(x) (3.6)
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where AF, is the pseudopotential energy due to the band offset at the heterointerface.
The electron density n is written as:

n(z) = () r(z)ny (3.7)

k=1

where m is the number of the bound states, and n; the electron occupation for each
state. It is expressed following:
m* [ 1

=3 | T s (3.8)

where the Fj is the eigenenergy [121,122].

The only way to solve the Schrodinger and the Poisson equations is to employ
an iteration procedure, hence we can obtain a self-consistent solution. We have to
start choosing a trial potential. Thus we can solve the wave equation using Eq. 3.4.
Afterwards we can calculate the electron density using Eq. 3.7 and Eq. 3.8. Then,
we calculate the electrostatic potential using Eq. 3.5 . Now we can calculate a new
potential using Eq. 3.6. After the calculation is done, we compare the initial potential
energy and the calculated potential energy. If they are consistent, the calculated po-
tential energy is considered as the real potential energy. Otherwise, the initial potential
energy is modified and the mentioned steps are repeated until obtaining a consistent
potential energy [121-123].

The numerical solution of the Schrodinger equation has been obtained by the
finite difference method (FDM) [121,124]. In this method, the real space is divided
into discrete mesh points and the wavefunction is solved within these discrete spacings.
For the Poisson Equation, the numerical calculation is carried out by Newton Equation
[121].

In this work, a software called Band Diagram Calculator by Gregory Snider is used
to calculate the band diagram of the interested structures and the carrier concentrations
[125].

3.6 Non-Equilibrium Green’s Function (NEGF)

The transparency is calculated by Non-Equilibrium Green’s Function (NEGF). Fig.
3.5 shows the model used for the transparency calculation [126]. It is assumed that a
channel is sandwiched between two carrier reservoirs, i.e. contacts, labelled as source
and drain, respectively. Each contact seeks to establish an equilibrium with the channel.
The source pumps carriers into the channel, while the drain pulls the carriers out.
However, no equilibrium is established throughout the device due to the differences in
the actions of the contacts. At steady state, two different local equilibriums arise with
two different electrochemical potentials, namely p; and us, attributed to the source
and the drain respectively. Thus, two distinct Fermi functions exist [127]

1

h=h(B —m) = exp[(E — p1)/kpT] + 1

(3.9)
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1
fo=fo(E — o) cxpl(B — i) JhnT] + 1
The source seeks to equalize the number of electrons occupying the level to f;(e)
while the drain tries to equalize this number to f(¢). The actual steady-state number
of electrons N lies between the two. The different actions of these two contact results
in a current flows in the external circuit.
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Figure 3.5: The model used for the transparency calculation. It is assumed that a channel
is sandwiched between two contacts named source and drain respectively, which act as carrier
reservoirs. Each contact seeks to establish an equilibrium with channel. The source pumps
carriers into the channel, while the drain pulls the carriers out. The number of the electrons
transmitted from the source to the drain is calculated by NEGF.

The NEGF formalism enables us to calculate the number of the carriers that flow
from the source to the drain. What we need is to know the Hamiltonian of the channel
[H] and its coupling to the contacts described by self-energy matrices 35 [128]. After
describing the mentioned parameters it is straightforward to write the Green’s function
of the system, which is expressed:

G=[El-H~-% %" (3.11)

where F is the carrier energy, I the identity matrix, A the Hamiltonian, and ¥ 5 the
self-energy matrices of the contacts.
The transparency is easily calculated by Green’s function:

T = Trace[l' GToG*] = Trace[[2,GT1 G| (3.12)

where I'; o are the broadening matrices that define the broadening of the energy levels
of the channel due to the coupling between the channel and the contacts [126]. They
are expressed:

Fl’g - 7:[2172 - 2{2] (313)
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The external current from the source to the drain can be expressed by using the
transparency and the Fermi functions of the contacts as follows:

+o00
1, = (a/) / IET(E)(f,(E) — foE)) (3.14)

o0

It is convenient to use this model to investigate the resonance for QQD-Flash mem-
ory, since the structures used in this work contain one QW (or more based on the
structure) sandwiched between a QD and a 2DHG layer that act as reservoirs. In the
erase process, holes in the QD have to leave the QD for 2DHG layer through the QW,
and vice versa in the write process. What we do is to find the Hamiltonian of the QW
(channel) and its coupling to the QD and the 2DHG layer (the source and the drain),
then calculate the transparency. The increase in the transparency is translated into
the decrease in the erase time.

The transparency calculations are carried out by MATLAB. The MATLAB codes
used in the work are adapted from Supriyo Datta’s book [126].

3.6.1 Hamiltonian of the Channel

The calculation of the Hamiltonian of the system is straightforward: it is the sum of the
free-particle Hamiltonian and the potential profile U calculated by the Poisson Solver.
With the effective mass m* of the holes, it is obtained

h? 52
- 2m* @

(3.15)

In Green’s function calculation, using matrix representation rather than differen-
tial equations is more convenient. The finite difference method (FDM) [121,124] is
used to convert the differential equation into a matrix equation. The discrete lattice
approach provides following conversions:

T L) — 200 + V()] (3.16)
U(@)(e) U (@) () (3.17)

Accordingly the Hamiltonian is written by

[Hoph]e—e, = (U + 2to)Yn — totn—1 — toVns1 (3.18)

where ty = h?/2m*a?. Finally, we obtain a matrix for the Hamiltonian given by

2ty + Uy —1o e 0 0

—tp 2ty + U, —tg R 0

H = —1g 2t0+UN/2 —1g
0 . —t 20+ Un_1  —to

0 0 —to 2to +Un
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The potential is obtained through the One-Dimensional Schrédinger Poisson Solver
and it is actually the valence band of the structure. What we need to do in order to
set the Hamiltonian matrix up is to choose only a proper lattice spacing a, the rest
of the parameters in ¢, are constants. As far as the lattice spacing a is smaller than
the spatial extension of the wave function, the Hamiltonian matrix yields accurate
solutions [126,129].

3.6.2 Self Energy Matrices

For a contact between continuum and an element with a discrete energy spectrum, the
self-energy matrix is

_ kel
S(E) =) oo i (3.19)

where |7;| coupling energy between the continuum and the energy level ¢; and 0" a
regularization constant [126]. Applied to the QD /superlattice contact, where the QD
is considered as a one-level element with the energy egp, it becomes

7512

Yop(E) = Z E —cqp + 07 (3.20)
J

The self-energy of the 2DHG /superlattice contact is obtained by integration over
all the states of the 2DHG. Assuming only one subband to be occupied and using the
two-dimensional density of states Dyp = m*/(7h?) we get:

2
TE
YopHe = /DQD—E id . (3.21)

Assuming 7. independent of the energy e, we obtain the imaginary part of the
self-energy:
£(Xapug) = =27 Dap|7|? (3.22)

The integration process for the real part does not converge, but its effect on the
transparency factor is negligible such that the following approximate expression will
be used: Yopperi&(Yapnc). Unfortunately, the values of the coupling energies are
unknown, but we can tolerate this problem as far as we are interested only in the
relative variations of the transparency (i.e. between a case with very low transparency
and a case with high transparency) and not the absolute values. In the simulations we
take TQD = T2DHG = 0.05eV.
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Summary

We increase the localization energy of the QD system by inserting an addi-
tional barrier in order to increase the storage time. However, the additional
barrier causes an increase in the width of the barrier beside its height, which
results in reduction in tunneling probability on which erase time strongly
depends. In short, a longer storage time comes with a slower erase time.

In order to eliminate the trade-off between storage and erase times, we sug-
gested the use of superlattice to create a resonance throughout the device as
erase mechanism. At the resonance the tunneling probability will be high
due to the alignment of the energy levels of the superlattice and the contacts
resulting in a fast erase time. Out of the resonance voltage, the tunneling
probability will be low —ideally 0— since the energy levels of the superlattice
and the contacts are not aligned resulting in a long storage time.

In order to design such device, band engineering is needed. The energy levels
of the superlattice are adjusted by altering the number of wells, the width of
the wells, and the height of the barrier.

The electronic properties of the resonant structures such as conduction and
valence bands, and the electron and hole concentrations are calculated by
One-Dimensional Schrodinger Poisson Solver.

The transparency calculation is carried out by Non-Equilibrium Green’s Func-
tion. In the model it is assumed that a channel is sandwiched between two
carrier reservoirs whose actions are different. The first contact named as the
source seeks to establish an equilibrium with the channel by pumping carriers
in the channel, while the second contact named as the drain seeks to establish
an equilibrium with the channel by pulling the carriers out. The difference in
the actions results in an external current throughout the device.

At the resonance voltage, the transparency is expected to be higher than the
one out of the resonance. Since the erase time inversely proportional to the
transparency, the increase in the transparency is translated into the decrease
in erase time with the same order of magnitude. A comparison between the
structures with and without superlattice demonstrates the improvement of
erase time.



Chapter 4

Experimental Methods

In this chapter the measurement techniques used in the work will be described. In
this work, capacitance-voltage spectroscopy and time-resolved capacitance measure-
ments are employed in order to investigate the electronic properties of QDs. There-
fore, the capacitance-voltage measurement and its applications will be presented, then
time-resolved capacitance measurement used to determine the localitazion energies and
capture cross sections of QQDs will be explained.

4.1 Static Capacitance Spectroscopy

Capacitance-voltage spectroscopy is used to investigate the electronic properties of
semiconductors [40,94,130]. In the case that QDs are embedded into a pn junction,
the QDs contribute to the capacitance of the device, as QDs have energy levels which
charge carriers can be captured in and emitted from. Therefore the electronic properties
of QDs can be examined via the static capacitance measurement [131].

4.1.1 pn Junctions

Intrinsic semiconductors conduct electricity either very poorly or not at all, depend-
ing on the temperature, and the number of electrons and holes in them are equal.
The conductance of a semiconductor can be increased by doping. Depending on the
dopant type n- or p-type semiconductors are formed. If the dopant is donor, n-type
semiconductor material is formed whose majority carriers are electron, while holes are
minority carriers. Similarly, p-type semiconductor is formed, where holes are majority
carriers, if the dopant is acceptor. Essential microelectronic components such as diodes,
transistors are formed by combining doped semiconductors in a certain sequence. The
simplest device is the pn junction, also known as diode, and it is formed by bringing a
p-type and an n-type semiconductor into electrical contact [40].

Depletion Region

When a pn junction is formed by bringing a p-type and an n-type semiconductors into
electric contact, electrons from the n-side diffuse towards p-side due to the difference in

41
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the carrier concentration on either side of the junction. When electrons move to p-side,
they leave behind uncompensated ionized donor atoms and they lead to a positively
charged region inside the n-side of the junction. Similarly, holes from p-side diffuse
towards n-side leaving ionized uncompensated acceptor atoms behind. Acceptor atoms
cause a negatively charged region inside p-side of the junction. An electric field is
induced by the oppositely charged region that leads to a drift current on either side.
Consequently, a region depleted from free carriers is formed, called depletion region or
free-charge region.

Position
I R
% Areq=
. Depletion region - Depletion Built-n
O Region Potential
c O oo 00000 E.
8 00000 @@ B
i g Depletion
E, _.GC_) region
W no_ ﬂ-
O gy
Position Position

() ()

Figure 4.1: (a) Schematic representation of the band structure of a pn junction. A depletion
region extends to —z, on the p side and to —z, on the n side. A built-in voltage is formed
at equilibrium where the Fermi level is aligned throughout the device. (b) Density of charge
on either side. (c) Electric field in the depletion region.

In thermal equilibrium the diffusion and drift currents are equal and the Fermi level
is aligned throughout the whole device resulting in a band bending of the conduction
and valence bands. A potential barrier V}; for free carriers is formed as a result of the
band bending (see Fig. 4.1) and it is given by [40]

v — el (NAND) (4.1)

n;

q 2
where N, is the number of acceptor atoms on the p-side, Np the number of the donor
atoms on n-side, and n; the intrinsic carrier concentration.

If a forward bias is applied, the depletion region shrinks and Vj; is reduced by
the amount of the applied voltage. When the barrier is completely eliminated, the
flat-band condition is achieved and carriers can freely move throughout the device. If
a reverse bias is applied, the depletion region becomes wider, Vj; increases and carriers
cannot flow. Therefore a pn junction exhibits rectifying behavior.
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The width of the depletion region is given by [40]

w= \/Qi <—NA+ND) Vi, (4.2)
q NaNp
where €, is the permittivity of semiconductor material, ¢ the elementary charge, V};
the build-in potential.

For some applications, semiconductor materials might be differently doped. For
instance all the samples used in this work have pn junctions whose n-side are highly
doped in comparison to the their p-side (several orders of magnitude). Such structures
are referred as n*p junction where acceptor concentration is several orders of magnitude
than donor concentration, and as p™n in the opposite case. The depletion region, then,
extends towards the lowly doped side of the junction similar to a metal-semiconductor
junction. The depletion region width can be modified for such structures as follows:

263(%@' - Vvext)
\/ ¢Ng (4:3)

where Np is the ionized atoms concentration on the lowly-doped side and V_,; the
external bias.

Capacitance of a pn junction

The presence of spatially-separated fixed ionized donors and acceptors in a pn junction
generates a capacitance. The expression for the differential capacitance per unit area
C' = dQ/dV has to be used due to the voltage dependence of the depletion region
width. In our case, d@ is the the incremental change in depletion region charge per
unit area, while dV is the incremental change in the applied voltage.

When the voltage is increased by an amount of dV, the charge on either side of
depletion region increases too by an amount of d(). The incremental space charge on
both sides of the depletion region is the same with opposite charge polarities. There-
fore, charge neutrality is maintained. An increase in charge by d() causes an increase
in electric field by the amount C' = d@)/es, which is obtained from Poisson’s equa-
tion. Incremental voltage change can be written as dV = W-dE = W -dQ/e;. The
capacitance of the depletion region of a pn junction is obtained by substituting this
expression for dV into the definition of capacitance [40]:

_dQ _ dQ <

= =—— =2 4.4
O dV wi—Q w ( )

This expression corresponds to the capacitance of a parallel-plate capacitor where the
spacing between the two plates is the depletion layer width. The expression for a pn
junction can be obtained by plugging depletion region equation (Eq. 4.2) into Eq. 4.4:

€s NAND
C = . 4.5
\/2<Vbi—vm Na+ Np (45)
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This equation is rewritten for the pn junctions where the doping is much higher on one
side than on the other side.
€s qGSNB

C:—:

w \ 2 = Vi) (4.6)

Static Capacitance spectroscopy

Static capacitance spectroscopy can be used to determine the doping concentration of
semiconductors. The doping concentration can be obtained from the measured capac-
itance as a function of voltage with the assumption that all doping atoms are ionized,
which is reasonable at room temperature. The charge carrier fluctuation induced by
the alteration of the external bias occurs at the edge of the depletion region of the pn
junction in the Schottky approximation. In an abrupt n*p junction doping concen-
tration on the n-side is much higher than on the p-side resulting the formation of the
depletion region only on p-side, which is a good approximation for the structures used
in this work. Therefore, the doping concentration can be extracted from Eq. 4.6 by
plotting 1/C? versus V;:

1 o 2(‘/111 - ‘/e:vt)

— 4.
C(Vear)? qeoer A2Np (4.7)

If the doping concentration is constant, the plot of 1/C? over V,,; will be a straight
line. Therefore, the doping concentration can be acquired from its slope, while the
built-in voltage is derived from the intercept point with the x-axis. If the doping
concentration is not constant throughout the device, then 1/C? must be expressed in
differential form with respect to the V,,;. The doping profile becomes

1
qér€gA?

1

Wea (é)]

Np(z) = (4.8)

Quantum Dots inside a pn junction

If quantum dots are embedded in a pn junction, carriers in the QDs change the capaci-
tance of the pn junction by compensating the space-charge induced by ionized dopants.
Carriers in the QDs change the electric field resulting in a change of depletion region
width, hence in the capacitance of the junction.

In Fig. 4.2 an*p junction in which a quantum dot layer is embedded is depicted. In
such a structure, the depletion region exists on p-side of the junction and the majority
carriers are holes. The left-hand side of the figure portrays the case of unoccupied
QDs, while the right-hand side that of occupied QDs. Fig. 4.2a shows a sketch of the
junction. The formation of the depletion region on the p-side of the junction is clearly
seen. Fig. 4.2b shows the charge distribution. In the case that holes are located in
the QD, an extra charge distribution appears inside the depletion region. This charge
distribution leads to a reduction in electric field by compensating it (see Fig. 4.2c).
The decrease in electric field results in the extension of depletion region (see Fig. 4.2d).
Finally, the capacitance of the junction is decreased.



4.1 Static Capacitance Spectroscopy 45

; deplg’non : deplgﬂon i
Q) : region : = region :
i unoccupied i occupied
i QDs : QDs
: » " ;i
< I i |
< H ; :
: 1 o : : i
: : icharge of i i
o) g 4 : i confined
o} o} holes
e D 2
O O
S S
3 g
3 3
| - z
C) z z
0 : o
=0 : D
0 © : Q
QO i : O i
(W} : ]
d
)5 5 ; 55
00 : o0
Zn
e o o)
O O
C C
i) S
[®) O
o} 0
Q Q
3 3
I f V V
Vo O Vo O
External bias External bias

Figure 4.2: Quantum dots inside the p-doped region of a n™p junction. The left hand-
side depicts non-occupied QDs, while right hand-side depicts the occupied QDs. (a) Fixed
space charge distribution, (b) electric field, (c) valence band, and (d) capacitance (Adapted
from [102]).

The capacitance for the quantum dot layer is given by

Cop = € qNp
@ "\ 2(es(Viy — Vext) + qnyNoprgp)

where ny, is the number of confined holes, Np the density of the QDs, and zgp the
distance of the QD layer from the pn junction. The relative change in the capacitance

(4.9)
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of the junction due to the charged QDs is expressed as follows

C qnnNopTop
AC \/1 + e (Vs — Vi) (4.10)

The change in the capacitance due to the QDs can be seen as a hysteresis in
the capacitance characteristic of the pn junction. The capacitance of a pn junction is
inversely proportional to square root of voltage as shown in Fig. 4.3 as a dashed line
(1v/1/V). In the presence of QDs in pn junction a capacitance-voltage profile deviated
from the ideal behavior is obtained. The capacitance of the pn junction in which QDs
are embedded is depicted in Fig. 4.3 as a blue line for the downward voltage sweep
(from 0 V towards higher reverse voltages). Initially, the QDs are occupied by holes
and the capacitance profile of the junction is the same as a simple pn junction. When
the QDs enter the depletion region with increasing reverse voltage, the confined holes
in QDs are emitted and compensate the negatively charged ions in the junction. After
all the holes are emitted, capacitance profile returns to the one of simple pn junction.
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Figure 4.3: The ideal capacitance-voltage characteristic of a pn junction is depicted as a
dashed line. The capacitance decreases with an increasing voltage. In the presence of the
QDs in the pn junction, the capacitance characteristic deviates from that of the ideal case.
In downward sweep, the holes emitted from the fully charged QDs lower the capacitance. In
upward sweep, the holes captured by the empty QDs increase the capacitance. These effects
can be observed via the capacitance measurement as a hysteresis opening.

When the direction of the voltage sweep is reversed, a similar behavior is observed
as depicted in Fig 4.3 as a green line. Initially, no holes are confined inside the QDs
and the capacitance exhibits the ideal characteristic of a pn junction without QDs.
In the case that the barrier is eliminated, holes are captured by QDs resulting in an
increase in the capacitance due to the thinner depletion region. It can be seen in the
curve as a deviation from the ideal behavior. After all the QDs are filled, the deviation
disappears. The difference between these two curves caused by voltage sweeping is
known as the hysteresis opening and its magnitude depends on the QD density and
the distance of QDs from the junction.
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4.2 Time-resolved capacitance spectroscopy

Eq. 4.10 implies that the capacitance of the junction is sensitive to any charges trapped
in the deep levels of the depletion region. Hence, the carrier dynamics of deep levels
can be examined by the time-resolved capacitance spectroscopy method.

Deep Level Transient Spectroscopy (DLTS) was developed by Lang [93] in 1974 to
determine the electronic properties of deep levels in semiconductors such as activation
energy, capture-cross section, and carrier concentration [94,98,132,133]. This method
is based on the time-resolved measurement of the capacitance of a pn junction under
varying bias voltages and temperatures. Quantum dots can capture and emit carriers
similar to the deep levels in semiconductors. Therefore, the same method can be used to
investigate the carrier dynamics of QDs [134,135]. Indeed, DLTS has been successfully
used to study various QD systems [136-142].

In the above, we derived an expression for the capacitance of a on junction in the
static (i.e. not time-dependent) case. To account for the time-dependent case, Eq.
4.10 must be rewritten:

C qni(t)Nopzop
AC(t) = =4/1+ 4.11
( ) C(QD(ii) \/ 65(%1’ - ‘/ext) ( )

4.2.1 Measurement principle

In this section, the DLTS measurement principle for hole emission is described. All
the processes are analogous for electron emission. The sketch of a DLTS sample used
in the work is depicted in Fig. 4.4. It is a n*p diode into which a single QD layer is
embedded. As explained in previous sections, the depletion region occurs mostly on
the p-side of the sample.

Top contact

P

QD
y vV vV VvV Vv Vv VvV Vv \
layer
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P substrate
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Figure 4.4: Schematic representation of a DLTS sample used in this work. A single quantum
dot layer is embedded in n"p diode where the depletion region extends towards p-side. The
charge state of the QDs can be altered by applying a bias voltage. The electronic properties
of the QDs can be examined by time-resolved measurement.
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Figure 4.5: The DLTS measurement cycle for the hole emission from a single QD layer
embedded into n™p diode. (a) The voltage is set to Vi, such that the QD is in depletion
region. The Fermi level is above all the energy levels of QD leading to non-occupied QD. (b)
The voltage is set to V), where the QD is out of depletion region. The Fermi level is under all
the energy levels of QDs. The holes are captured. (c) The QD is fully occupied by holes. (d)
The voltage is re-set to the V,,, voltage such that the QD enters the depletion region resulting
in thermal emission of the holes. During the thermal emission, the capacitance is recorded.

Fig. 4.5 depicts the work cycle on the DLTS sample. The measurement is per-
formed in following order: in initial state, the voltage is set to measurement voltage
V,» at which QD sits in the depletion region. Therefore, the Fermi level lies above all
the energy levels of the QD, the QD, hence, is unoccupied (see Fig. 4.5(1)). Then the
voltage is set to the pulse voltage V}, such that the QD layer lies outside the depletion
region. The Fermi level shifts below all the energy levels of the QD. Now, holes are
captured by the QD and subsequently relax into lowest energy level by dissipating
their excess energy with the mechanism explained in Chapter 2 (see Fig. 4.5(2)). At
steady-state the QD is completely filled by holes (see Fig. 4.5(3)). In the final step,
the voltage is re-set to the V,,,. The QD enters again in the depletion region and the
Fermi level shifts back above all the energy levels of the QD. However, the QD is still
occupied by holes. They are emitted by thermal emission (see Fig. 4.5(4)). From this
moment (#p) until the thermal equilibrium where the QD is completely depleted from
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holes, the capacitance is recorded yielding a capacitance transient curve. According
to the Eq. 4.11 the capacitance transient should be mono-exponential with a specific
time constant 7. Therefore the capacitance transient is given by

C(t) = C(00) — ACy exp ({) (4.12)

where AC) is the amplitude depending on the number of carriers involved and C(c0)
is the steady state capacitance. From the recorded transient the time constant is
extracted. The emission rate e, for holes is defined as the reciprocal of the time
constant (e, = 1/7). Therefore, the activation energy and capture cross section are
derived from the emission rate described in Chapter 2.

For the measurements carried out in this work, the same transient is recorded ap-
proximately 20-30 times in order to enhance the signal-noise ratio [142]. All the process

is repeated at different temperature steps sweeping a temperature range generally from
30 K to 400 K.

4.2.2 Rate window and double-boxcar method

The emission transient from a single energy level should be mono-exponential and 7
should be easily derived from it, as expressed Eq. 4.12. However, in general, multi-
exponential behavior is obtained for the emission process from QDs instead of mono-
exponential behavior due to ensemble broadening, multiple emission paths, and many
particle effects [143]. Therefore, the linear fit of the emission transient is not possible.
The rate window (boxcar) method can be hence used in order to extract the time
constant from a multi-exponential transient.

Fig. 4.6a depicts the protocol of the boxcar method. Two different time points
are chosen for each capacitance transient to define the edges of the boxcar and the
difference in the capacitance across the rate window is calculated:

S(T,t1,t2) = C(T' t2) — C(T, 1) = AC [exp (_%) —exp <_TE}>)] (4.13)

The resulting curve S(7), ¢y, t5) is plotted versus T as shown in Fig. 4.6b. The maximum
of the peak is obtained by differentiating 4.13 with respect to 7 and occurs for:

= Tref (414)

Tref 1s the reference time constant of the rate window and it represents the time constant
of the system at the temperature at which the maximum occurs. Basically, in the
boxcar method, the whole temperature range is swept to find the temperature at which
the reference time constant occurs instead of obtaining the time constant at a given
temperature. However, it should be mentioned that the maximum in the DLTS spectra
occurs only if holes are emitted thermally , because the tunnel emission is independent
of temperature producing only constant DLTS signals.
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Figure 4.6: Schematic depiction of the boxcar method (a) Two different time points are
chosen for each transient at different temperatures to define the edges of the boxcar. (b) The
difference in capacitance at two different time points are plotted against the temperature.
The position of the peak yields the reference time.

For an ensemble of self-organized QDs such as the structure used in this work,
the DLTS signal will be broadened inhomogeneously, representing the mean emission
process of all thermally activated emission processes involved. The energy levels of such
systems are affected by Gaussian braodening. In this case, the derived time constant
is the time constant of the levels at the maximum of the Gaussian [143].

The time constant is equal to the reciprocal of the thermal emission:

1

Tref

~ Eq
= ’YpT2O'p exp (— k‘BT> (4.15)

Eq. 4.15 is rewritten by taking the natural logarithm of both sides:

1
In(Tpef T?y,) = —“T —In(0s) (4.16)
By plotting the In(7,.;727,) at different 7,.; against 1/T Arrhenius plot is obtained.
Then, the activation energy E” is derived from the slope of the linear fit, and the
capture cross section 0,° from the intercept with the y-axis of the linear fit.

4.2.3 Charge selective DLTS measurements

In DLTS measurement the QDs are fully charged with carriers by the pulse voltage
V, and the emission of all bound states is observed. The DLTS spectrum is hence
broadened and a mean activation energy and a mean capture cross section can be
derived. In order to investigate the electronic properties of the samples more accurately,
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the charge selective DLTS method was developed by Geller et al. at TUB [92]. This
method was successfully applied to study the electronic properties of various material
systems [83-85]. The aim of this method is to observe the emission of ideally only
one charge carrier per QD. This method enables the investigation of the energy levels
separately and the determination of the activation energy and the capture cross section
of the ground state. The pulse voltage V,, and the measurement voltage V;,, are divided
into smaller portions to charge and discharge the energy levels one by one.
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Figure 4.7: The charge selective DLTS measurement cycle for the hole emission from a
single QD layer embedded into n*p diode. (a) The voltage set to the V,, such that the Fermi
level is under the first energy level of the QD (b) The voltage is set to the V, shifting the
Fermi level under the energy level of the QD. (c) The holes occupy the second energy level.
(d) The voltage is re-set to the V;, voltage such that the Fermi level returns to its initial
position resulting in the emission of the holes from the second energy level. By this method,
all the energy levels of the QD can be examined one by one by choosing the proper voltage
interval.

Fig. 4.7 depicts the work cycle of the charge selective DLTS. During the charge se-
lective DLTS measurement, the QDs are always located in the depletion region opposed
to the conventional DLTS. Initially, a measurement voltage V,, is chosen such that the
QD is partially occupied (see Fig. 4.7a). Then a pulse voltage V), is chosen moving
the Fermi level towards the higher energy level (see Fig. 4.7b). Now, a hole from the
valence band is captured by the QD due to the presence of an available state (see Fig.
4.7¢). Finally, voltage is re-set to the V;, shifting the Fermi level to its initial position.
The captured hole is now emitted by thermal emission. During emission process, the
capacitance transient is recorded. After the measurement is done, the V;,, and the V,
are increased by AV to investigate the next energy level. By choosing different voltage
values all the energy levels of the QD can be swept. Finally, the activation energy of
the ground state, called localization energy, and its capture cross section are obtained.
The storage time is then calculated from localization energy and capture cross section.

As in conventional DLTS, the capacitance transient is recorded 20-30 times to
enhance the signal-noise ratio and the measurement is repeated at different temperature
steps varying mostly from 30 K to 400 K.
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Summary

e A pn junction is formed by bringing the oppositely doped semiconductors into
an electric contact. At equilibrium, a depleted region from the free carriers
is formed and the either sides of the junction are oppositely charged giving a
rise to a capacitance.

e The capacitance of the junction is sensitive to any charge carriers in the deple-
tion region, hence, the QDs in the junction contribute to the total capacitance.

e In order to determine the activation energy and the capture cross section of
a QD, time-resolved capacitance measurement is used. In this method, the
QDs are filled by a pulse voltage, the pulse voltage is then removed. The
capacitance is recorded during the thermal emission of the carriers.

e The double boxcar method is used for analysis, Two different time points
are chosen for each transient at different temperatures and the difference in
capacitance is calculated. The reference time constant represents the time
constant for the temperature at which maximum occurs. Thermal emission
is equalized to the reciprocal of the reference time constant. The activation
energy and the capture cross section are respectively derived from the slope
and the intercept with y-axis of the linear fit of the Arrhenius plot obtained
through the time constant and the thermal emission.

e The transients recorded by the DLTS consist of the contribution of all the
energy levels of an ensemble of quantum dots. The DLTS spectra is thus
broadened. In order to investigate the electronic properties of the samples
more accurately the Charge Selective DLTS method is employed, which en-
ables us to investigate ideally a single charge carrier per QD.



Chapter 5
DLTS Results - GaSb/GaP

In this chapter the electrical characterization of the samples containing GaSb QD layers
embedded in GaP matrix is presented. The localization energies and the capture cross
sections of each sample are determined by time-resolved capacitance measurement. By
using the mentioned parameters their storage times at room temperature are calculated.

The importance of the GaSb/GaP material system is that it is a completely novel
material system which was grown for first time in 2012 [144, 145], and it is a good
candidate to achieve non-volatility due to its high projected localization energy [25,
146,147]. The samples were grown by MBE by the group of X. Wallart at the University
of Lille, France.

Parts of this chapter have been published [148].

5.1 Growth of the samples

Five different samples are grown with slightly different growth conditions to examine
the effect of growth condition on localization energy and capture cross section. The
schematic structures of the samples are depicted in Fig. 5.1. Four samples out of five
(named QD-1, QD-2, QD-3, and QD-4) contain GaSb QD layers, whereas the fifth
one is a reference sample without a QD layer (named Ref). During the growth of the
samples of QD-1, QD-2, and QD-3, the QD thicknesses and the growth rates are kept
constant to 1.2 ML and 0.2 ML/s, respectively, while temperature is increased in 20
°C steps for each sample. The deposition temperature for QD-1 is 430 °C, 450 °C for
QD-2, and 470 °C for QD-3. For QD-4 the growth rate is halved, while keeping the
rest of parameters constant. Tab. 5.1 shows the growth conditions for all the samples.

For all the samples, a p-doped GaP (001) substrate (nominal p = 1.3 x 10'® cm™3)
is used. A 500 nm thick highly p-doped GaP contact layer (p = 2 x 10'*® cm™2) is grown
at 600 °C at a growth rate of 1 ML/s, whereas a 700 nm thick lowly p-doped GaP
layer (p = 2 x 10'® cm™3) and a 7 nm undoped GaP layer are grown at 560 °C. The
QD layers are grown as reported above. After QD formation, the growth is interrupted
for 50 s to obtain bigger QDs by ripening, hence higher localization energy. Then, the
QDs are capped with 7 nm of undoped GaP at 430 °C at a growth rate of 0.2 ML/s to
stop the ripening of the QDs. Afterwards, a lowly p-doped layer (p = 2 x 101 cm™3) is
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Figure 5.1: Epitaxial structure of the samples containing GaSb QDs embedded in GaP. (a)
The structures of the samples QD-1, QD-2, QD-3, and QD-4. Only their growth conditions
are different. (b) The structure of the reference sample without a QD layer.

grown at 560 °C. As a final step, a highly n-doped layer (n =1 x 10'® cm™3) is grown
at 600 °C to ensure that the top contact is Ohmic. Be atoms for p layers and Si atoms
for n layers are used as dopants.

All the samples are processed by standard optic lithography and dry etching meth-
ods, so that 400 pm and 800 pum diameters mesas are formed. The Ohmic contacts
are thermally evaporated, where Ni/Au-Ge/Au is used on the n side and Ni/Zn/Au
on the p side. After deposition of the contacts, the samples are annealed at 400 °C for
3 minutes in a nitrogen atmosphere.

Fig. 5.2a shows an Atomic Force Microscope (AFM) micrograph of a sample

Sample | Temperature (°C) | Thickness (ML) | Rate (ML/s)
Ref n/a n/a 0.2
QD-1 430 1.2 0.2
QD-2 450 1.2 0.2
QD-3 470 1.2 0.2
QD-4 470 1.2 0.1

Table 5.1: The growth conditions of the samples. The QD thickness and the growth rate are
kept constant during the growth of QD-1, QD-2, and QD-3, while the growth temperature
is increased in 20 °C steps. For the QD-4 the growth rate is halved and the remaining
parameters are kept constant.
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Figure 5.2: (a) The AFM picture of a GaSb/GaP QDs sample, and (b) the HAADF-SEM
picture of a single QD from the same sample.

identical to QD-4 up to the QD layer. The QDs can be clearly seen. Their average
lateral size is ~36 nm, their height ~8 nm, and their density 9 x 10° cm~2. Fig. 5.2b
shows the high annular dark field anaylsis (HAADF) - scanning electron microscope
(STEM) image of a single QD from the same sample [149].

5.2 Capacitance-Voltage (CV) Characterization

Capacitance-voltage (CV) measurement were performed on all the samples to identify
the voltage values where the QDs are completely filled by holes and depleted from
holes, which are used for the DLTS measurement. CV measurements were performed
at four different frequencies: 1 kHz, 10 kHz, 100 kHz, and 1 MHz. The voltage was
swept from V' = —1 V (forward bias) to V = 10 V (reverse bias) in 0.05 V step. The
temperature was swept from 100 K to 400 K in 50 K steps.
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Figure 5.3: (a) CV profile of QD-3 at 1 kHz at 350 K. A plateau attributed to the QDs can
be seen. (b) Second derivative of the CV profile of QD-3. The maximum and the minimum
voltages become more visible.

Fig. 5.3a shows the CV profile of QD-3 at 1 kHz at 350 K. A plateau attributed
to the QDs can be clearly seen between -0.5 V (forward bias) and 4.5 V (reverse
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bias). These values represent the voltage values where the QDs are fully filled and
completely depleted, and they are needed to specify the voltage interval in the DLTS
measurement. Fig. 5.3b shows the second derivative of the CV curve. The maximum
and the minimum values can be clearly seen.

5.3 Conventional DLTS

Conventional DLTS was performed on all the samples to determine the mean activation
energy and the mean capture cross section. The voltage values used in the DLTS
measurement were specified by the CV measurement for each sample. The rest of the
parameters are the same for all the samples. The pulse voltage last 5 s, whereas the
measurement voltage lasts 95 s. The temperature was swept from 200 K to 400 K in
2 K steps. The capacitance transients were measured at a frequency of 1 MHz and an
AC voltage of 100 mV. The transients were recorded 10 times to enhance the signal-
to-noise ratio. Results were analyzed with the double-boxcar method. ¢; ranges from
1 s to 27 s, whereas ty = 3t; and t,, = 0.5¢t;. These parameters yield reference times
Tref between 2 s and 56 s.
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Figure 5.4: (a) Conventional DLTS results of all GaSb/GaP samples at 7..; = 27 s. (b)
Arrhenius plots of the same measurements.

Fig. 5.4 shows the DLTS signal for all the samples for 7,.; =27 s. The reference
sample presents a very small peak centered around 320 K shown as a black line. The
samples QD-1, QD-2, and QD-3 have similar DLTS signals drawn as red, blue and pink
lines, respectively. All of them represent a peak centered around 300 K suggesting that
they have similar localization energies. The sample QD-4, however, has a different
behavior. A peak appears at a higher temperature, around 365 K. This implies that
QD-4 has the highest localization energy.

The maximum points of DLTS peaks with the different reference times are chosen
and plotted in the Arrhenius plot. The slope of the linear fit of the Arrhenius plot
yields the mean activation energy, whereby its intercept with the y-axis yields the
mean capture cross section. The activation energies and the capture cross section for
each sample are listed in Tab. 5.2 with their error margins.
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Sample | E, (meV) 0o (cm?)
Ref | 852 (£9) |9 x 10~ (0.1)
QD-1 | 790 (£10) | 6 x 1015 (0.2)
QD-2 | 850 (£10) | 9 x 107 (0.2)
(0.4)
(0.2)

QD-3 | 860 (£20) |2 x 1074
QD-4 | 1030 (£10) | 5 x 10~

Table 5.2: The mean localization energies and the mean capture cross sections of the samples
obtained by conventional DLTS.

The mean activation energy for QD-1, QD-2, and QD-3 are all close to each other
varying from 790 meV to 860 meV. The mean activation energy for QD-4 is considerably
higher than the others, which is E, =1.03 (£0.01) eV with an associated mean capture
cross section of 5 x 107 ¢cm? with an uncertainty of 0.2 orders of magnitude.

5.4 Charge Selective DLT'S

As explained in Chapter 4, the DLTS measurement detects the signal from the different
QDs and the different energy levels, so that it yields the mean activation energy and
the mean capture cross section. By charge selective DLTS the signal from ideally only
one hole per QD can be detected enabling us to investigate the energy levels of the
QDs separately. Hence, the localization energy and its associated capture cross section
can be determined, which are expected to be higher than the mean activation energy
and the mean capture cross section.

Charge selective measurements were performed on all the samples. The pulse and
measurement voltages are determined using the CV measurement for each sample. The
rest of the parameters are same for all the samples. The pulse time lasts 5 s, whereas
the measurement pulse lasts 95 s. The temperature was swept from 200 K to 400 K in
2 K steps. The transients were recorded 10 times to improve the signal-to-noise ratio.
DLTS signals were analyzed with double-boxcar method. ¢; ranges from 1 s to 27 s,
whereas ty = 3t; and t4, = 0.5¢;. These parameters yield reference times 7,.; between
2 s and 56 s.

5.4.1 Sample Ref

Measurement voltage V,, ranges from -0.5 V to 3 V in 0.5 V steps, whereas pulse
voltage V,, = V,,, — 0.5 V. The DLTS signals for the reference time of 27s are shown
in Fig. 5.5. There is no single peak at any of the measurement voltages, which is
the expected behavior since the sample does not have a QD layer, thus any internal
energy level. However, a small peak was detected by the conventional DLTS for the
same sample. That signal is attributed to deep defect levels and the charge selective
DLTS is suitable for only self-organized QDs, not for deep defect levels. Because deep
defects are distributed uniformly in the bulk of material and the small range of applied
voltage in charge selective DLTS is not sufficient to detect deep defects.
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Figure 5.5: Charge Selective DLT'S result of the reference sample for 7.y = 27 s. No peak
can be seen due to the absence of QDs.

5.4.2 Sample QD-1

Measurement voltage V,, ranges from 0 V to 10 V in 1 V steps, whereas pulse voltage
V, = Vi — 1 V. The DLTS signals for 7,.; = 27 s are shown in Fig. 5.6a. A single
peak can be seen for all the measurement voltages. The peak is centered around 200
K at V,,, = 0 V, and shifts towards higher temperature with increasing bias. A peak is
centered around 300 K at V,, = 10 V.

1.8 Tref=27s a)_ —~ %00 b)
15 V=V -1V T e
’ P m Vi = L 700
121 ov] LT el

o

e

El AN

5 09 éR 500 |——+——t——+——t+——+——t+——+——

) Lc 1411

” o,ebﬁﬁlL o ) 10

: JL¥ IS 12

2 03t ZE N 110
0,0 . . , ~10 V4 CI 110

200 250 300 350 400 -1 01 2 3 456 7 8 9 1011
Temperature (K) Reverse Bias (V)

Figure 5.6: (a) Charge Selective DLTS result for 7.y = 27 s, from V;;, =0 V to V,, = 10,
Vp = Vi, — 1V, (b) activation energies, and (c) capture cross sections.

For each measurement voltage, an activation energy and a capture cross section
are determined from the Arrhenius plot. Accordingly, the activation energy starts from
578 (£6) meV at V,, = 0 V and increases gradually until 900 (£20) meV at V,, = 10 V
as shown in Fig. 5.6b. The last activation energy represents the localization energy of
the sample. The capture cross section starts from 9 x 107 cm? at V,,, = 0 V (with an
uncertainty of 0.1 orders of magnitude) and increases with increasing bias. At V,, = 10
V the capture cross section is determined to be 4 x 10713 ¢cm? (with an uncertainty of
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0.3 orders of magnitude) shown in Fig. 5.6¢c.

To conclude, the localization energy of the sample QD-1 is determined to be 900
(£20) meV with the associated capture cross section of 4 x 107! cm? (with an uncer-
tainty of 0.3 orders of magnitude).

5.4.3 Sample QD-2

Measurement voltage V,, ranges from 0 V to 10 V in 1 V steps, whereas the pulse
voltage V,, = V;,, — 1 V. The DLTS spectra for the reference time of 27 s are shown in
Fig. 5.7a. A single peak can be seen for all the measurement voltages except V,,, =0
V. A peak is centered around 250 K at V,,, = 1 V. Then the peak shifts towards higher
temperatures until 350 K at V,, = 8 V. It should be noted that the DLTS spectra
of QD-2 is more noisy than the previous sample, which originates from either the
structural integrity of the sample or the contact quality.
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Figure 5.7: (a) Charge Selective DLTS result for 7.y = 27 s, from V;;, =1 V to V,;, = 10
V, V, =V, —1V, (b) activation energies, and (c) capture cross sections.

The activation energy starts from 687 (£7) meV at V,,, = 1 V and increases
gradually until 1.10 (£0.03) meV at V,,, = 10 V shown in Fig. 5.7b. The last parameter
represents the localization energy of the sample. The capture cross section starts from
5x 107" em? at V,, = 1 V (with an uncertainty of 0.2 orders of magnitude) and
increases gradually until 4 x 107" cm? at V,, = 10 V (with an uncertainty of 0.5 orders
of magnitude) shown in Fig. 5.7c.

To conclude, the localization energy of the sample is determined to be 1.10 (£0.03)
eV with the associated capture cross section of 4 x 107! cm? with an uncertainty of
0.5 orders of magnitude.

5.4.4 Sample QD-3

Measurement voltage V,, ranges from 0 V to 6 V in 1 V steps, whereas pulse voltage
V, = Vi, —1 V. The DLTS signals for the reference time of 27 s from V,,, =2V to V,, =5
V are shown in Fig. 5.8a. At the other measurement voltage the sample presents no
signal. A single peak can be seen for all the mentioned measurement voltages. A peak
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appears around 300 K at V,,, = 2 V and shifts slightly towards higher temperatures
until 325 K at V,,, =5 V. For this sample less number of peaks appear than the other
samples. This could imply that the sample has less bound states.
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Figure 5.8: (a) Charge Selective DLTS result for 7.y = 27 s, from V,,, =2 V to V,, = 5,
Vp = Vi, — 1V (b) activation energies, and (c) capture cross sections.

The activation energy starts from 960 (+6) meV at V,, = 2 V and remains almost
same for the next two measurement voltages. Finally, it increases to 1.07 (£0.01) eV at
V., = 5 V. This pattern confirms the argument above that the sample has less bound
states. The capture cross section starts from 8 x 107! ¢cm? at V,, = 2 V (with an
uncertainty of 0.1 orders of magnitude) and remains almost unchanged until the last
measurement voltage V;, = 5, which is 7 x 107! cm? (with an uncertainty of 0.2 orders
of magnitude).

To conclude, the localization energy of the sample is determined to be 1.07 (£0.01)
eV with the associated capture cross section of 7 x 107!? ¢cm? with an uncertainty of
0.2 orders of magnitude.

5.4.5 Sample QD-4

Measurement voltage V,,, ranges from -1.5 V to 4 V in 0.5 V steps, whereas pulse voltage
Vy, =V, — 0.5 V. The DLTS signals for the reference time of 27 s for the measurement
voltage from V,, = —1.5 V to V,,, = 3 V are shown in Fig. 5.9a, while the remaining
spectra are excluded due to having small signals assumed that they originate from the
defect levels. A single peak can be seen for all the measurement voltages. A peak
appears around 290 K for V,, = —1.5 V and shifts towards higher temperatures until
3710 K at V,,, =3 V.

The activation energies and the capture cross sections are extracted from the
Arrheinus plot. Accordingly, the activation energy starts from 735 (+7) meV at V,,, =
—1.5 V and increases gradually until 1.18 (£0.01) eV at V,, = 3 V. The capture cross
section starts from 2 x 107 em? at V,,, = —1.5 V (with an uncertainty of 0.1 orders
of magnitude) and increases gradually until 1 x 1072 ¢cm? at V,,, = 3 V (with an
uncertainty of 0.1 orders of magnitude).
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Figure 5.9: (a)Charge Selective DLTS result of the sample 1-QD-4, (b)activation energies,
and (c) capture cross sections

To sum up, the localization energy of the sample is determined to be 1.18 (£0.01)
eV with the associated capture cross section of 1 x 107'2 cm? with an uncertainty of
0.1 orders of magnitude.

5.5 Storage Time

Storage time is calculated using localization energy and capture cross section !. Tab.
5.3 shows the activation energies, the capture cross sections, and the storage times for
holes at room temperature for all the samples.

Storage time was not calculated for the reference sample, since it does not contain
a quantum dot layer. The localization energy of QD-1 is determined to be 900 (£20)
meV with the associated capture cross section of 4 x 10713 cm? with an uncertainty of
0.3 orders of magnitude. Accordingly, the storage time for holes at room temperature
is calculated to be 30 s (with an uncertainty of 0.1 orders of magnitude). For QD-2, the
localization energy is determined to be 1100 (£30) meV with the associated capture
cross section of 4 x 107! em? with an uncertainty of 0.5 orders of magnitude, yielding
the storage time of 850 s (with an uncertainty of 0.07 orders of magnitude) for holes at
room temperature. The increase in storage time in comparison to the previous sample
originates from the fact that the latter sample has larger localization energy. The
storage time for QD-3 is calculated to be 1100 s (with an uncertainty of 0.04 orders of
magnitude) at room temperature with the localization energy of 1.07 (£0.01) eV with
the associated capture cross section of 7 x 1072 cm? with an uncertainty of 0.2 orders
of magnitude. Although the sample has smaller localization energy than the previous
sample, its storage time is longer based on the fact that its capture cross section is
smaller than the previous sample. The last sample, QD-4, has the largest localization
energy, 1.18 (40.01) with the associated capture cross section of 1 x 107'? cm? with
an uncertainty of 0.1 orders of magnitude, since it was grown with the most optimized
parameters, thus, it has also the longest storage time, 3.9 days (with an uncertainty

!Storage time is the reciprocal of the thermal emission rate
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Sample E, (eV) 0o (cm?) 7 (at 300 K)
Ref n/a n/a n/a
QD-1 | 0.90 (£0.02) | 4 x 1073 (0.3) | 30 (0.1) s
QD-2 | 1.10 (£0.03) | 4 x 101 (0.5) | 850 (0.07) s
QD-3 | 1.07 (£0.01) | 7 x 1072 (0.2) | 1100 (0.04) s
QD-4 | 1.18 (£0.01) | 1 x 1072 (0.1) | 3.9 (0.04) d

Table 5.3: Summary of the all localization energy Fj,., capture cross sections o, and the
storage times at room temperature for holes 7 of all the samples.

of 0.04 orders of magnitude) at room temperature. This value is the longest value
which has been ever reported and represents an increase by 3 orders of magnitude in
comparison to the last reported structure [19].

5.6 Discussion

In this chapter, the results of the GaSb/GaP structures grown under slightly different
conditions to investigate the effect of the growth condition on localization energy and
capture section were presented. The importance of the GaSb/GaP material system
is that it is a completely novel material system which was grown for first time in
2012 [144,145], and it is a good candidate to achieve non-volatility due to its projected
high localization energy of 1.4 eV [25,146,147]. The results clearly show that there is
a relation between the growth condition and the electronic properties of QDs.

For the first three sample, QD-1, QD-2, and QD-3, the QD layer thicknesses and
the growth rates are fixed to 1.2 ML and 0.2 ML/s, respectively, while the growth
temperature is increased in 20 K step for each sample. Accordingly, QD-1 is grown at
430 K and it has the smallest localization energy. The temperature is increased to 450 K
for QD-2 resulting in an increase of 200 meV in localization energy. The temperature
is again increased to 470 K for the QD-3, however, there is no further increase in
localization energy regarding the error margins. For the QD-4, the temperature is kept
constant in 470 K beside the QD thickness of 1.2 ML /s, while the growth rate is halved.
As a result, the localization energy is increased by additional 100 meV.

Higher temperature has two different effects: first one is a higher surface mobility,
which leads to larger QDs. Second effect is the lower defect density leading to the
QDs with higher structure quality. A reduction in growth rate increases the growth
time. Therefore, the QDs have much more time to ripen causing the formation of the
larger QDs. Both higher temperature and the slower growth rate lead to larger QDs.
According to the 8-band k - p calculations the larger QDs lead to larger localization en-
ergies (see Sec. 1.4.2). It is concluded that the results are compatible to the theoretical
predictions.

It should be noted that there is a discrepancy between the projected and the
obtained localization energy of the GaSb/GaP system. The projected value is reported
to be 1.4 eV [146] and the largest localization energy is determined to be 1.18 (£0.01)
eV. This discrepancy originates from the intermixing of P and Sb atoms in QDs, which
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was not taken into account in the simulations.

Similar to the localization energy, the capture cross section also depends on the
growth condition since the size of QDs changes based on the growth condition. How-
ever, the capture cross sections determined in this study do not show any clear trend
opposed to the localization energy. The capture cross section is a complicated param-
eter and requires much more study to be well understood. Unfortunately, it is out of
the scope of this work.

Based on the results, storage time has a trend. For the first sample it is calculated
to be 30 s (with an uncertainty of 0.1 orders of magnitude). Then, the storage time
for QD-2 is calculated to be 850 s (with an uncertainty of 0.07 orders of magnitude).
The increase in storage time originates from the increase in localization energy. The
storage time for QD-3 is further increased to 1100 s (with an uncertainty of 0.04 orders
of magnitude) due to the decrease in capture cross section. Finally, the storage time
of QD-4 is calculated to be 3.9 days (with an uncertainty of 0.04 orders of magnitude),
which is the longest storage time value ever reported.

Although the reported storage time value is the longest one, it is still far from
the desired value of 10 years. In order to increase the storage time, either localization
energy has to be increased or capture cross section has to be decreased. This study
shows that different growth conditions change the electronic properties of QDs such as
localization energy and capture cross section. Therefore, further alterations in growth
condition result in larger localization energy as a result of having larger QDs, thus
a longer storage time. Regarding this fact and the presented results, an increase in
the localization energy or a decrease in the capture cross section of the presented
structure can yield the desired storage time of 10 years. For instance, the localization
energy of QD-4 is determined to be 1.18 (£0.01) eV with an associated capture cross
section of 1 x 10712, In order to achieve non-volatility with this sample, decreasing
its capture cross section to 1 x 107'° could be sufficient with the same localization
energy. Alternatively, its localization energy could be increased to 1.35 eV with the
same capture cross section.

To conclude, based on both theoretical calculation [25,146,147] and presented ex-
perimental results, GaSb/GaP is a promising material system to achieve non-volatility.
In order to further increase the storage time either the localization energy has to be
increased or capture cross-section engineering has to be developed in order to fine-tune
the capture cross-section.
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Summary

e The GaSb/GaP QD system is a novel system, which was grown for first time in
2012. This material combination is a good candidate to achieve non-volatility,
the 10 years of storage time at room temperature, due to its projected high
localization energy of 1.4 eV.

e Different samples were grown under slightly different growth conditions to
examine the effect of growth condition on the electronic properties of QDs
such as localization energy and capture cross section. Accordingly, the growth
temperature is increased in 20 C steps for the first three samples changing
from 430 C to 470 K, while keeping the growth rate and the QD thickness
constant. For the fourth sample the growth rate is halved, while the remaining
parameters are kept constant.

e Localization energy has a trend. When the temperature is increased by 20
C, the localization energy is increased by 200 meV. However, the localization
energy is not further increased (within the error margin) by further increase
in temperature. On the other hand, the localization energy is increased by
100 meV by halving the growth rate. Higher temperature has two effect on
QDs: It yields larger QDs as a result of higher surface mobility and QDs with
higher structure quality as a result of lower defect density. Larger quantum
dots lead to higher localization energy.

e Capture cross section also changes based on growth condition. However, no
clear trend is apparent for capture cross section in this study. Capture cross
section is a complex parameter and much more studies are needed to under-
stand it well.

e Storage time is increased constantly for each sample. For QD-2 the storage
time is increased due to the increase in localization energy. For QD-3 a de-
crease in capture cross section leads to longer storage time. For QD-4 the
longest storage time is obtained due to its large localization energy.

e Although the longest storage time is reported, it has to be improved to achieve
non-volatility. An increase in localization energy or a decrease in capture cross
section could lead to non-volatility. Such structure can be obtained by altering
growth conditions. It is concluded based on the results that the GaSb/GaP
material combination is a promising candidate for non-volatility.



Chapter 6
DLTS Results - InGaSb/GaP

This chapter presents the results of the samples containing of InGaSb quantum dot
layers embedded in GaP matrix. The localization energies and the capture cross sec-
tions of the samples are determined by time-resolved capacitance measurement. Their
storage times at room temperature are calculated using the determined localization
energies and the capture cross sections.

InGaSb/GaP is a novel material combination. This work reports on the first
ever characterization of this material system. This material combination is also a
good candidate to achieve non-volatility according to its estimated high localization
energy [25,150] and the experimental works performed on similar structures! [19,87].
Besides, for first time, Carbon atoms are used as dopant in GaP to prevent some of
the issues caused Zn doping, which is the standard doping for p-GaP. The structures
are grown by MOCVD method at Technische Universitat Berlin by E. Sala.

Parts of this chapter have been submitted to Phyica Status Solidi (a)?.

6.1 Growth of the Samples

Four different samples having different quantum dot layer and barrier layer are grown
by MOCVD method: one sample with only an InGaSb QD layer in GaP (named Only-
QD), two samples with an InGaSb QD layer in GaP and an additional AIP barrier
(named QD-Barl and QD-Bar2), and the last one, the reference sample, with only
an AP barrier (named Only-Bar). The schematic of the samples are depicted in Fig.
6.1. All the structures are in the form of n™p diode grown on a p-doped GaP (001)
substrate (nominal p = 1.15 x 10'® cm™3). After the substrate, a 300 nm p-doped GaP
layer (nominal p =5 x 10'6 ecm™2) is deposited at 620 °C for all the sample. The layer
is doped with C atoms by using carbon trichloro-bromide (CCl3Br) as precursor with
an input flux of ~1.1 gmol/min and V/III ratio of 13. Then, an AIP barrier is grown
at 800 °C for the samples of Only-Bar, QD-Barl and QD-Bar2. The additional barrier
acts as the emission barrier for charge carriers in QDs and is used to further increase

!Structures based on In,Ga;_,As/GaP
2E. M. Sala, I. F. Arikan, L. Bonato, F. Betram, P. Veit, J. Christen, A. Strittmatter, and D.
Bimberg, "MOVPE-growth of InGaSb/AlP/GaP(001) quantum dots for nano-memory applications.”
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Figure 6.1: Epitaxial structure of the samples consisting of InGaSb quantum dot layer
embedded in GaP. (a) Only-Bar. A reference sample containing only AIP barrier layer without
a quantum dot layer. (b) QD-Barl with an InGaSb QD layer embedded in GaP with an
additional AIP barrier. (c) QD-Bar2, identical to the QD-Barl with the distinction that its
Sb flush is 4 s. It was 2s for QD-Barl. (d) Only-QD, without AIP barrier.

the localization energy of the QD, hence the storage time. The AIP barrier is capped
with a GaP layer to prevent AIP from adsorbing the impurities during the cooling
down step before the growth of QDs. Afterwards, a GaAs interlayer, to enable the
formation of QD layer, and an InGaSbh QD layer are grown at 500 °C. The QD layer is
then capped with a 6 nm undoped GaP to stop ripening of the QDs. Thereafter a 500
nm p-doped GaP layer (nominal p = 5 x 10! cm™3) is deposited at 620 °C. Finally,
the structure is completed with a 400 nm highly n-doped layer (nominal n =5 x 10'8
cm?) at 620 °C to insure the Ohmic top contact. Si atoms are used as dopant for the
last segment.

The difference between QD-Barl and QD-Bar2 is the exposure time of Sb. It is
2 s for the former, while 4 s for the latter. Sb-soaking is performed prior to the QD
formation with a Triethyl-Antimony (TESb) input flux kept constant at 2.6 ymol/min.
The properties of the quantum dots such as localization energy and capture cross
section on which storage time depend can be altered through Sb-soaking [151,152]. In
order to examine the effect of Sb-flush on localization energy and capture cross section,
thus on the storage time, two identical sample exposed to Sb for different time of period
are grown.

The p-doping of GaP in the structures is carried out by using C atoms for first
time. Zn atoms has been so far used as dopants [153, 154], however, it causes some
important side effects such as the memory effect [155,156], a high diffusivity [157,158],
and the high ionization energy of Zn [159]. The use of C atoms as dopants does not
present these issues [159], yielding better structures, thus better results.

The samples are processed via standard optical lithography and dry etching meth-
ods. Ni/Au-Ge/Au top contacts with diameters of 400 pm and 800 pum are thermally
evaporated on the highly n-doped layer. The reason to have the contacts in two dif-
ferent sizes is to have flexibility in the measurements. Because the larger mesas yield
the more intense DLT'S signal while the smaller mesas yield the smaller RC low-pass
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0 nm

Figure 6.2: (a) The AFM picture of an InGaSb/GaP QDs sample, and (b) the TEM picture
of a cross section of the quantum dot layer.

filter effect. On the back side of the structures (on the p-doped substrate) Ni/Zn/Au
back contacts are deposited. After deposition the samples are annealed at 400 °C for
3 minutes in Nitrogen atmosphere.

Fig. 6.2a shows the AFM picture of QD-Barl up to the QD layer. The QDs
have the literal size of 28 (£4) nm, and the height of 2.3 (£0.4) nm with density of
~ 1.5x 10" cm?. Fig. 6.2b shows the transmission electron microscopy (TEM) picture
of QD-Barl. The cross section of the QD layer is clearly visible.

6.2 Conventional DLTS

Conventional DLTS have been performed on all the samples in order to obtain the
mean activation energies and the mean capture cross sections of the samples. For all
samples, the pulse voltage V), was set to 0 V and the measurement voltage V,,, to 6 V
(reverse direction). The choice of the voltages is based on the CV measurements. The
pulse length is 0.2 s and the measurement time is 1.8 s for Only-QD, while they are
0.5 s and 2.5, respectively, for Only-Bar, and for QD-Barl and QD-Bar2, 2 s and 8 s,
respectively. The pulse length and the measurement time are increased for QD-Barl
and QD-Bar2, because much more time is needed to fill and deplete the QDs as they
are expected to have larger activation energy due to the presence of additional barriers.
The temperature was swept from 50 K to 400 K in 5 K steps for all the samples. The
capacitance transients were measured at a frequency of 1 MHz and an AC voltage
of 100 mV. The transients were recorded 20 times to enhance the noise-signal ratio.
Results were analyzed with the double-boxcar method. The reference times 7,.; for all
the samples ranges between 0.5 s and 5 s.

The DLTS signals of the samples for 7,.; = 1.6 s are shown in Fig. 6.3. Only-QD
sample presents one single peak centered around 110 K (black line). For the Only-
Bar a single peak is centered around 230 K shown (red line). QD-Barl and QD-Bar2
have similar DLTS signals shown (green and blue lines), respectively. A single peak
is centered around 350 K for QD-Barl, while a single peak is centered around 360 K
for QD-Bar2. These DLTS spectra suggest that QD-Barl and QD-Bar2 have larger
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Figure 6.3: (a) Conventional DLTS results of all InGaSb/GaP samples for 7,.; = 1.6 s. (b)
Arrhenius plots of the same measurements.

localization energy in comparison to Only-QD and Only-Bar samples as expected due
to the additional barriers.

The activation energies and the capture cross sections are extracted from the
Arrhenius plot and listed in Tab. 6.1 with their error margins. Only-QD has the
smallest activation energy, F, = 0.290 (£0.006) eV with an apparent capture cross
section 0o = 5 x 1072, Only-Bar has no QD layer, however, its activation energy
represents the height of the energy barrier formed by AIP on GaP. It is determined
to be E, = 0.63 (£0.01) eV and this value is in agreement with values available
in literature, which range from 0.34 eV to 0.69 eV [25]. The activation energies for
QD-Barl and QD-Bar2 samples are determined to be E, = 0.86 (£0.01) eV and
E, = 0.96 (0.02) eV, respectively. Their capture cross sections are o, = 1 x 1071
and 0o = 5 x 10713, respectively. It should be noted that the activation energies for
QD-Bar samples represent the sum of the activation energy of the QD and the barrier.
Therefore, the activation energies of QD-Bar samples are consistent with the sum of
the activation energies of Only-QD and Only-Bar samples (i.e. 0.92 (£0.01) eV).

6.3 Charge Selective DLT'S

The charge selective DLTS measurement were performed on all the samples to deter-
mine their localization energies and capture cross sections, except Only-Bar sample
since it does not have a QD layer, thus no internal energy levels. The pulse and the

Sample E, (eV) o (cm?)
Only-QD | 0.290 (£0.006) | 5 x o (0.1)
Only-Bar | 0.63 (£0.01) | 7 x 1072 (0.1)

( (0.1)
( (0.1)

QD-Barl | 0.86 (40.01) |1x 1071
QD-Bar2 | 0.96 (£0.02) |5 x 10713

Table 6.1: Conventional DLTS results of the samples.
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measurement voltages are chosen based on the CV measurement for each sample.

6.3.1 Only-QD

The measurement voltage V,, ranges from 1 V to 6 V in 1 V steps, whereas pulse
voltage V), = V,,, — 1 V. The pulse time is 0.5 s and transients are recorded for 2.5 s.
Each transient is recorded 30 times to increase the signal-noise ratio. The temperature
is swept from 50 K to 400 K in 5 K steps. The analysis is performed via double-boxcar
method with the setting of ¢; varies from 30 ms to 300 ms, t, = 10.t; and t4,. =0.5
yielding reference time 7,5 between 0.1 s and 1.2 s.
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Figure 6.4: (a) Charge selective DLTS result of only-QD for 7.y = 0.4 s, (b) activation
energies, and (c) capture cross sections

Fig. 6.4a shows the DLTS spectra for 7.y = 0.4 s. A single peak for each
measurement voltage can be seen. The peak is centered around 140 K at V,, =1V
and slightly shifts towards higher temperature with increasing measurement voltage.
At V,, = 6 V the peak is centered around 150 K. It should be noted that the shift in
temperature depending on the measurement voltage is small. It can be justified that
the internal energy levels of the sample are localized very closely.

An activation energy and a capture cross section are determined for all the mea-
surement voltages. Accordingly, the activation energy starts from 0.295 (£0.006) eV at
V,» = 1 V and increases with the increasing measurement voltage. At the last measure-
ment voltage ( at V,, = 6 V), which represents the localization energy of the sample,
it is determined to be 0.370 (£0.008) as shown in Fig. 6.4b. The capture cross section
starts from 4 x 107! ¢m? (with an uncertainty of 0.1 orders of magnitude) at V,, = 1
V and increases until 2 x 107'? ¢cm? (with an uncertainty of 0.1 orders of magnitude)
at V,,, = 6 V as shown in 6.4c.

To conclude, the localization energy of the sample is determined to be 0.370
(£0.008) with an associated capture cross section of 2 x 107!2 ¢m? with an uncer-
tainty of 0.1 orders of magnitude.
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6.3.2 QD-Barl

The measurement voltage V,, ranges from 1 V to 6 V in 1 V steps, whereas pulse
voltage V,, = V,,, — 1 V. The pulse time lasts 0.5 s, while measurement time lasts 8 s.
Each transient is recorded 30 times to enhance the signal-noise ratio. The temperature
is swept from 250 K to 400 K in 5 K steps. The setting in double-boxcar method is
that ¢, varies from 50 ms to 500 ms, ¢y = 10.t; and ¢4, = 0.5. The reference time 7,.¢
ranges between 0.2 s and 2.5 s.
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Figure 6.5: (a) Charge Selective DLT'S result of the QD-Barl sample for the reference time
Tref = 1.2's, (b) activation energies, and (c) capture cross sections

Fig. 6.5a shows the DLTS spectra for 7., = 1.2 s. A single peak for each
measurement voltage can be seen. The peak is centered around 340 K at V,,, =1V and
remain almost unchanged until V,,, = 5 V., then it shifts towards higher temperature.
At V,,, = 6V the peak is centered around 360 K. This behavior is similar to the previous
sample’s behavior that the DLTS signal slightly shifts towards higher temperature due
to the closely-spaced internal energy levels.

An activation energy and a capture cross section are determined for all the mea-
surement voltages. The activation energy starts from 0.953 (+0.01) eV at V,, =1V
and increases with the increasing measurement voltage. At V,,, = 6 V, which represents
the localization energy of the sample, is determined to be 1.15 (£0.02) (see Fig. 6.5b).
The capture cross section shows the similar behavior. It starts from 2 x 107! cm?
(with an uncertainty of 0.2 orders of magnitude) at V,,, = 1 V and ends up of 9 x 10~
cm? (with an uncertainty of 0.2 orders of magnitude) at V,, = 6 V as shown in 6.5c.

To sum up, the localization energy of the sample is determined to be 1.15 (£0.02)
with the associated capture cross section with 9 x 107! cm? with an uncertainty of 0.2
orders of magnitude.

6.3.3 QD-Bar2

The same parameters used for QD-Barl are used for QD-Bar2. Accordingly, the mea-
surement voltage V,, ranges from 1 V to 6 V in 1 V steps, whereas pulse voltage
Vp = Vi — 1 V. The pulse time is 0.5 s, while measurement time is 8 s. Each transient
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is recorded 30 times to improve the signal-noise ratio. The temperature range is from
250 K to 400 K in 5 K steps. The setting in double-boxcar method is that t; varies
from 50 ms to 500 ms, ¢y = 10.t; and ¢4, =0.5. The reference time 7, ranges between
0.2 s and 2.5 s.
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Figure 6.6: (a) Charge Selective DLTS result of the QD-Bar2 sample for the reference time
Tref = 1.2 s, (b) activation energies, and (c) capture cross sections

Fig. 6.6a shows the DLTS spectra for 7., = 1.2 s. A single peak for each
measurement voltage can be seen. The peak is centered around 345 K at V,, =1V
and increases with increasing measurement voltage towards higher temperature. At
V,, = 6V, the peak is centered around 355 K. Similar to the trend, amount of the shift
in temperature range is small justified with having closely-spaced internal levels. It is
concluded that this behavior originates from the material itself based on the results of
all the samples and the results of the similar structures [19,87].

An activation energy and a capture cross section are determined for all the mea-
surement voltages. The activation energy starts from 0.959 (+0.01) eV at V,, =1V
and increases with the increasing measurement voltage. At V,, = 6 V it is determined
to be 1.13 (£0.02) as shown in Fig. 6.6b. The capture cross section shows a similar
behavior. It starts from 2 x 10713 ¢cm? (with an uncertainty of 0.2 orders of magni-
tude) at V,, =1 V and ends up of 5 x 107! ¢cm? (with an uncertainty of 0.2 orders of
magnitude) at V,, = 6 V as shown in 6.5c.

To sum up, the localization energy of the sample is determined to be 1.13 (30.02)
with the associated capture cross section of 5 x 107 ¢m? with an uncertainty of 0.2
orders of magnitude.

6.4 Storage Time

Tab. 6.2 shows the localization eneries F,, the capture cross sections 0., and the
storage times 7 for holes at room temperature for Only-QD, QD-Barl, and QD-Bar2
with their error margins.

Localization energy of Only-QD is determined to be 0.370 (40.008) with an as-
sociated capture cross section of 2 x 1071? ¢m? (with an uncertainty of 0.1 orders of
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Sample E, (meV) 0o (cm?) 7 (s) (at 300K)
Only-QD | 0. 370 (£0.008) | 2% 102 (0.1) | 8 x 1079 (0.1)
QD-Barl | 1.15 (£0.02) | 9x 107" (0.2) | 3200 (0.1)
QD-Bar2 1 13 (£0.02) | 5x 1071 (0.2) | 2500 (0.1)

Table 6.2: Charge Selective DLTS and the storage times

magnitude). Using these values, the storage time for holes at room temperature is cal-
culated to be 8 x 1079 s (with an uncertainty of 0.1 orders of magnitude). For QD-1, the
localization energy is determined to be 1.15 (40.02) with the associated capture cross
section with 9 x 107! ¢cm? (with an uncertainty of 0.2 orders of magnitude), yielding a
storage time of 3200 s (~ 1 hour) (with an uncertainty of 0.1 orders of magnitude). For
QD-Bar2, the localization energy is determined to be 1.13 (£0.02) with the associated
capture cross section with 5 x 107! c¢m?, yielding a storage time of 2500 s (with an
uncertainty of 0.1 orders of magnitude).

To sum up, the longest storage time for holes at room temperature is calculated for
QD-Barl sample. Considering that this is the first attempt ever at QD-based storage
in InGaSb/GaP, a storage time of ~ 1 hour is a promising result.

6.5 Discussion

In this chapter, the results of the InGaSb/GaP structures were presented. This material
combination is novel and reported for first time in this work. During the growth of
the samples, C atoms are used as dopants for GaP, for first time, to prevent us from
the drawbacks induced by Zn atoms, which is most used dopant for GaP. The another
importance of the structure is that this material combination is a good candidate to
achieve non-volatility due to its projected high localization energy [25,150] and the
experimental results on similar structures [19,87].

Four different structures were investigated. First one contains only an InGaSbh
QD layer embedded in GaP matrix, named Only-QD. Two other structures, named
QD-Barl and QD-Bar2, contain InGaSb QD layers embedded in GaP matrix with
additional AIP barriers. The aim to use an additional barrier is to increase the total
localization energy of the QD for holes (in this case the total localization energy equals
to the sum of the QD localization energy and the barrier height), thus, to further
increase the storage time. The difference between the mentioned two samples is the
Sb-flush time, which takes place prior to the QD formation to alter the optical and
electrical properties of QDs. The Sb-flush time is 2 s for QD-Barl, while 4 s for QD-
Bar2. The last sample, named Only-Bar, contain only AIP barrier without a QD layer
serving as a reference sample.

The localization energy of Only-QD is determined to be 0.370 (£0.008) with an
associated capture cross section of 2 x 1072 ¢m? (with an uncertainty of 0.1 orders
of magnitude). Although no experimental result was reported on the InGaSb/GaP
quantum dot system before, the IFIGS-and-electronegativity method can provide a
good estimate. Accordingly, it yields values of ~ 0.3 and ~ 0.6 eV for the valence
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band offset for the QD systems of Ing 5Gag 5As/GaP and Ing5Gag 5Sb/GaP, respectively
[160, 161]. Therefore the measured value of Ej,. = 0.370(£0.008) eV is within the
predicted limit. The storage time of the sample for holes at room temperature is then
calculated to be 8 x 107 s (with an uncertainty of 0.1 orders of magnitude). For Only-
Bar the localization energy is determined to be 0.63 (£0.01) eV with the associated
capture cross section of 7x 107!? (with an uncertainty of 0.1 orders of magnitude). The
energy barrier for InGaSb/GaP structure is available in literature varying from 0.34
eV to 0.69 eV [25]. Therefore, our result is in agreement with the projected values.

The localization energy for QD-Bar samples represents the sum of the Only-QD
and Only-Bar samples. Localization energy of QD-Barl is determined to be 1.15
(£0.02) with the associated capture cross section of 9 x 10~ ¢m? (with an uncertainty
of 0.2 orders of magnitude). This localization energy is consistent with the results of
Only-QD and Only-Bar (the sum of their localization energies is 1.00 (£0.01) eV). The
storage time of QD-Bar sample at room temperature is calculated to be 3200 s (~ 1
hour) (with an uncertainty of 0.1 orders of magnitude), marking an improvement of
one order of magnitude to respect with the reported similar structures® whose storage
time was obtained to be 230 s [19]. The localization energy for said structure was 1.14
(£0.04) eV with an associated capture cross section of 8 x 1071°. Regarding the fact
that their localization energies are identical within their error margin, the increase in
the storage time originates from the reduction (one order of magnitude) in the capture
cross section of the sample in this work, due to the use of Sb instead of As. Localization
energy of QD-Bar2 is determined to be 1.13 (£0.02) with the associated capture cross
section with 5 x 107! ¢cm? (with an uncertainty of 0.2 orders of magnitude), which is
consistent too with Only-QD and Only-Bar samples. The storage time of the sample
at room temperature is calculated to be 2500 s (with an uncertainty of 0.1 orders of
magnitude). The only difference between QD-Barl and QD-Bar2 is the Sb-flush time
prior to the QD formation to alter its optical and electrical features. However, there
is no significant difference in their localization energy and capture cross sections re-
garding their error margins. Thus, the storage time could not be further improved for
QD-Bar2.

Highest localization energy for this batch is obtained to be 3200 s (~ 1 hour) (with
an uncertainty of 0.1 orders of magnitude). Although this value is far from the desired
storage time of 10 years, it makes an improvement of one order of magnitude in com-
parison to the similar structure [19,87]. Moreover, this material system is completely
novel and grown for first time. Almost one hour of storage time is promising result for
such a novel system. With some alterations, this value can be further improved. To
achieve non-volatility with this sample, it would be sufficient to decrease its capture
cross section to 1 x 1071° cm? with the same localization energy of 1.15 eV. Alterna-
tively, having the same capture cross section of 9 x 10711, the localization energy has
to be increased to 1.4 eV.

In Chapter 5 the GaSh/GaP structures grown under different growth conditions
were presented. There, we demonstrated that the electronic properties of QDs such
localization energy and capture cross section depend strongly on growth conditions

3SMOCVD-grown In,G;_,aAs/GaP QDs
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and they can be altered by changes in growth conditions such as growth temperature
and growth rate. Besides, Sb-soaking [151, 152] and growth interruption [162, 163]
methods can be employed for localization energy and capture cross section engineer-
ing. The InGaSb/GaP structures similar to the DLTS structures were grown and
photo-luminescence measurements were performed on them. Based on the results, it
is concluded that the Sb-soaking prior to QD deposition reduces the QD dimensions,
while increasing their density. Hence, smaller capture cross sections can be achieved
leading to longer storage times. Results also suggest that growth interruption increases
the size of QDs as they gain time to ripen, leading to higher localization energies, thus
longer storage times.

To conclude, the presented storage time of 3200 s (with an uncertainty of 0.2
orders of magnitude) is promising considering the novelty of the structure. Therefore,
non-volatility can likely be achieved with this material combination.
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Summary

The InGaSb/GaP QD system is a novel system, which was reported for first
time in this work. This material combination is a good candidate to achieve
non-volatility, at least 10 years of storage time at room temperature, due to
its high localization energy.

A sample consisting of a InGaSb QD layer in GaP matrix with an additional
AIP (QD-Barl) is grown and investigated electrically. To compare, a sample
containing only a InGaSb QD layer (Only-QD) in GaP matrix and another
sample containing only an AIP barrier (Only-Bar) are grown. Additionally,
an identical structure to the first one with longer Sb-flush time (QD-Bar2)
is grown to examine the effect of Sb-soaking on electronic properties of QDs
such as localization energy and capture cross section.

The localization energy values determined for Only-QD and Only-Bar samples
are in good agreement with the values in literature. For QD-Bar samples the
localization energy represents the sum of the QD localization energy and the
barrier height. The localization energy values obtained for QD-Bar samples
equal the sum of the localization energy of Only-QD and Only-Bar making
all the results self-consistent.

Highest storage time is obtained to be 3200 (£300) s for QD-Barl. The storage
time of approximately 1 hour is a promising value for such a novel system.
Moreover, this value marks an improvement of one order of magnitude in
comparison to the reported similar structures.

Non-volatility can be achieved with this material combination either by in-
creasing its localization energy or by decreasing its capture cross section. For
this, different growth conditions or techniques such as Sb-soaking and growth
interruption can be employed.






Chapter 7
RT Results

In this section simulation results of the resonant tunnel structures suggested to solve
the trade-off between storage and erase times are presented. First, the results for the
basic structures with only quantum wells, and then for the realistic structures with
quantum dots, quantum wells, and 2DHG layers are presented. The aim of designing
a simple structure is to demonstrate that resonances can be induced and observed.
Realistic structures are fully optimized structures which can carry out all memory
operations.
Parts of this chapter have been accepted by Physical Status Solidi A*.

7.1 Simple Structures

Fig. 7.1a shows the structural depiction of the sample. A 300 nm highly p-doped
(N, = 10" cm™3) GaAs layer is deposited on the substrate to ensure that the back
contact is Ohmic. After a 10 nm p-doped GaAs layer, the quantum well structure
is grown. The quantum well structure consists of two undoped GaAs quantum wells
separated by three AlygGag1As barriers. The width of the quantum wells are 4 nm
and 3 nm, respectively. Above the superlattice a 10 nm layer of p-doped GaAs layer is
grown. Finally, the structure is completed with a 100 nm highly p-doped (N, = 10'8
cm™3) GaAs layer to realize an Ohmic top contact.

The sample is processed by standard optical lithography and wet etching methods
in a clean room forming 400 pm and 800 pum mesas. Ni, Au/Ge, and Au are used to
achieve the top contact; Ni, Zn, and Au for the back contact. After the contacts are
deposited, the sample is annealed at 400 C° for 3 minutes in a nitrogen atmosphere.

7.1.1 Simulation Results

The final aim in the simulation is to calculate the current density versus the voltage.
The peaks attributed to the resonances can be observed in the current density-voltage
profile. The effective mass used for GaAs are 0.48 m, for heavy holes and 0.082 m, for

1. F. Arikan, N. Cottet, T. Nowozin, and D. Bimberg, ” Transparency engineering in quantum
dot-based memories.”
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Figure 7.1: Simple structure with two undoped GaAs QWs separated by three AlggGag1As
barriers. (a) Epitaxial structure. (b) Inverted valence band of the structure out of the
resonance voltage. As the widths of the QWs are different, the energy levels lie in different
positions. (c) Inverted valence band of the structure at resonance voltage where the ground
states of the QWs are aligned.

light holes [125].

First, we calculate the electronic properties of the structure such as the conduction
and valence bands, and the doping profile by one-Dimensional Schrédinger-Poisson
Solver (see Chapter 3). Fig. 7.1b shows the inverted valence band of the structure
calculated by one-DSPS out of resonance voltages. As the QWs have different well
widths, the energy levels are located in different positions. The valence band of the
structure can be bent by the applied voltage resulting in the shift of the energy levels.
At the resonance voltage the energy levels of the QWs are aligned as shown in Fig.
7.1c.

After the band calculation of the structure, the current density versus the applied
voltage is calculated via Non-Equilibrium Green’s Function. Based on the transparency
calculation model explained in Chapter 3, a channel sandwiched between two carrier
reservoirs is assumed and the current from the first contact to the second contact is
calculated. It should be noted that current flows from one contact to another, only if
the chemical potential of the contacts are different [126]. The calculated energy levels
of the structure versus the applied voltage for light and heavy holes are depicted in
Fig. 7.2a and Fig. 7.2b, respectively. There is one intersection point for light holes
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Figure 7.2: (a) Calculated energy levels versus the voltage for light holes. There is one
intersection point between the energy levels of the QWs attributed to the resonance. (b)
Calculated energy levels versus the gate voltage for heavy holes. There are three different
intersection points between the energy levels of the QWs attributed to the resonance.

between the energy levels of the QWs attributed to the resonance, while there are three
intersection points for heavy holes since a heavier mass reduces the spacing between
energy levels, hence higher number of energy levels in a given volume. Fig. 7.3 shows
the calculated current density versus applied voltage for both light (top) and heavy
(bottom) holes at 40 K. The peaks can be clearly seen at the intersection voltages
attributed to the resonance. There is only one peak for light holes, while there are
three peaks for heavy holes.

The simulation demonstrates that the current density increases at resonance volt-

age due to the higher transparency. This can be used to reduce the erase time in
QD-Flash.
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Figure 7.3: Calculated current density versus applied voltage for both light and heavy holes.
The peaks can be seen at the resonance voltages.
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7.1.2 Experimental Results

The current-voltage measurement (IV) is performed on the heavy hole sample at dif-
ferent temperature to demonstrate the resonances experimentally. Fig. 7.4a shows
the IV profile of the sample at different measurement temperatures. Three peaks can
be clearly seen at resonance voltages. The smaller shifts in voltage compared to the
simulation can be attributed to the simplifications in the calculation and the differ-
ences between the nominal structure and the actual structure of the grown samples.
However, deviation of the thickness or composition of the QWs does not change the
calculated transmission coefficient. Small changes of the mentioned parameters result
in a small shift of the bias voltage where the resonance takes place. The results also
show the temperature dependence of the process. The peaks attributed to the reso-
nance shrink gradually with increasing temperatures and completely disappear after
200 K, as thermal emission becomes dominant at moderate and higher temperatures.
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Figure 7.4: Result of the current-voltage measurement for the heavy holes. (a) The current
voltage profile of the sample at different temperatures. Three peaks appear, indicating the
resonance voltages. The peaks shrink with increasing temperature and completely disappear
at 200 K. (b) The first derivative of the conductance. The change in the conductance at
resonance voltage are more visible.

The position of the peaks can be determined more precisely using the first deriva-
tive of the IV profile, as shown in Fig. 7.4b.

7.2 Realistic Structures

Realistic structures are fully optimized structures containing a quantum dot layer and
a two-dimensional carrier gas layer in addition to the quantum wells. All memory
operations can be carried out in the realistic structures.

Two different material combinations are designed: the first group is based on
GaAs, while the second group is based on GaP. Although it has been demonstrated
that GaAs-based material systems are not suitable for memory applications because
of their small localization energies [134], the first batch of samples is based on GaAs
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because it has been studied extensively before and is therefore very well understood.
Moreover, the many years of experience with the material warrant a straightforward
and reliable growth. The second batch of samples was grown on GaP because, even
though the growth is much more challenging, GaP-based materials have the potential
to achieve non-volatility due to their projected high localization energy [25, 146, 147]
and previous experimental results [19,87].

Simulations were run for both light and heavy holes. The effective masses used
for GaAs are 0.082 m, for light holes and 0.48 m, for heavy holes. However, only the
results for light holes are presented in following. The process is same for heavy holes.
Only difference is that energy levels of QDs are closely spaced due to their heavier
masses, resulting in a shift in the position of resonance voltages.

Samples based on these structures were grown epitaxially at TU Berlin, but unfor-
tunately the high defect density prevented electrical characterization. Further growth
runs were not possible due to time constraints. Therefore, only simulation results are
presented for the realistic structures.

7.2.1 GaAs-based structures

Sample Structures

Four samples have been designed based on GaAs: a sample with one QW, a sample
with two QWs, and their reference samples with additional barriers instead of QWs.
A schematic of the one-QW-sample is shown in Fig. 7.5a. The basic structure is a
modulation-doped field-effect transistor (MODFET). The QW is introduced between
the QD layer and the 2DHG. On top of an undoped substrate and a 1000 nm nominally
undoped GaAs layer, a 40-nm-wide p-doped layer (p = 1 x 10*® ecm™2) is introduced
to provide holes. After a spacer layer of 7 nm undoped GaAs, the 2DHG is formed
in an 8-nm-wide Inga5GagrsAs QW, on top of which the QW sandwiched between
two Alg9Gag1As barriers is placed. The InAs QD layer is placed on top of the QW,
separated by 5 nm of undoped GaAs, since the formation of InAs QDs directly on top
of an Aly¢Gag 1As surface would be difficult due to surface roughness. The localization
energy for holes for InAs QDs embedded in a GaAs matrix is assumed to be 210 meV,
which was experimentally determined [134]. After the QD layer, the device is completed
by another 180 nm of undoped GaAs. The 2DHG is contacted via two Ohmic source
and drain contacts and the energy of the QD hole levels can be tuned by applying a
bias voltage to the gate contact.

For the two-QW-sample the superlattice has a similar design, just adding an ad-
ditional QW and a barrier shown in Fig. 7.5d. To compare the performance with
regular samples which do not have a superlattice structure, one reference sample is
also simulated for each case. In the reference sample, the GaAs QWs are replaced by
Al 9Gag 1As barriers, so that a single barrier is formed, shown in Fig. 7.5¢ and Fig.
7.5e.
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Figure 7.5: (a) Schematic of the one-QW-sample based on GaAs and (b) its valence band
diagram. (c) Reference sample of one-QW-sample. (d) The two—QW—sample with an addi-
tional QW and a barrier. (e) Reference sample of two-QW-sample. In reference samples
QWs are replaced with extra barriers.

Results
1-QW

Fig. 7.6a shows the calculated energy levels of the QD and the QW as function of
applied voltage for the one-QW-sample. An intersection point between the energy levels
of the QD and the QW can be seen at 3.94 V, which represents the alignment between
the energy levels throughout the device. At this resonance voltage the transparency
increases by 7 orders of magnitude as shown in Fig. 7.6b as a black line. The same
figure also shows the transparency for the reference sample as a blue line. No additional
increase in transparency is found for the reference sample. Its transparency increases
smoothly with larger reverse bias due to the reduction in barrier height.

The results demonstrate that an increase in transparency can be achieved by
replacing a wide barrier by a QW, leading to a faster erase time since the erase
mechanism relies on tunneling.
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Figure 7.6: (a): The energy levels of the QD and the QW versus gate voltage for the one-
QW-sample. There is an intersection point at 3.94 V attributed to the resonance. (b): The
transparency versus gate voltage for both the one-QW-sample and the reference sample. The
transparency increases by 7 orders of magnitude at the resonance voltage for the one-QW-
sample, while there is no increase in transparency for the reference sample.

20QWs

Similar structure is designed with an additional quantum well and barrier lay-
ers. The advantage of multiple quantum well structures is that they yield higher
storage/erase time ratio, since the tunnel emission cannot take place out of resonant
voltage resulting in a longer storage time. Additionally, they provide the advantage
that a thick barrier can be divided into several thin barriers of a given length, hence
larger transparency coefficient is obtained, only if all the quantum well share at least
one eigenvalue, as the transparency depends strongly on the barrier width. However,
the disadvantage carried by additional quantum wells is that they induce more energy
levels, which have to be all aligned in order to produce resonant tunneling.
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Figure 7.7: (a) The energy levels of the QD and the QWs versus gate voltage for the
two-QW-sample. There is one intersection point at 2.56 V attributed to the resonance. (b)
The transparency versus gate voltage for both the two-QW-sample and its reference. The
transparency increases by 10 orders of magnitude at resonance voltage for the QW-sample,
while there is no increase in transparency for the reference sample.
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The calculated energy levels of the sample versus gate voltage is shown in Fig.
7.7a. An intersection point attributed to resonance between the energy levels of QD
and QWs can be seen at 2.56 V. The transparency for the sample increases by 10 orders
of magnitude at resonance voltage as depicted in Fig. 7.7b as a black line, implying
that the erase time can be decreased by 10 orders of magnitude at this specific voltage
as a result of resonance. The same graph also shows the transparency for reference
sample having an additional barrier instead of QW versus gate voltage. There is no
any additional increase in transparency for the reference sample.

7.2.2 GaP-based Structures

Sample Structures
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Figure 7.8: (a) Schematic of the one-QW-sample based on GaP and (b) its valence band di-
agram. (c) Reference sample of one-QW-sample. (d) The two-QW-sample with an additional
QW and a barrier. (e) Reference sample of two-QW-sample. In reference samples QWs are
replaced with extra barriers.

Four samples have been designed based on GaP. The structures of the GaP samples
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are identical to those of GaAs with the difference that GaAs is replaced by GaP and
AlpoGag1As is replaced by AIP. Also, an InGaSb QD layer is used instead of the InAs
QD layer and the 2DHG layer is formed by InP. More specifically, after a 1000 nm
unpodep GaP layer on substrate, a 40 nm highly p-doped layer (p = 1 x 10'8 cm™3)
is realized to provide holes. A 7 nm GaP spacer and the 2DHG of InP are introduced
prior to the superlattice structure. Afterwards, the structure is completeed with the
InGaSb QD layer and a 180 nm undoped GaP layer. The localization energy of the
InGaSb QDs embedded in GaP matrix and the energy barrier between GaP and AlP are
measured by DLTS and presented in Chapter 6. Accordingly, the localization energy of
InGaSb QDs used in the simulations is 400 meV, whereas the energy barrier between
GaP and AIP is set to 600 meV. It should be also noted that the InGaAs/GaP QD
system can be also used as an alternative to the InGaSb/GaP QD system. Stracke et
al. demonstrated that localization energy for Ing 95Gag 75As/GaP is 490 meV [87] and
Bonato et al. reported that the localization energy Ing5GagsAs/GaP is 600 meV [19].

Parameters for the resonant tunnel region for GaP samples are the following: a
5 nm quantum well is sandwiched between two 5 nm wide barriers for the one-QW-
sample; two quantum wells whose widths are respectively 6 and 4 nm are sandwiched
between three 5 nm wide barriers for two-QW-sample. In the reference samples, the
GaP QWs are replaced by AlIP barriers.
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Figure 7.9: (a): The energy levels of the QD and the QW versus gate voltage. There is
one intersection point at 3.04 V attributed to the resonance. (b): The transparency versus
gate voltage for both the one-QW-sample and its reference. The transparency increases by
7 orders of magnitude at resonance voltage for the QW-sample, while there is no peak in
transparency for the reference sample.

Fig. 7.9a shows the energy levels of the QD and the QW as a function of gate
voltage for the one-QW-sample. An intersection point between the energy levels of QD
and QW attributed to the resonance is located at 3.04 V. At the corresponding voltage



86 CHAPTER 7 RT Results

the transparency increases by 7 orders of magnitude as shown in Fig. 7.9(b) as a black
line. In the same figure the transparency for reference sample containing only barrier
versus gate voltage is depicted as the blue line. No additional increase in transparency
can be seen.

The results clearly show that the transparency increases at resonance voltage as
a result of resonance, hence the erase time decreases.

2QWs

The simulation was carried out also for the GaP sample with two QWs. The
calculated energy levels of QD and QWs as a function of gate voltage for two-QW-
sample is depicted in Fig. 7.10a. A resonance can be seen at 2.56 V. At the same
resonance voltage the transparency increases by 10 orders of magnitude as shown in
Fig. 7.10b as the black line. The same figure shows the transparency for the reference
sample as the blue line. No extra increase is visible.
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Figure 7.10: (a): The energy levels of the QD and the QWs versus gate voltage for the
two-QW-sample. There is one intersection point at 2.56 V attributed to the resonance.
(b): The transparency versus gate voltage for both two-QW-sample and its reference. The
transparency increases by 10 orders of magnitude at the resonance voltage for the two-QW-
sample, while there is no peak in transparency for the reference sample.

7.3 Discussion

In this chapter the simulation results of the resonant tunnel structures were presented.
Resonant tunnel structures are proposed in this work to solve the trade-off problem
between storage and erase times for QD-Flash. In QD-Flash an additional barrier is
inserted into the structure to further increase the localization energy, hence the storage
time. However, the additional barrier also decreases the tunneling probability. As the
erase process relies on tunneling, a wider barrier results in an increase in erase time. In
other words, longer storage time comes with longer erase time, i.e. trade-off. However,
in a resonant tunnel structure, a very high transparency —ideally 1- can be obtained by
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aligning the energy levels of the quantum wells throughout the device at a given voltage,
thus a short erase time is achieved. Out of that resonance voltage, the transparency
will be very low —ideally 0—, as the energy levels of the quantum wells are not aligned.
Therefore, a long storage time is achieved.

We started the calculation with a simple structure since resonances can be easily
observed in it. The simple structure consists of two GaAs quantum wells sandwiched
between three Aly9Gag 1 As barriers. The widths of the QWs are 4 nm and 3 nm, respec-
tively. The simulation was performed for both light and heavy holes. At the end their
energy levels versus applied voltage and their conductance-voltage profiles are calcu-
lated. For light holes one intersection point between energy levels is observed, which is
attributed to the resonance. There are three intersection points for heavy holes. Since
a heavy mass leads to a deeper localization, hence many more bound states in a given
volume, much more resonance for heavy holes occur. In the conductance-voltage pro-
file a peak is observed at the resonance voltages. The result implies that transparency
increases at resonance voltage leading to a higher conductance. The same structure
is grown epitaxially for only holes and current-voltage measurement is performed on
it. Three peaks attributed to resonance are also observed experimentally. Besides,
it is demonstrated that the peaks shrinks gradually with increasing temperature and
finally disappear, since the thermal emission becomes the dominant emission process
and tunneling emission becomes negligible.

After demonstrating the resonance on the simplified structures, realistic structures
are designed. The realistic structures contain a quantum dot layer, quantum wells, and
a 2DHG layer. Two different material combinations are used in simulation: the GaAs-
based and GaP-based materials. The GaAs-based material combination is designed
since it is well understood and easily grown. The GaP-based material combination
is designed, because non-volatility can be only achieved with them due to their high
localization energy (see Chapter 5 and Chapter 6). For both material combinations
four different samples are designed: a sample with one QW, a sample with 2 QWs and
their reference samples with additional barriers instead of QWs.

The calculations show that the transparency increases by 7 orders of magnitude
for the GaAs one-QW sample at the resonance voltage, where the energy levels of
the QDs and QWs are aligned. For the two-QW-structures of GaAs the transparency
increases 10 orders of magnitude at resonance voltage. Multiple-QW-structures yield
the highest storage/erase time ratio, however, it is harder to achieve resonance due to
the presence of much more energy levels to align.

In similar structures without quantum wells an erase times of a few ms is achieved
[164]. The simulation implies that the implementation of QWs in QD-based memory
structures will cause a shortening by 7 orders of magnitude in erase time. In this
case, 1 ns of erase time will be achieved, which is faster than a typical DRAM erase
time (10 ns). It should be noted, however, that experimental structures and simulated
structures might not exactly be the same, e.g. broadening of the QD energy levels
due to a Gaussian distribution of the QD sizes has not been taken into consideration.
Nevertheless the increase in the transparency and the decrease in erase time should be
of the same order of magnitude.

The simulations yielded similar results for GaP-based samples. An increase of 7 or-
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ders of magnitude in transparency at resonance voltage is obtained for one-QW-sample,
while 10 orders of magnitude increase is obtained for two-QW-sample. These results
prove that the erase time can be decreased by insertion of QWs into the structures.
Moreover, resonant tunneling can be achieved in GaP-structure, which is a promising
material combination for non-volatility as shown by DLTS results in last two chapters.

The calculations also demonstrate that small changes of the thickness or composi-
tion do not affect the transparency coefficient, instead, result in a small shift of the bias
voltage, where the resonance takes place. Therefore, the technology of the resonant
tunneling memory is stable.
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Summary

Conductance-voltage profile is calculated for simple structure with two GaAs
QDs sandwiched between three Aly9Gag.1As barriers. At the resonance volt-
age the peaks attributed to resonances are shown.

The simple structure is grown epitaxially and current-voltage measurement
is performed on it. The peaks at resonance voltage are observed also experi-
mentally.

Realistic structures with a quantum dot layer and a two-dimensional hole
gas layer besides quantum wells sandwiched between barriers are designed for
GaAs and GaP structures. The importance of GaAs-based structures is that
they are known well and their epitaxial growths are easy. On the other hand,
GaP-based structures are good candidate to achieve non-volatility.

The transparency increases by 7 orders of magnitude at resonance voltage
for the GaAs sample including one QW, while it increases by 10 orders of
magnitude for the GaAs sample with 2 QWs. This implies that the 10 ms
erase time of actual structures without QWs can be decreased to nanoseconds.

For GaP-based structures the transparency increases by 7 orders of magnitude
for one-QW-sample and by 10 orders of magnitude for two-QW-structure.
This demonstrates that resonant tunneling can be achieved in GaP-based
materials, so that 10 years of storage time and nanosecond of erase time can
be simultaneously realised.






Chapter 8

Conclusions and Outlook

This work had two goals, both aimed at improving the memory devices based on
quantum dots: The first goal was to increase the storage time in QD-Flash, and the
second goal was to decrease the erase time in said structures.

The key electronic properties of QDs such as localization energy and capture cross
section are determined by static capacitance measurement and time-resolved measure-
ment. Using the said parameters, the storage time for holes at room temperature is
extrapolated. Since storage time depends strongly on localization energy and capture
cross section, these parameters can be engineered to increase storage time. This study
focuses on localization energy engineering based on the fact that our understanding
of capture cross section is limited, and it is a complex parameter depending on many
factors. The simplest way to increase localization energy is to add an additional barrier
to the structure or to build QD systems based on new material combinations. Accord-
ingly, the GaP-based material combinations emerge as promising candidates to achieve
non-volatility due to their projected high localization energies [25,146,147]. Stracke et
al. demonstrated a 3 us of storage time in the Ing 95Gag 75As/GaP QD system [87], and
Bonato et al. reported a 230 s of storage time in the Ing5GagsAs/GaP QD system [19],
as shown in Fig. 8.1. Therefore, all the structures used in this work are the GaP-based
material combinations.

The first batch investigated in this work is the GaSb/GaP material combination
due to its projected high localization energy, 1.4 eV, based on the 8-band k- p calcu-
lation [146]. A storage time of 3.9 days is determined for the GaSb/GaP structure at
room temperature. This storage time is the longest storage time ever reported and it
marks an improvement of 3 orders of magnitude in comparison to the previous best
result for holes in self-organized quantm dots [19]. Beside new material combination,
the alterations in growth conditions can also increase the storage time. To investigate
the effect of growth conditions on the electronic properties of QDs such as localiza-
tion energy and capture cross section, hence on storage time, five different samples are
grown under slightly different growth conditions. Two different growth parameters are
varied: the growth temperature and the growth rate. Accordingly, it is demonstrated
that an increase in the growth temperature has two different effects on QDs: a higher
surface mobility leading to larger QDs, and a lower defect density leading to the QDs
with higher structure quality. The results also show that slower growth rates allow
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Figure 8.1: Storage time

enough time for QDs to ripen resulting in the formation of larger QDs. According to
8-band k- p model larger QDs yield higher localization energies, thus longer storage
times (see Sec. 1.4.2). The sample which yielded the storage time of 3.9 days was
grown with the most optimized parameters among the whole batch, i.e. the highest
growth temperature and the slowest growth rate.

The second batch investigated in this work is the InGaSb/GaP QD system. Al-
though no simulation is performed on the InGaSb/GaP QD system, its localization
energy is estimated to be high [25,150]. This material combination is hence grown
and reported for first time in this work. A 3200 s storage time is obtained, marking
an improvement of one order of magnitude with respect to similar structures, which
are the MOCVD-grown InGaAs/GaP QD systems. The improvement of one order of
magnitude in storage time originates from the decrease in capture cross section.

In addition to the alterations in growth conditions, techniques such as Sb-soaking
[151,152] and growth interruption (GRI) [162,163] can be also used for localization
energy and capture cross section engineering. To investigate the effect of Sh-soaking
on electronic properties of the QDs, two similar structures exposed to Sb for different
periods of time are grown. However, no significant difference, either in localization
energy or in capture cross section, is demonstrated.

Although the obtained storage times in this work are far from the ultimate storage
time of 10 years, they are promising and mark an improvement of several orders of mag-
nitude in comparison to the previous reported values. Non-volatility can be achieved
with the materials investigated in this work either by increasing localization energy or
by decreasing capture cross section. To achieve this aim following recommendations
are given:

e Alterations in growth conditions: The electronic properties of QDs can be
changed for our gain by altering the growth conditions. An increase in growth
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temperature leads to higher surface mobility resulting in larger QDs, thus longer
localization energies. Similarly, slow growth rates provide time for QDs to ripen
resulting in larger QDs, hence larger localization energies.

e Sh-soaking and growth interruption (GRI) techniques: These methods can
be used to change the electronic properties of QDs. Based on some photo-
luminescence measurements performed on the structures similar to the DLTS
structures, it is demonstrated that Sb-flush causes smaller capture cross sections
leading to longer storage times due to the formation of smaller QDs. It should
be noted that, however, smaller QDs lead to smaller localization energies, hence
shorter storage times. The Sb-soaking, thus, has to be performed carefully. GRI
method, on the other hand, enables the formation of bigger QDs by providing
them time to ripen. Larger localization energies can be obtained via GRI method.

e Additional Barrier: An additional barrier can be implemented to further increase
the localization energy of QDs, hence storage time. In this case the total emission
barrier for holes confined in QDs becomes the sum of the QD localization energy
and the barrier height.

e Capture cross section engineering: The efforts to increase the storage time are
devoted to increase the localization energy. However, the localization energies
determined in this work are already high. To achieve non-volatility with those
localization energies, having a capture cross section of ~ 10 cm? would be suf-
ficient. Unfortunately, a capture cross section engineering has not been achieved
so far due to our limited knowledge of this complex parameter. However, more
study on capture cross section can solve the problem.

The second aim in this work is to decrease the erase time. As explained above,
the localization energy is increased to further increase the storage time. However,
an increase in barrier height causes an increase in barrier width as well resulting in
a slower erase time, as the erase mechanism relies on tunnel emission. To solve this
trade-off between storage and erase times, the insertion of superlattice structures into
QD-Flash is proposed to create a resonance throughout the device as erase mechanism.
At the resonance voltage, where the energy levels of quantum wells and quantum dot
are aligned throughout the device, a high transparency is achieved leading to a fast
erase time, i.e. erase state, while a low transparency is maintained out of the resonance
voltage, i.e. storage state.

To demonstrate that the use of the resonant tunnel structure decreases the erase
time for QD-Flash, a transparency calculation method is developed. The electronic
properties of the resonance structures such as the conduction and valence bands, the
electron and hole concentrations are calculated by one-Dimensional Schrodinger Pois-
son Solver. Afterwards, the transparency is calculated by Non-Equilibrium Green’s
Function. It is expected that the transparency increases at the resonance voltage where
the energy levels of quantum wells and quantum dot intersect. As the erase time is
inversely proportional to transparency, the increase in transparency corresponds to the
decrease in erase time.
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First, we designed a simple structure consisting of only quantum wells sandwiched
between barriers because of its simplicity. Its energy levels as a function of applied
voltage is calculated. The intersection points between the energy levels of quantum
wells attributed to resonances are observed. Afterwards the current density of the
structure is calculated as a function of applied voltage. At the resonance voltages
increases in current density are demonstrated. Same structure is grown epitaxially and
current-voltage measurement is performed on it. The peaks at the same resonance
voltages are shown also experimentally. Moreover, the temperature-dependency of the
process is proved. The peaks shrink gradually with increasing temperature and are
finally wiped out.

Then, realistic structures are designed with quantum dot layers, quantum wells,
and 2DHG layers. Two different material combinations are used in the simulation: the
GaAs-based materials due to our vast knowledge on them and the relative simplicity of
their epitaxial growth, and the GaP-based materials due to their potential to achieve
non-volatility. For both GaAs-based and GaP-based materials the calculations show
that the transparency increases by 7 orders of magnitude at the resonance voltage,
where the energy levels of the QDs and QWs are aligned. For the two-QW-structures
transparency increases 10 orders of magnitude at resonance voltage. The multiple-
QW-samples yield higher storage/erase time ratio, however, an alignment throughout
the device is not easy due to the high number of energy levels.

In similar structures without quantum wells an erase time of a few ms is achieved
[164]. The simulation implies that the implementation of QWs in QD-based memory
structures will cause a shortening by 7 orders of magnitude in erase time. In this
case, 1 ns of erase time can be achieved, which is faster than a typical DRAM erase
time (10 ns). It should be noted, however, that experimental structures and simulated
structures might not exactly be the same, e.g. broadening of the QD energy levels
due to a Gaussian distribution of the QD sizes has not been taken into consideration.
Nevertheless the increase in the transparency and the decrease in erase time should be
of the same order of magnitude. Furthermore, GaP-based results confirm that we can
implement quantum wells into the structure with which non-volatility can be achieved.
Therefore, erase times as short as 1 ns can be realized with 10 years of storage time
at the same time. The calculation also suggest that small changes in thickness or
composition do not affect the transparency coefficient, instead, result in a small shift
of the bias voltage, where the resonance takes place. Therefore, the technology of the
resonant tunneling memory is stable.

All the presented results for resonant tunneling structures are based on calculation.
Definitively, they have to be confirmed experimentally. Unfortunately, the samples
needed to verify these results experimentally could not be successfully grown before the
submission of this work. This would constitute the natural next step in the investigation
of resonant tunneling structures for memory applications.



Appendix A

Samples

The samples investigated in this work are listed with their real names and some details
on the growth and structural characterization.

A.1 GaSb/GaP QDs

Ref 1-GI50606-A
QD-1 1-G150607-A
QD-2  1-G150608-A
QD-3  1-G150612-A
QD-4 1-G150613-A

Growth: L. Desplanque, C. Coinon, X. Wallart; Intitute for Electronics, Microelec-
tronics and Nanotechnology, Lille, France.

AFM characterization: L. Desplanque, C. Coinon, X. Wallart; IEMN, CNRS Lille,
France.

HAADF-STEM and strain maps: Y. Wang and P. Ruterana; Centre of Research
on lons, Materials and Photonics (CIMAP), CNRS- ENSICAEN- CEA- UCBN

Caen, France.

EDX maps: G. Patriarche; Centre for Nanosciences and Nanotechnology (C2N), Mar-
coussis, France.

A.2 InGaSb/GaP QDs

Only-QD TU12149
Only-Bar TU12143
QD-Barl TU12144
QD-Bar2 TU12145

Growth: E. Sala; D. Bimberg’s group; Institute for Solid State Physics, Technical
University of Berlin.
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AFM characterization: E. Sala; D. Bimberg’s group; Institute for Solid State
Physics, Technical University of Berlin.

HAADF-STEM: F. Betram, P. Veit and J. Christen; Otto von Guericke University
Magdeburg, Germany.



Appendix B

Setups

In this appendix the experimental setups used for CV measurement and DLTS mea-
surement are explained.

B.1 C-V Measurement

Fig. B.1 shows the schematic setup for CV measurement. Two different cryostat
systems are used during the course of the work: A helium flow open-cycle system and
a closed-cycle system. An Oxford Instruments I'TC503S temperature controller is used
for the open-cycle system, while a Lakeshore L.S325 temperature controller is used for
the close-cycle system. The temperature range between 20 K and 425 K can be swept
with both systems. The capacitance measurement is achieved with an HP4248A LCR
meters. This LSR meter provides measurement frequencies between 22 Hz and 1 MHz
and AC amplitudes between 5 mV to 1V. Moreover, the LSR meter has an internal
voltage source. All the device used in the setup are controlled by a computer. The
measurements and the analysis of data are achieved with LabView software.

B.2 DLTS setup

Fig. B.2 shows the schematic setup for DLTS measurement. The sample is placed inside
cryostat. The open-cycle system with the Oxford Instruments I'TC503S temperature
controller and the close-cycle system with the Lakeshore LLS325 temperature controller
are used to regulate the temperature as used in CV measurement. The capacitance is
measured with a Boonton 7200 capacitance bridge. It operates at frequency of 1 MHz
with an AC amplitude of 100 mV. The capacitance is adjusted by a stepper motor
which either adds or subtracts a constant offset (varying from 3 pF to 240 pF) to
the diode capacitance, in order to increase the resolution of capacitance bridge. The
voltage is generated by an HP 8115A pulse generator. All the devices used in the
measurement are controlled by a computer. The measurement and analysis of data are
achieved LabView software.
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Appendix C

Processing

Standard processing is achieved in three steps: Deposition of the top contact, etching,
and deposition of the back contact. In every step, a specific pattern is transferred
onto the structure by ultraviolet optical lithography. The top and back contacts are
thermally evaporated (step-1 and step-3), where Ni/Au-Ge/Au metals are used for
the n-type top contact, while Ni/Zn/Au metals are used for the p-type back contact.
The etching is achieved by inductively coupled plasma reactive ion etching (ICP-RIE),
creating mesas with 400 gm and 800 pum (step-2). After the deposition of contacts
the samples are annealed at 400 °C for 3 minutes in nitrogen atmosphere. Then,
the samples are fixed to a ceramic chip carrier using conductive epoxy glue (Epo-Tek
H20E). Finally, the devices are contacted using gold wire and a manual ball-wedge
bonder (FEK Delvotec 5410).

For some samples p-type semiconductor substrates are used instead of insulator
substrates. For these samples, the back contacts are deposited on the back side of
the structures. In this case etching and the lithography for the back contact become
useless, therefore they are skipped.

Processing in this work were performed at the Center of Nanophotonics
(Nanophotonik-Zentrum, NPZ) of the Technische Universitét Berlin.

C.1 The top contact

1. Sample cleaning:

e Rinse in aceton on a hotplate at 76 °C for 2 minutes (2x).
e Rinse in isopropanol on a hotplate at 76 °C for 2 minutes (2x)

e Dry with N.
2. Lithography of top contact:

e Heat on hotplate at 120 °C for 5 min.
e Spin coat with photoresist MaN-440 (at 2500 rpm for 35 s).
e Pre-bake on hotplate at 90 °C for 5 min.

99



100 CHAPTER C Processing

Let sample cool down for 5 min.

e Exposure with mask at 6 mW /cm? for 10 s.

Develop with MaD-532-S for ca. 90 s.

Stop development with H,O dip (2x) and DI water cascade.

e Remove remaining photoresist with plasma oxidation (150 W, 50 Pa,
76 ml/min Oy, 3 min).

3. Evaporation of top contact:

e Dip in 20:80 HCI/H5O solution for 30 s.

e Clean in DI water cascade.

e Dry with No.

e Evaporate 8 nm Ni, 100 nm Au-Ge (88:12 mixture), 300 nm Au.

4. Lift-off:

e Lift off remaining photoresist with N-Methyl-2-pyrrolidone (NMP) at 76 °C.
e Rinse in aceton on a hotplate at 76 °C for 2 minutes (2x).
e Rinse in isopropanol on a hotplate at 76 °C for 2 minutes (2x).

e Dry with No.

C.2 Dry-etching of mesas
1. Sample cleaning:

e Rinse in aceton on a hotplate at 76 °C for 2 minutes (2x).
e Rinse in isopropanol on a hotplate at 76 °C for 2 minutes (2x)

e Dry with N.
2. Lithography of mesa structure:

e Heat on hotplate at 120 °C for 5 min.

e Spin coat with photoresist AZ-MIR701 (at 3000 rpm for 35 s).
e Pre-bake on hotplate at 90 °C for 5 min.

e Let sample cool down for 5 min.

e Exposure with mask at 6 mW /2 for 35 s.

e Develop with AZ351B for ca. 25 s.

e Stop development with 2x H,O dip and DI water cascade.

e Remove remaining photoresist with plasma oxidation (150 W, 50 Pa,
76 ml/min Oy, 3 min).
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3. Dry-etching of mesas:

e Use a dummy first to determine the etch rate, and calculate the estimated
etching time.

e Etch sample using the following recipe?

1. (Info)
2. Filetype=SENTECH Instruments SI Systems recipe file
3. Anlage=SI 500/D-2M TUB
4. Reaktor=2
5. (Lines)
6. 0=DIM ZEIT AS INTEGER = 300
7. 1=Druck Wafer Riicks.kiihlung 1000,0 Pa
8. 2=Wartezeit 10
9. 3=Temperatur Elektrode 20,0 °C
10. 4=Wartezeit 10
11. 5=Gas ein MFC 3 5,0 sccm ’ Ar
12. 6=Gas ein MFC 1 20,0 sccm ’ BCI3
13. 7=Reaktordruck 1,000 Pa
14. 8=Quellen-Matching manuell 55,9
15. 9=HF-Matching manuell 74,0
16. 10=Wartezeit 10
17. 11=Quelle ein 300,0 W
18. 12=Wartezeit 10
19. 13=HF-Generator ein Bias -200,0 V
20. 14=Quellen-Matching automatisch
21. 15=HF-Matching automatisch
22. 16=Wartezeit ZEIT
23. 17=HF-Generator aus
24. 18=Quelle aus
25. 19=Gas aus MFC 3’ Ar
26. 20=Gas aus MFC 1’ BCI3
27. 21=Reaktordruck 0,000 Pa
28. 22=Wartezeit 20
29. 23=Wafer ausschl. ohne Beliiftung
30. (Internal Lines)
31. 0=Dim ZEIT As Integer = 300
32. 1=OutAA AA HED 1000.0 Pa

33. 2=WZeit 10

!Developed by M. Stubenrauch at TU Berlin



102

CHAPTER C Processing

34.
35.
36.
37.
38.
39.
40.
41.
42.
43.

44.

46.
47.
48.
49.
50.
51.
52.

53.

54.

C.3 The back contact

1.

2. Lithography of back contact:

3=0OutAA AA TEL 20.0 °C

4=WZeit 10

5=GasEin MFC 3 5.0 sccm ’ Ar

6=GasEin MFC 1 20.0 sccm ’ BCI13

7=RxDruck 1.000 Pa

8=QMBMan 55.9

9=HFMBMan 74.0

10=WZeit 10

11=Qein 300.0 W

12=WZeit 10

13=HFein Bia -200.0 V

5. 14=QMBAuto

15=HFMBAuto

16=WZeit ZEIT

17=HFaus

18=Qaus

19=GasAus MFC 3’ Ar

20=GasAus MFC 1’ BCI13

21=RxDruck 0.000 Pa

22=WZeit 20

23=WafAusOB

. Lift-off:

e Lift off remaining photoresist with N-Methyl-2-pyrrolidone (NMP) at 76 °C.

e Rinse in aceton on a hotplate at 76 °C for 2 minutes (2x).

e Rinse in isopropanol on a hotplate at 76 °C for 2 minutes (2x).

e Dry with No.

Sample cleaning:

e Rinse in aceton on a hotplate at 76 °C for 2 minutes (2x).

e Rinse in isopropanol on a hotplate at 76 °C for 2 minutes (2x)

e Dry with Nj.

e Heat on hotplate at 120 °C for 5 min.
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e Spin coat with photoresist MaN-440 (at 2500 rpm for 35 s).

e Pre-bake on hotplate at 90 °C for 5 min.

e Let sample cool down for 5 min.

e Exposure with mask at 6 mW /? for 10 s.

e Develop with MaD-532-S for ca. 90 s.

e Stop development with HoO dip (2x) and DI water cascade.

e Remove remaining photoresist with plasma oxidation (150 W, 50 Pa,

76 ml/min Oy, 3 min)..

3. Evaporation of top contact:

Dip in 20:80 HC1/HO solution for 30 s.
Clean in DI water cascade.

Dry with No.

Evaporate 8 nm Ni, 100 nm Zn, 300 nm Au.

4. Lift-off:

Lift off remaining photoresist with N-Methyl-2-pyrrolidone (NMP) at 76 °C.

Rinse in aceton on a hotplate at 76 °C for 2 minutes (2x).

Rinse in isopropanol on a hotplate at 76 °C for 2 minutes (2x).
Dry with No.






Appendix D

Error Analysis

In this section the calculation of the error margins on localization energy, capture cross
section, and storage time are explained.

DLTS spectra obtained by DLTS measurement are analyzed manually by spec-
ifying the temperature at which the maximum of peak occurs for different reference
time constants 7,.y. The time constant is equal to the reciprocal of the thermal emis-
sion. Activation energy and capture cross section are derived from the Arrhenius plot
which is plotted by reference time constant. Finally, storage time is calculated using
localization energy and capture cross section. The errors on mentioned parameters
originate from the determination of the maximum point of DLTS spectra. Therefore,
DLTS spectra are analyzed several times and a set of data is collected. Accordingly,
a mean, a minimum and a maximum values and a standard deviation are determined.
The main idea was taken from [165].
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Figure D.1: (a) Histogram of activation energies E, and (b) histogram of capture cross
sections o, obtained from graphical analysis of DLTS graph for V,, =5 V.

The error analysis is presented for the charge selective DLTS data for QD-Bar2.
The measurement voltage was V,, = 6 V (reverse direction) and the pulse voltage
was V,, = 5 V (reverse direction). The graphical analysis is repeated 20 times. Fig.
D.1a shows the histogram of the activation energy. The values determined for acti-
vation energy follow a Gaussian distribution justifying the use of statistical approach
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Parameter Mean value pp St. dev. ¢ Min. value Max. value
E, 1130 meV 22 meV 1109 meV 1152 meV
log,y 0o -10.294 0.2 -10.551 -10.052
logo T 3.417 0.12 3.333 3.535

Table D.1: Mean value, minimum value, maximum value, and standard deviation from
N = 20 evaluation for a measurement voltage V,,, = 5 V for sample QD-Bar2.

to determine the error margins. The mean value for activation energy is determined
to be 1130 meV with a standard deviation of 22 meV. The minimum value obtained
for activation energy is 1131 meV, while the maximum activation energy is 1154 meV
(see Tab. D.1). Fig. D.1b shows the histogram of capture cross section. Similarly,
the values obtained for capture cross section follow a Gaussian distribution. The mean
value is determined to be -10.294 (5.08 x 107!!) with a standard deviation of 0.2 in
logarithmic scale. The minimum and maximum values of capture cross section are
obtained to be -10.551 and -10.052 in logarithmic scale, respectively (see Tab. D.1).
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Figure D.2: (a) Logarithmized capture cross section o, versus corresponding activation
energy F, from N = 20 evaluation for V;,, = 5 V (b) histogram of storage time 7 obtained
from graphical analysis of DLTS graph from N = 20 evaluation for V,,, =5 V.

Storage time is calculated using localization energy and capture cross section.
Therefore, the uncertainties on storage time originates the uncertainty on localization
energy and capture cross section. It should be, however, noted that when the local-
ization energy increases, the capture cross section increases too, as they are derived
from the slope of Arrhenius plot. Therefore, they partially cancel each other out and
the uncertainty on storage time is hence smaller than the uncertainties on localiza-
tion energy and on capture cross section. Fig. D.2a shows the correlation between
localization energy and capture cross section. The rate is 0.997 and 1 represents the
complete correlation. Fig. D.2b shows the hologram of storage time. The mean value
is determined to be 3.417 and the standard deviation is determined to be 0.12.

The final values and uncertainties are rounded to significant digits, and listed as
follow:
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e Localization energy Ej,. = 1130(£20) meV

e Capture cross section 0, = 5. x 107! em? (with an uncertainty of 0.2 orders of
magnitude)

e Storage time 7 = 2500 s (with an uncertainty of 0.1 orders of magnitude)

For the rest of the samples, only uncertainties will be given without any detail.

D.1 GaSb/GaP QDs

D.1.1 QD-1

The results of the error analysis of the charge selective DLTS measurement of QD-1 at
a measurement voltage V,,, = 10 V are listed Tab. D.2.

Parameter Mean value p St. dev. ¢ Min. value Max. value

E, 900.3 meV 22 meV  875.5 meV  922.8 meV
logp 0o -12.405 0.317 -12.804 -11.772
log,, 7 1.404 0.120 1.213 1.509

Table D.2: Mean value, minimum value, maximum value, and standard deviation from
N =10 evaluation for a measurement voltage V,,, = 10 V for sample QD-1.

e Localization energy Ej,. = 900(4+20) meV

e Capture cross section oo, = 4 x 107 em? (with an uncertainty of 0.3 orders of
magnitude)

e Storage time 7 = 30 s (with an uncertainty of 0.1 orders of magnitude)

D.1.2 QD-2

The results of the error analysis of the charge selective DLTS measurement of QD-2 at
a measurement voltage V,,, = 10 V are listed Tab. D.3.

Parameter Mean value g St. dev. ¢ Min. value Max. value

E, 1107.0 meV ~ 34.7 meV  1025.8 meV 1152.8 meV
logy 0o -10.395 0.518 -11.623 -9.721
log,o T 2.930 0.066 2.793 3.025

Table D.3: Mean value, minimum value, maximum value, and standard deviation from
N = 10 evaluation for a measurement voltage V,,, = 10 V for sample QD-2.
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e Localization energy Ej,. = 1.11(£0.03) eV

e Capture cross section 0., = 4 x 107! cm? (with an uncertainty of 0.5 orders of
magnitude)

e Storage time 7 = 850 s (with an uncertainty of 0.07 orders of magnitude)

D.1.3 QD-3

The results of the error analysis of the charge selective DLTS measurement of QD-3 at
a measurement voltage V,,, = 6 V are listed Tab. D.4.

Parameter Mean value g St. dev. ¢ Min. value Max. value
E, 1070.2 meV 143 meV  1037.1 meV 1085.1 meV
log g 0oo -11.142 0.202 -11.599 -10.928
logyo T 3.058 0.039 2.959 3.095

Table D.4: Mean value, minimum value, maximum value, and standard deviation from
N = 10 evaluation for a measurement voltage V,,, = 6 V for sample QD-3.
e Localization energy Ej,. = 1.07(£0.01) eV

e Capture cross section oo, = 7 x 107!2 ecm? (with an uncertainty of 0.2 orders of
magnitude)

e Storage time 7 = 1100 s (with an uncertainty of 0.04 orders of magnitude)

D.1.4 QD-4

The results of the error analysis of the charge selective DLTS measurement of QD-4 at
a measurement voltage V,,, =4 V are listed Tab. D.5.

Parameter Mean value p St. dev. ¢ Min. value Max. value
E, 1175.1 meV 9.4 meV  1166.9 meV 1193.9 meV
log 0oo -11.849 0.122 -11.959 -11.604
logyo T 5.528 0.036 5.497 5.598

Table D.5: Mean value, minimum value, maximum value, and standard deviation from
N = 10 evaluation for a measurement voltage V,,, =4 V for sample QD-4.

e Localization energy Ej,. = 1.18(40.01) meV

e Capture cross section oo, = 1 x 1072 cm? (with an uncertainty of 0.1 orders of
magnitude)

e Storage time 7 = 337000 s, 3.9 days, (with an uncertainty of 0.04 orders of
magnitude)
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D.1.5 Ref

The results of the error analysis of the charge selective DLTS measurement of Ref at a
measurement voltage V,, = 4 V are listed Tab. D.6.

Parameter Mean value p St. dev. ¢ Min. value Max. value
E, 852.3 meV 9.3 meV  838.6 meV  864.0 meV
log g 0oo -14.042 0.129 -14.223 -13.879
logyo T 2.297 0.031 2.242 2.338

Table D.6: Mean value, minimum value, maximum value, and standard deviation from
N =10 evaluation for a measurement voltage V,, = 4 V for sample Ref.

e Localization energy Ej,. = 852(£9) meV

e Capture cross section oo, = 9 x 1071 cm? (with an uncertainty of 0.1 orders of
magnitude)

D.2 InGaSb/GaP QDs

D.2.1 Only-QD

The results of the error analysis of the charge selective DLTS measurement of Only-QD
at a measurement voltage V,, =5 V are listed Tab. D.7.

Parameter Mean value p St. dev. ¢ Min. value Max. value
E, 372 meV 8 meV 363 meV 380 meV
log 0oo -11.673 0.09 -11.763 -11.583
logyo T -8.115 0.07 -8.180 -8.122

Table D.7: Mean, minimum and maximum values, and standard deviation from N = 20
evaluation for a measurement voltage V,,, =5 V for sample Only-QD.

e Localization energy Ej,. = 370(£8) meV

e Capture cross section o, = 2 x 1072 cm? (with an uncertainty of 0.1 orders of
magnitude)

e Storage time 7 = 8 x 107? s (with an uncertainty of 0.1 orders of magnitude)
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Parameter Mean value pp St. dev. ¢ Min. value Max. value
E, 630.4 meV 10.2 meV  621.1 meV  639.8 meV
log,y 0o -11.182 0.12 -11.084 -11.292

Table D.8: Mean value, minimum value, maximum value, and standard deviation from
N = 20 evaluation for a measurement voltage V,,, = 5 V for sample QD-Bar.

D.2.2 Only-Bar

The results of the error analysis of the charge selective DTS measurement of Only-Bar
at a measurement voltage V,,, =9 V are listed Tab. D.8.

e Localization energy Ej,. = 630(£10) meV

e Capture cross section oo, = 7 x 1072 cm? (with an uncertainty of 0.1 orders of
magnitude)

D.2.3 QD-Barl

The results of the error analysis of the charge selective DLTS measurement of QD-Barl
at a measurement voltage V,,, = 9 V are listed Tab. D.9.

Parameter Mean value g St. dev. ¢ Min. value Max. value
E, 1151 meV 22 meV 1134 meV 1173 meV
log 0 -10.054 0.18 -9.857 -10.253
logyo 7 3.500 0.120 3390 3620

Table D.9: Mean value, minimum value, maximum value, and standard deviation from
N = 20 evaluation for a measurement voltage V,,, =5 V for sample QD-Barl.

e Localization energy Ej,. = 1.15(40.02) meV

e Capture cross section oo, = 9 x 107! cm? (with an uncertainty of 0.2 orders of
magnitude)

e Storage time 7 = 3200 s (with an uncertainty of 0.1 orders of magnitude)

D.2.4 QD-Bar2

See the first section.
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