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Abstract

We give several different formulations for the discrete-time linear-quadratic control
problem in terms of structured eigenvalue problems, and discuss the relationships among
the associated structured objects: symplectic matrices and pencils, BVD-pencils and
polynomials, and the recently introduced classes of palindromic pencils and matrix poly-
nomials. We show how these structured objects can be transformed into each other, and
also how their eigenvalues, eigenvectors and invariant/deflating subspaces are related.
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1 Introduction

In this paper we consider three approaches to solving the discrete-time linear-quadratic con-
trol problem via structured eigenvalue problems, and investigate the relationships among the
resulting classes of structured matrices, matrix pencils, and matrix polynomials. These in-
clude symplectic matrices and symplectic pencils [5, 26] as well as the recently introduced
class of palindromic/anti-palindromic matrix polynomials [9, 10, 19]. Although these vari-
ous structured objects have very similar spectral properties, they differ substantially in their
representation and numerical properties.
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Our motivation comes mainly from the standard discrete-time linear-quadratic optimal
control problem:

Minimize
∞∑

j=0

(
xT

j Qxj + xT
j Y uj + uT

j Y
Txj + uT

j Ruj

)
(1)

subject to the kth-order discrete-time control system

k∑

i=0

Mixj+i+1−k = Buj , j = 0, 1, . . . , (2)

with given starting values x0, x−1, . . . , x1−k ∈ R
n and coefficient matrices Q = QT ∈ R

n,n,
Y ∈ R

n,m, R = RT ∈ R
m,m, and Mi ∈ R

n,n for i = 0, . . . , k, B ∈ R
n,m. Second order

control problems of this form arise, for example, in the control of sampled or time-discretized
multibody systems [4].

In the classical applications of this problem [12, 13, 26, 28], the matrix R̂ =

[
Q Y
Y T R

]

is

typically positive semi-definite, with positive definite block R. However, in other applications
from discrete-time H∞ control [37], both R̂ and R may be indefinite and singular. When
the discrete-time system (2) arises from the discretization of an ordinary differential equation
then Mk = I, but if the underlying dynamics is constrained, as in the case of descriptor
systems, see e.g. [4, 15, 26], then Mk is singular.

After introducing some notation in Section 2, we show in Section 3 how the control problem
(1), (2) may first be formulated in terms of a class of structured pencils that we refer to as
BVD-pencils; this acronym stands for Boundary V alue problem for the optimal control of
D iscrete systems. We then see how under certain circumstances these BVD-pencils may be
reduced to symplectic pencils, and sometimes all the way to symplectic matrices. Finally we
show how to formulate the solution of (1), (2) as a palindromic eigenproblem.

The next three sections explore the connections between these various types of structured
matrices and matrix polynomials, including the relationships between their eigenvalues, eigen-
vectors and invariant/deflating subspaces. In particular, we discuss the question of whether
each can be converted into the other by some simple transformation or embedding. This
question is also motivated by the concerns of numerical computation. The importance of
symplectic/BVD eigenvalue problems in control applications has made the development of
reliable numerical methods for the solution of these eigenvalue and boundary value problems
an important topic of research for the last 30 years, see e.g. [5, 25, 26, 28, 34] and the
references therein. It is well known that structure-preserving methods have a much better
perturbation and error analysis than unstructured methods [13, 21, 20], in particular when
eigenvalues are near or on the unit circle. Thus the main focus of this research has been the
development of structure-preserving methods.

However, it is not easy to preserve symplectic structure or BVD-structure in finite precision
arithmetic [5, 6, 24]. BVD-structure (12) is (in part) defined by a zero block structure that is
not easy to preserve by any obvious set of transformations, while the structure of a symplectic
matrix or pencil is defined via the nonlinear relations (15), (16). By contrast, palindromic
structure is defined by very simple linear relations (5), (6), and is therefore much easier
to preserve in finite precision arithmetic [30, 31, 33]. Thus it would be preferable to work
with palindromic rather than symplectic or BVD-structure. For this reason having suitable
transformations between the structures would be especially helpful.
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In Section 4 we discuss the relationship between symplectic matrices/pencils and BVD-
pencils. In Section 5 we review some results of [30] that classify when a symplectic matrix
S can be represented by a palindromic pencil, and conversely, when a palindromic pencil
can be easily transformed to a symplectic matrix/pencil. In Section 6 we then study BVD-
polynomials and how they can be transformed into palindromic pencils and polynomials.

2 Notation

We follow [19] in style and notation. Let F denote the field R or C and consider a k-th degree
matrix polynomial P (λ) =

∑k
i=0 λ

iBi, where B0, B1, . . . Bk ∈ F
m,n with Bk 6= 0. Writing

P (λ) in homogeneous form P (α, β) =
∑k

i=0 α
iβk−iBi, then the spectrum of the homogeneous

matrix polynomial is defined to be the set of pairs (α, β) ∈ C
2 \{(0, 0)} for which P (α, β) has

a drop in rank. We identify pairs (α, β) with λ = α
β

if β 6= 0 and with λ = ∞ if β = 0. For
simplicity we use only the notation P (λ) in the rest of the paper.

A matrix polynomial P (λ) =
∑k

i=0 λ
iBi is said to be regular if m = n and detP (λ) does

not vanish identically. In the following we consider only regular polynomials, although some
of the results that we present can be easily extended to the singular case.

In addition, to avoid unnecessary distinctions between the real and complex case, and
between the use of transpose (T ) or conjugate transpose (∗), we follow [19] and introduce the
symbol ⋆ to stand for either T or ∗.

Definition 1 Let P (λ) =
∑k

i=0 λ
iBi be a matrix polynomial, where B0, . . . , Bk ∈ F

n,n with
Bk 6= 0. Then we define the adjoint of P (λ) by

P⋆(λ) :=
k∑

i=0

λiB⋆i , (3)

and the reversal of P (λ) by

revP (λ) := λkP (1/λ) =
k∑

i=0

λiBk−i . (4)

A matrix polynomial P (λ) is said to be palindromic if

revP⋆(λ) = P (λ) , i.e. B⋆k−i = Bi for i = 0, . . . , k , (5)

and anti-palindromic if

revP⋆(λ) = −P (λ) , i.e. B⋆k−i = −Bi for i = 0, . . . , k . (6)

Note that a palindromic pencil has the form λZ + Z⋆, while an anti-palindromic pencil is
of the form λZ − Z⋆. It is clear that by changing λ to −λ a palindromic pencil becomes
anti-palindromic and vice-versa. To avoid having to switch signs, we use whichever structure
is more convenient.

As in [19], we may sometimes add a prefix T or ∗ to the term palindromic to clarify which
adjoint ⋆ we are using.
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3 Linear-quadratic optimal control via structured eigenvalue

problems

In this section we describe several ways to approach the discrete-time linear-quadratic optimal
control problem (1), (2) via a structured eigenvalue problem.

Let us begin by assuming that Mk is invertible. In this case the classical way to solve this
control problem is to turn the kth-order difference equation (2) into a first order system by
introducing, for example,

E =








Mk

I
. . .

I







, A =








−Mk−1 −Mk−2 . . . −M0

I 0 . . . 0

0
. . .

. . .
...

0 I 0







, R = R⋆ = R,

Q = Q⋆ =








Q
0

. . .

0







, B =








B
0
...
0







, Y =








Y
0
...
0







, zj =








xj

xj−1
...

xj+1−k







, (7)

and then to apply techniques for first order systems, e.g. in [5, 12, 26, 28], to minimize

∞∑

j=0

(
z⋆j Qzj + z⋆j Yuj + u⋆j Y⋆zj + u⋆j Ruj

)
(8)

subject to

Ezj+1 = Azj + Buj , z0 =
[
xT

0 . . . xT
1−k

]T
. (9)

Introducing a vector of Lagrange multipliers mj =
[
−νT

j −ν̃T
j

]T
with νj ∈ F

n and

ν̃j ∈ F
(k−1)n and applying the Pontryagin maximum principle [16, 26] leads to the two-point

boundary value problem




0 E 0
A⋆ 0 0
B⋆ 0 0









mj+1

zj+1

uj+1



 =





0 A B
E⋆ Q Y
0 Y⋆ R









mj

zj

uj



 , (10)

with initial condition as in (9) and terminal condition

lim
j→∞

E⋆mj = 0. (11)

Remark 2 To unify notation we have again used ⋆ to denote transpose or conjugate trans-
pose. Note, however, that in discrete-time optimal control when the resulting boundary value
problem is complex then ⋆ invariably denotes conjugate transpose. We do not know of any
control application where the complex transpose case arises.

This boundary value problem is usually solved, see [5, 13, 26, 28], via the computation of
the deflating subspace associated with the eigenvalues inside the unit disk of the associated
matrix pencil, i.e. by solving the generalized eigenvalue problem



λ





0 E 0
A⋆ 0 0
B⋆ 0 0



−





0 A B
E⋆ Q Y
0 Y⋆ R













φ
ψ
γ



 = 0. (12)
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If R(= R) is invertible, then one can eliminate the variable γ corresponding to the eigen-
value infinity in (12) and also the corresponding variable uj in the boundary value problem
(10), thus reducing the problem to the computation of deflating subspaces of a smaller pencil,
i.e. to the solution of the generalized eigenvalue problem

(

λT̂ − Ŝ
)[ φ

ψ

]

:=

(

λ

[
Ĥ E
F̂⋆ 0

]

−
[

0 F̂
E⋆ G

])[
φ
ψ

]

(13)

:=

(

λ

[
−BR−1B⋆ E

(A− BR−1Y⋆)⋆ 0

]

−
[

0 A− BR−1Y⋆
E⋆ Q− YR−1Y⋆

])[
φ
ψ

]

= 0 ,

where Ĥ⋆ = Ĥ and G⋆ = G.
If, in addition, E and F̂ are invertible (which means that Mk and M0 are invertible,

respectively), then one may transform even further and instead solve the boundary value
problem associated with the eigenvalue problem for the matrix S in

(λI2kn − S)

[
φ̂
ψ

]

(14)

:=

(

λI2kn −
[
E⋆ 0
0 Ikn

]

T̂ −1Ŝ
[
E−⋆ 0
0 Ikn

])[
E⋆ 0
0 Ikn

] [
φ
ψ

]

=

(

λI2kn −
[
E−1ĤE−⋆ Ikn

(E−1F̂)⋆ 0

]−1 [
0 E−1F̂
Ikn G

])[
φ̂
ψ

]

:=

(

λI2kn −
[

H Ikn

F⋆ 0

]−1 [
0 F
Ikn G

])[
φ̂
ψ

]

= 0 ,

where φ̂ = E⋆φ, H⋆ = H, and F is nonsingular. With Jkn :=

[
0 Ikn

−Ikn 0

]

, the matrix S
in (14) satisfies

SJknS⋆ = Jkn . (15)

Matrices with this property are called symplectic matrices [5, 26]. If E = Ikn in (13) (which
corresponds to Mk = I in (2)), then regardless of whether F̂ is singular or nonsingular we
have

ŜJknŜ⋆ = T̂ JknT̂ ⋆. (16)

Because of this property, in [5, 26, 27] pencils λT̂ − Ŝ satisfying (16) are called symplectic
pencils. Note that if E 6= Ikn in (13), then (16) will in general no longer hold.

In order to avoid any conflict with the terminology of symplectic pencils, we will denote
the pencil in (12) by a name which instead emphasizes its origin in the two-point Boundary
V alue problem for the optimal control of D iscrete-time descriptor systems. Thus we call
any pencil with the structure of (12) a BVD-pencil, and a pencil with the structure of (13)
a reduced BVD-pencil. Note that a reduced BVD-pencil with E = Ikn is a symplectic pencil.
Just as for palindromic pencils/polynomials, we sometimes add a prefix T or ∗ to indicate
which adjoint we are using.

As an alternative to the reduction to a first-order problem as in (8), (9), (10), we could
instead apply the Pontryagin maximum principle directly to the kth-order optimal control
problem (1), (2) and thus avoid the assumption of invertibility of Mk. Using the partitioning
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φ =
[
φT

1 . . . φT
k

]T
, ψ =

[
ψT

1 . . . ψT
k

]T
analogous to (7), leads (for k > 2) to a

discrete-time boundary value problem





0 Mk 0
M⋆

0 0 0
0 0 0









−νj+k

xj+1

uj+k



+





0 Mk−1 0
M⋆

1 Q 0
0 Y ⋆ 0









−νj+k−1

xj

uj+k−1





+ . . .+





0 M2 0
M⋆

k−2 0 0
0 0 0









−νj+2

xj−k+3

uj+2



 (17)

+





0 M1 0
M⋆

k−1 0 0
−B⋆ 0 0









−νj+1

xj−k+2

uj+1



+





0 M0 −B
M⋆

k 0 Y
0 0 R









−νj

xj−k+1

uj



 = 0

associated with the polynomial eigenvalue problem

0 = P (λ)





φ1

ψk

γ



 :=





k∑

j=0

λjMj









φ1

ψk

γ





:=



λk





0 Mk 0
M⋆

0 0 0
0 0 0



+ λk−1





0 Mk−1 0
M⋆

1 Q 0
0 Y ⋆ 0



+ . . . (18)

+λ





0 M1 0
M⋆

k−1 0 0
−B⋆ 0 0



+





0 M0 −B
M⋆

k 0 Y
0 0 R













φ1

ψk

γ



 .

When k = 1 this approach leads to (12), which after multiplication of the last two block rows
by −I takes the following form, consistent with (18),



λ





0 M1 0
M⋆

0 0 0
−B⋆ 0 0



+





0 M0 −B
M⋆

1 Q Y
0 Y ⋆ R













φ1

ψ1

γ



 = 0. (19)

In the case k = 2 we obtain


λ2





0 M2 0
M⋆

0 0 0
0 0 0



+ λ





0 M1 0
M⋆

1 Q 0
−B⋆ Y ⋆ 0



+





0 M0 −B
M⋆

2 0 Y
0 0 R













φ1

ψ2

γ



 = 0. (20)

In each case (18), (19), (20), we call the corresponding matrix polynomial a BVD-matrix
polynomial. Whenever R is invertible we can eliminate γ as in the reduction of (12) to (13),
and thereby obtain a reduced BVD-matrix polynomial.

It is well known, see e.g. [26], that the spectrum of real symplectic matrices is symmetric
with respect to the unit circle. In other words, whenever λ is an eigenvalue then 1/λ, λ̄,
and 1/λ̄ are also eigenvalues. Analogous reciprocal pairings (either (λ, 1/λ) or (λ, 1/λ̄)) are
also present in the spectra of complex symplectic matrices and pencils [5, 26]; here 0 and
∞ are regarded as reciprocals of each other. Note that if |λ| = 1 then eigenvalue pairs may
coalesce, leading to degenerate situations. Thus it can be expected that eigenvalues on the
unit circle, and especially the eigenvalues 1 and −1, will play a special role in our analysis.
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We call this reciprocal pairing of eigenvalues symplectic eigen-symmetry. We will see that this
eigen-symmetry also partially carries over to the eigenvalues of BVD-pencils and BVD-matrix
polynomials, as well as to their reduced versions.

It has been shown in [19] that palindromic and anti-palindromic eigenvalue problems also
have symplectic eigen-symmetry, see also [7]. Later it was shown in [33] and also in a different
context in [29] how to obtain palindromic eigenvalue problems directly from discrete-time
optimal control problems; in light of this fact the symplectic eigen-symmetry of palindromic
eigenvalue problems is perhaps not so surprising.

We present next yet another, even simpler way to obtain a palindromic formulation of the
discrete-time control problem. Begin by rewriting the boundary value problem (10) as

[
E 0

]
[
zj+1

uj+1

]

=
[
A B

]
[
zj

uj

]

, (21)

[
A⋆
B⋆

]

mj+1 =

[
E⋆
0

]

mj +

[
Q Y
Y⋆ R

] [
zj

uj

]

. (22)

Then replace j with j + 1 in (22) to get

[
A⋆
B⋆

]

mj+2 =

[
E⋆
0

]

mj+1 +

[
Q Y
Y⋆ R

] [
zj+1

uj+1

]

. (23)

Introducing the new variable wj = mj −mj+1, subtracting (23) from (22) and rearranging
the terms we obtain

[
A⋆
B⋆

]

wj+1 +

[
Q Y
Y⋆ R

] [
zj+1

uj+1

]

=

[
E⋆
0

]

wj +

[
Q Y
Y⋆ R

] [
zj

uj

]

.

Combining this equation with (21) we have the boundary value problem





0 E 0
A⋆ Q Y
B⋆ Y⋆ R





︸ ︷︷ ︸

Z





wj+1

zj+1

uj+1



 =





0 A B
E⋆ Q Y
0 Y⋆ R





︸ ︷︷ ︸

Z⋆





wj

zj

uj



 , j = 0, . . . ,∞, (24)

with the initial condition (9) and
∑∞

j E⋆wj = E⋆m0. This boundary value problem can then
be solved by decoupling the forward and backward iteration via the solution of the associated
anti-palindromic eigenvalue problem (λZ − Z⋆)x = 0.

4 Symplectic matrices/pencils and BVD-pencils

In Section 3 we have shown (under some nonsingularity assumptions) how to reduce the
BVD-pencil (12) first to (13), and then even further to the symplectic matrix S in (14). We
discuss now how this process can be reversed, i.e. how a symplectic matrix can be embedded
into a BVD-pencil, beginning with the following lemma.

Lemma 3 Let S ∈ F
2n,2n be symplectic. Then there exists a symplectic matrix

X =

[
In D
0 In

]

7



where D is diagonal with diagonal elements either 0 or 1 such that

K := XSX−1 =

[
K11 K12

K21 K22

]

, Kij ∈ F
n,n

is symplectic with K11 nonsingular.

Proof. Partition S as

S =

[
S11 S12

S21 S22

]

, Sij ∈ F
n,n,

and assume rankS11 = r. By [3] there exists a subset α ⊆ {1, . . . , n} with |α| = r such that
the rows of S11 indexed by α are linearly independent, and together with the rows of S21

indexed by α′, the complement of α, form a basis of F
n. Let D be the n× n diagonal matrix

such that dii = 0 if i ∈ α, and dii = 1 if i ∈ α′. Then for the matrix X with this D we have

K11 = S11 +DS21 ,

and it can be easily verified that K11 is nonsingular. Note that K is similar to S and, since
the symplectic matrices form a group, K is symplectic.

We start our construction of a BVD-pencil by introducing G := K21K
−1
11 , satisfying

G = G⋆ because K is symplectic. Let m = rankG, and let G = BR−1B⋆ be a full rank
decomposition, where R = R⋆ ∈ F

m,m is nonsingular, see e.g. [8]. Now embed λI −K into a
matrix pencil of the form

λT̃1 − S̃1 = λ





In 0 0
0 In 0

R−1B⋆ 0 0



−





K11 K12 0
K21 K22 0
0 0 Im



 .

By this embedding we have added the eigenvalue ∞ to the pencil λI − K with algebraic
and geometric multiplicity m. It is clear that eigenvectors and invariant subspaces for the
eigenvalues of K (and S) can be directly obtained from those of λT̃1 − S̃1.

A sequence of equivalence transformations applied from the left now converts λT̃1 − S̃1

into a BVD-pencil. Multiplying from the left with

W1 =





In 0 0

−K21K
−1
11 In 0

0 0 Im



 =





In 0 0
−G In 0
0 0 Im





gives the pencil

λT̃2 − S̃2 := W1(λT̃1 − S̃1) = λ





In 0 0
−G In 0

R−1B⋆ 0 0



−





K11 K12 0

0 K̃22 0
0 0 Im



 ,

with K̃22 = K22 − K21K
−1
11 K12. Since K is symplectic, we have K̃22 = K−⋆

11 . Multiplying

λT̃2 − S̃2 from the left with

W2 =





K−1
11 0 0
0 In 0
0 0 R





8



gives the pencil

λT̃3 − S̃3 := W2(λT̃2 − S̃2) = λ





K−1
11 0 0

−G In 0
B⋆ 0 0



−





I Q 0

0 K−⋆
11 0

0 0 R





with Q = Q⋆ := K−1
11 K12. Multiplying λT̃3 − S̃3 from the left with

W3 =





In 0 0
0 In BR−1

0 0 Im





gives the pencil

λT̃4 − S̃4 := W3(λT̃3 − S̃3) = λ





A⋆ 0 0
0 In 0
B⋆ 0 0



−





In Q 0
0 A B
0 0 R



 ,

with A := K−⋆
11 = K̃22. Finally, multiplying with the matrix W4 :=





0 In 0
In 0 0
0 0 Im



 from

the left we get the BVD-pencil

P (λ) := λT̃ − S̃ := W4(λT̃4 − S̃4) := λ





0 In 0
A⋆ 0 0
B⋆ 0 0



−





0 A B
In Q 0
0 0 R



 . (25)

Note that the symplectic matrix S has no eigenvalues at 0 or ∞; thus the constructed
BVD-pencil P (λ) = λT̃ − S̃ has the same finite eigenvalues as S plus m extra eigenvalues
at ∞. For a general BVD-pencil, however, there may be more than m infinite eigenvalues.
Note also that from the transformation matrices we obtain a direct relationship between the
eigenvectors and deflating/invariant subspaces of S and λT̃ − S̃.

One can construct many other ways of transforming symplectic matrices into BVD-pencils.
The transformation introduced above, however, is precisely the inverse of the reduction in
Section 3; that is, if the reduction in Section 3 is applied to (25) we will recover K, therefore
also S. Thus we see that BVD-pencils constitute a genuine extension of symplectic matrix
structure.

We turn next to the more complicated problem of embedding general symplectic pencils
into BVD-pencils. For this task we first need the following two lemmas, proved previously in
[22, 23] and using the notation Σp,q := diag(Ip,−Iq).

Lemma 4 Let B ∈ F
p,2n satisfy rankB = p and rankBJnB

T = 2n0 ≤ p, i.e., the dimension
of the null space of BJnB

T is δ0 = p − 2n0 ≥ 0. Then there exists an invertible matrix
X ∈ F

2n such that

BX =
[
2n1 δ0 p

0 0 B0

]
, XTJnX = Jn1

⊕





0 0 Iδ0
0 Jn0

0
−Iδ0 0 0



 ,

where B0 ∈ F
p,p is nonsingular and n1 = n− n0 − δ0.
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Lemma 5 Let B ∈ C
p,m with m ≥ p, and let π, ν ≥ 0 be integers such that π + ν = m.

Suppose that rankB = p and that the inertia index (i.e. the number of positive, negative and
zero eigenvalues) of the Hermitian matrix BΣπ,νB

∗ is (π0, ν0, δ0). Then π0 + ν0 + δ0 = p and
there exists an invertible matrix X ∈ C

m,m such that

BX =
[
π1 + ν1 δ0 p

0 0 B0

]
, X∗Σπ,νX = Σπ1,ν1

⊕





Iδ0
Σπ0,ν0

Iδ0



 ,

where B0 ∈ C
p,p is nonsingular, π1 = π − π0 − δ0 ≥ 0, and ν1 = ν − ν0 − δ0 ≥ 0.

Based on these two lemmas we now show how to transform a regular symplectic pencil λT −
S ∈ F

2n,2n to a (reduced) BVD-pencil.

We first consider the case when ⋆ = T . Let Q0 be nonsingular such that Q−1
0 S =

[
W
0

]

,

where W ∈ F
p,2n has full row rank, i.e. rankW = p. By Lemma 4, there exists a nonsingular

matrix X0 such that

WX0 =
[
2n1 δ0 p

0 0 W0

]
, X T

0 JnX0 = Jn1
⊕





0 0 Iδ0
0 Jn0

0
−Iδ0 0 0



 =: ∆,

where W0 is nonsingular and n = n1 + n0 + δ0, p = 2n0 + δ0. Let Q1 = Q0 diag(W0, I2n−p),
Then

S1 := Q−1
1 SX0 =

[
2n1 δ0 p

p 0 0 Ip
2n− p 0 0 0

]

and T1 := Q−1
1 T satisfies

T1JnT T
1 = Q−1

1 SJnSTQ−T
1 = S1(X−1

0 JnX−T
0 )ST

1 = S1∆ST
1 = Jn0

⊕ 02(n−n0).

If we partition T1 =

[
T1

T2

]

with T1 ∈ F
2n0,2n, then T1JnT

T
1 = Jn0

, which implies that

rankT1 = n0. By applying Lemma 4 again, then there exists a nonsingular matrix Y0 such
that

T1Y0 =
[
2(n− n0) 2n0

0 C0

]
, YT

0 JnY0 = Jn−n0
⊕Jn0

, C0Jn0
CT

0 = Jn0
.

With Y1 = Y0 diag(I2(n−n0), C
−1
0 ), then

T1Y1 =
[
2(n− n0) 2n0

0 I2n0

]
, YT

1 JnY1 = Jn−n0
⊕ Jn0

and T1Y1 can be partitioned as

T1Y1 =

[
0 I2n0

T21 T22

]

.

Then, from

Jn0
⊕ 02(n−n0) = T1JnT T

1 = (T1Y1)(Y−1
1 JnY−T

1 )(T1Y−1
1 )T =

[
Jn0

Jn0
T T

22

T22Jn0
T21Jn−n0

T T
21

]
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we obtain
T22 = 0, T21Jn−n0

T T
21 = 0.

If we partition T21 further as

T21 =

[
δ0 T̂1

2n− p T̂2

]

,

then applying the same procedure that was used to compute S1 from S now to T̂2 and using
that T̂2Jn−n0

T̂ T
2 = 0, we obtain

V −1
0 T̂2Y0 =

[
2(n− n0 − δ1) δ1 δ1

δ1 0 0 Iδ1
2n− p− δ1 0 0 0

]

, Y T
0 Jn−n0

Y0 = Jn−n0−δ1 ⊕Jδ1 ,

where V0 ∈ F
2n−p,2n−p is nonsingular. Setting V1 = Iδ0 ⊕ V0, using the partitioning

V −1
1 T21Y0 =





T̂11 T̂12 T̂13

0 0 Iδ1
0 0 0



 ,

and setting

V2 = V1 diag

([
Iδ0 T̂13

0 Iδ1

]

, I2n−p−δ1

)

,

we obtain

V −1
2 T21Y0 =





T̂11 T̂12 0
0 0 Iδ1
0 0 0



 .

Because T21Jn−n0
T T

21 = 0, from

0 = (V −1
2 T21Y0)(Y

−1
0 Jn−n0

Y −T
0 )(V −1

2 T21Y0)
T ,

we have
T̂12 = 0, T̂11Jn−n0−δ1 T̂

T
11 = 0.

Let Q2 = Q1 diag(I2n0
, V2) and Y2 = Y1 diag(Y0, I2n0

). Then

Q−1
2 SX0 =







2n1 δ0 2n0 δ0

2n0 0 0 I2n0
0

δ0 0 0 0 Iδ0
δ1 0 0 0 0
2n− p− δ1 0 0 0 0







X T
0 JnX0 = Jn1

⊕





0 0 Iδ0
0 Jn0

0
−Iδ0 0 0





Q−1
2 T Y2 =







2(n− n0 − δ1) δ1 δ1 2n0

2n0 0 0 0 I2n0

δ0 T̂11 0 0 0
δ1 0 0 Iδ1 0
2n− p− δ1 0 0 0 0







YT
2 JnY2 = Jn−n0−δ1 ⊕ Jδ1 ⊕ Jn0

.
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Note that based on the block structure of V2, Q−1
2 SX0 has the same form as Q−1

1 SX0.
Because λT −S is regular, we have 2n−p− δ1 = 0, since otherwise the intersection of the

null spaces of T T and ST is non-empty, indicating that λT −S is singular. Since p = 2n0+δ0,
we have 2n = 2n0 + δ0 + δ1 and by the number of columns in the partitioning of Q−1

2 SX0, we
obtain δ1 = 2n1 +δ0 ≥ δ0. Similarly, by considering the number of columns in the partitioning
of Q−1

2 T Y2, we have δ0 ≥ δ1. Therefore δ1 = δ0, and the factorizations are reduced to

Q−1
2 SX0 =





δ0 2n0 δ0

2n0 0 I2n0
0

δ0 0 0 Iδ0
δ0 0 0 0



, X T
0 JnX0 =





0 0 Iδ0
0 Jn0

0
−Iδ0 0 0



 ,

Q−1
2 T Y2 =





δ0 δ0 2n0

2n0 0 0 I2n0

δ0 0 0 0
δ0 0 Iδ0 0



, YT
2 JnY2 = Jδ0 ⊕ Jn0

. (26)

With

Q = Q2







In0
0 0 0

0 0 In0
0

0 0 0 Iδ0
0 Iδ0 0 0






,

X1 = X0 diag

([
0 Iδ0
In0

0

]

, In0+δ0

)

, Y3 = Y2







0 0 0 −Iδ0
0 Iδ0 0 0
In0

0 0 0
0 0 In0

0






,

then X T
1 JnX1 = YT

3 JnY3 = Jn, i.e., X1 and Y3 are symplectic, and

Q−1T Y3 =

[
In 0
0 F

]

, Q−1SX1 =

[
F 0
0 In

]

, F =

[
In0

0
0 0

]

.

Define X = X−1
1 Y3, which is again symplectic. Then

λT1 − S1 := Q−1(λT − S)Y3 = λ

[
In 0
0 F

]

−
[
F 0
0 In

]

X . (27)

By using Lemma 3, X has a factorization

X =

[
In D
0 In

] [
In 0
G In

] [
K11 0

0 K−T
11

] [
In Q
0 In

] [
In −D
0 In

]

,

where D is a diagonal matrix with diagonal elements either 1 or 0, and G = GT , Q = QT .
By pre- and post-multiplying λT1 − S1 by

[
In −FD
0 In

]

and

[
In D
0 In

] [
In −Q
0 In

] [
K−1

11 0
0 In

]

,
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respectively, and using the fact that FD = DF is diagonal and F 2 = F , it follows that by
permuting the block-columns we finally have obtained the reduced BVD-pencil

λT̂ − Ŝ =

[
(I − F )D −Q K−1

11

F 0

]

−
[

0 F

K−T
11 G

]

.

For the case that ⋆ = ∗ and F = C we again assume that λT − S is regular and satisfies

SJnS∗ = T JnT ∗.

With

Πn =

√
2

2

[
In In
iIn −iIn

]

we then have
Π∗

nΠn = I2n, Π∗
nJnΠn = iΣn,n,

and for S̃ = SΠn, T̃ = T Πn it follows that

S̃Σn,nS̃∗ = T̃ Σn,nT̃ ∗.

Similarly as in the previous case, by using Lemma 5 we have nonsingular matrices Q̃2, X̃0,
and Ỹ2 such that

Q̃−1
2 S̃X̃0 =





δ0 2n0 δ0

2n0 0 I2n0
0

δ0 0 0 Iδ0
δ0 0 0 0



, X̃ ∗
0 Σn,nX̃0 =





0 0 Iδ0
0 Σn0,n0

0
Iδ0 0 0



 ,

Q̃−1
2 T̃ Ỹ2 =





δ0 δ0 2n0

2n0 0 0 I2n0

δ0 0 0 0
δ0 0 Iδ0 0



, Ỹ∗
2Σn,nỸ2 = Σδ0,δ0 ⊕ Σn0,n0

.

With

Q2 = Q̃2 diag(Π∗
n0
, I2δ0), X0 = ΠnX̃0 diag(iIδ0 ,Π

∗
n0
, Iδ0), Y2 = ΠnỸ2 diag(iIδ0 , Iδ0 ,Π

∗
n0

),

then S, T , Q2, X0, and Y2 satisfy analogous relations to those in (26) and hence we can
proceed analogously.

In this way we have shown that every regular symplectic pencil is equivalent to a reduced
BVD-pencil, and any reduced BVD-pencil of the form (13) can be easily extended to a BVD-
pencil by performing a full rank factorization of Ĥ and then reversing the transformation
that led from (12) to (13).

For singular symplectic pencils λT − S, however, there may be no equivalent reduced
BVD-pencil, as shown by the following example.

Example 6 Let

λT − S = λ

[
1 0
0 0

]

−
[

1 0
0 0

]

.
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Clearly the two coefficient matrices will remain equal under any equivalence transformation.
Thus any equivalent reduced BVD-pencil

λ

[
h e
f̄ 0

]

−
[

0 f
ē g

]

will be forced to have h = g = 0 and e = f .
But then the reduced BVD-pencil would be either λ02 − 02 or

λ

[
0 e
ē 0

]

−
[

0 e
ē 0

]

, e 6= 0 ,

which cannot be equivalent to λT − S since rank T = 1 6= 0, 2.

Note that a symplectic matrix S can be consided as a symplectic pencil λIn − S, which
is just λT1 − S1 in (27) with F = In. So the above transformation provides another way to
transform S to a reduced BVD-pencil.

We have seen in this section that every symplectic matrix and every regular symplectic
pencil can be embedded into a BVD-pencil. Note that this relationship between symplectic
matrices/pencils and BVD-pencils, in particular this embedding construction, does not extend
to BVD-polynomials, since there is no known notion of symplectic structure for higher degree
matrix polynomials.

5 Palindromic pencils and symplectic pencils

In this section we study the relationship between symplectic matrices/pencils and anti-
palindromic pencils. In particular we discuss when a symplectic matrix S can be factored as
Z−1Z⋆, hence can be represented by an anti-palindromic pencil λZ − Z⋆, and conversely,
when an anti-palindromic pencil is equivalent to a symplectic matrix. The equivalence of
symplectic pencils and anti-palindromic pencils is also examined. These results were proved
in [30] based on palindromic Kronecker canonical forms that were derived independently in
[11, 30].

Theorem 7 [30]

1. A complex T-symplectic matrix S admits a factorization S = Z−1ZT if and only if for
any even integer p, the number of Jordan blocks of size p associated with the eigenvalue
1 of S is even.

Conversely, let Z ∈ C
n,n be nonsingular. Then Z−1ZT is similar to a T-symplectic

matrix if and only if n is even, and for any odd integer q the number of blocks of size
q in the (anti-palindromic) Kronecker canonical form of the pair λZ − ZT associated
with the eigenvalue 1 is even.

2. Every complex ∗-symplectic matrix admits a factorization Z−1Z∗.

Conversely, let Z ∈ C
n,n be nonsingular. Then Z−1Z∗ is similar to a ∗-symplectic

matrix if and only if n is even.
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3. A real symplectic matrix S admits a real factorization Z−1ZT if and only if for any
even integer p, the number of Jordan blocks of size p associated with the eigenvalue 1
of S is even. Conversely, let Z ∈ R

n,n be nonsingular. Then Z−1ZT is similar to a
real symplectic matrix if and only if n is even, and for any odd integer q the number of
blocks of size q in the (anti-palindromic) Kronecker canonical form of the pair λZ −ZT

corresponding to the eigenvalue 1 is even.

Note that to obtain corresponding results with palindromic instead of anti-palindromic
pencils, we have to replace 1 by −1 and Z−1Z⋆ by −Z−1Z⋆.

This result can be easily extended to symplectic pencils by making use of the structured
Kronecker form for symplectic pencils, see [18].

Corollary 8 1. A real (complex) T-symplectic pencil λT −S is equivalent to a real (com-
plex) T-anti-palindromic pencil λZ − ZT , i.e. there exist nonsingular matrices V,W
such that

λV TW − V SW = λZ −ZT ,

if and only if for any even integer p, the number of Jordan blocks of size p associated
with the eigenvalue 1 of λT − S is even.

Conversely, the real (complex) T-anti-palindromic pencil λZ−ZT of size n is equivalent
to a real (complex) T-symplectic pencil λT −S if and only if n is even, and for any odd
integer q the number of blocks of size q in the (anti-palindromic) Kronecker canonical
form of the pair λZ − ZT associated with the eigenvalue 1 is even.

2. Every complex ∗-symplectic pencil λT − S is equivalent to a ∗-anti-palindromic pencil
λZ −Z∗ of even dimension. Conversely, a complex ∗-anti-palindromic pencil λZ −Z∗

is equivalent to a complex ∗-symplectic pencil λT − S if and only if the size n of the
pencil is even.

Proof. The proof follows directly from the fact that ∞ and 0 are nicely paired.
These two results show that anti-palindromic pencils and symplectic matrices/pencils of

even size are closely related, with differences mainly due to partial multiplicities associated
with the eigenvalue 1. Symplectic matrices and pencils of odd size do not exist, so in this
sense the notion of palindromic structure represents a significant extension of the idea of
symplectic structure.

6 BVD and palindromic matrix polynomials

It was shown in section 3 of this paper, and earlier in [29, 33], how to obtain palindromic
formulations of the optimal control problem. Thus BVD and palindromic matrix polyno-
mials are clearly related to each other, albeit indirectly, via the control problem. In this
section, however, we show several ways to algebraically transform BVD-polynomials directly
into palindromic polynomials. One result of this development is that the “almost” symplectic
eigen-symmetry of BVD-polynomials is revealed; their spectra have perfect reciprocal pairing
except for the eigenvalues 0 and ∞. Consequently BVD and palindromic polynomials cannot
be strictly equivalent, and to convert one into the other requires the use of non-equivalence,
indeed even non-unimodular, transformations. Extensive use of simple block-diagonal trans-
formations that are not unimodular is made throughout this section. These transformations
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change the spectrum of the polynomials, but only in very simple ways that can be easily
tracked.

Let us begin with a (2n+m) × (2n+m) BVD-pencil of the form

P (λ) := λT̃ − S̃ = λ





0 E 0
A⋆ 0 0
B⋆ 0 0



−





0 A B
E⋆ Q Y
0 Y ⋆ R



 . (28)

Setting λ = −µ and multiplying the pencil with −diag(In, µIn, µIm) from the left, we obtain
a second order palindromic matrix polynomial

P̂ (µ) := µ2





0 0 0
A⋆ 0 0
B⋆ 0 0



+ µ





0 E 0
E⋆ Q Y
0 Y ⋆ R



+





0 A B
0 0 0
0 0 0



 . (29)

By this procedure (which is closely connected to the so-called logarithmic reduction [17])
we have increased the degree of the matrix polynomial by one and added n + m copies of
the eigenvalue 0 as well as n copies of the eigenvalue ∞ to the matrix polynomial. From
the relation det P̂ (µ) = (−1)mµm+n detP (−µ) we see that the other eigenvalues of (29) are
just the negatives of the eigenvalues of (28); the relationship between the eigenvectors and
deflating subspaces is also easily obtained.

For the eigenvalue 0 the eigenvectors of P̂ (µ) are contained in N := ker
[

0 A B
]
,

while those of P (λ) are contained in

N0 := ker





0 A B
E⋆ Q Y
0 Y ⋆ R



 = ker
[

0 A B
]
∩ ker

[
E⋆ Q Y
0 Y ⋆ R

]

⊆ N .

Hence we can obtain those of P (λ) from those of P̂ (µ) by restriction to N0.
The sum of this deflating subspace and that associated with all nonzero eigenvalues of

P (λ) inside the unit circle forms the important stable deflating subspace which is used for the
decoupling of the forward and backward integration in the solution of the two-point boundary
value problem (10). Similar computations can be done for the left eigenvectors and deflating
subspaces. Note that a different palindromic quadratic can be obtained in a similar way from
P (λ) by setting λ = −µ and multiplying by −diag(In, µIn, µIm) from the right.

For BVD-polynomials of degree k ≥ 2 there is an analogous but slightly different con-
struction. If we multiply the polynomial P (λ) in (18) by diag(λk−2In, In, λ

k−2Im) from the
left and by diag(In, In, λIm) from the right, we obtain the palindromic matrix polynomial

P̂ (λ) :=
2k−2∑

j=0

λjM̂j

:= λ2k−2





0 Mk 0
0 0 0
0 0 0



+ λ2k−3





0 Mk−1 0
0 0 0
0 Y ⋆ 0



+ λ2k−4





0 Mk−2 0
0 0 0
0 0 0



+ · · ·

+λk





0 M2 0
M⋆

0 0 0
0 0 0



+ λk−1





0 M1 −B
M⋆

1 Q 0
−B⋆ 0 R



+ λk−2





0 M0 0
M⋆

2 0 0
0 0 0





+ . . .+ λ2





0 0 0
M⋆

k−2 0 0
0 0 0



+ λ





0 0 0
M⋆

k−1 0 Y
0 0 0



+





0 0 0
M⋆

k 0 0
0 0 0



 .
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Here we have added n(k − 2) + m(k − 1) copies of the eigenvalue 0, and added or deleted
|n(k − 2) −m| copies of the eigenvalue ∞ depending on whether n(k − 2) −m is positive or
negative. Using the block-diagonal transformation matrices we can directly relate the right
eigenvectors and deflating subspaces associated with the nonzero eigenvalues of P (λ) and
P̂ (λ) to each other.

For k ≥ 2, the eigenvectors of P̂ (λ) associated with the eigenvalue 0 are contained in
N = ker

[
M⋆

k 0 0
]
, while those of P (λ) are contained in

N0 = ker





0 M0 −B
M⋆

k 0 Y
0 0 R



 .

In this case, however, N0 6⊆ N .
Let us evaluate this way of transforming BVD-polynomials into palindromic polynomials

from the point of view of numerical methods. First of all, we have seen that the described
procedures only add copies of the eigenvalues 0 and ∞, and that the eigenvalues, eigenvec-
tors and deflating subspaces of the BVD-pencil/polynomial can be easily retrieved from the
palindromic polynomials. Thus we have obtained a palindromic formulation that contains
the desired information. Since the palindromic structure is defined via linear relations that
are easier to preserve in finite arithmetic, see [14, 31, 33], this is a big advantage.

On the other hand, for k = 1 and k > 2 we have increased the degree of the matrix
polynomial to 2 and 2k − 2, respectively. However, aside from a few exceptional cases, it
is known that palindromic matrix polynomials of degree k ≥ 2 can be expressed as linear
palindromic matrix polynomials [19]. Furthermore, it has been shown in [1] how to obtain so-
called trimmed linearizations that first deflate some of the possible critical eigenvalues (such
as 0, 1,−1,∞) before carrying out the formulation as a linear eigenvalue problem. Thus, with
some extra effort, we are able to express a BVD-polynomial as a palindromic pencil from
which all the information concerning eigenvalues, eigenvectors and deflating subspaces can be
determined. Implementation of these methods and a detailed error and perturbation analysis
is currently under investigation.

There are alternatives to the constructions described so far in this section that do not
increase the degree of the matrix polynomial. Consider again the BVD-pencil (28). By
applying a Cayley transformation to this P (λ), see [35], we get a pencil ν(S̃ − T̂ )− (S̃ + T̃ ),
where ν = (λ+ 1)/(λ− 1) is the scalar Cayley transformation. By deleting the submatrix

[
Q Y
Y ⋆ R

]

from the matrix S̃ − T̃ we obtain a so-called even pencil ([19]),

P1(ν) = νT̃1 − S̃1 = ν





0 A− E B
−(A− E)⋆ 0 0

−B⋆ 0 0



−





0 A+ E B
(A+ E)⋆ Q Y

B⋆ Y ⋆ R



 ,

i.e., T̃1 = −T̃ ⋆1 and S̃1 = S̃⋆1 . This transformation was introduced in [35, 36], where the
precise eigenvalue and eigenvector/deflating subspace relations between P (λ) and P1(ν) were
derived for the case ⋆ = ∗. The results for the complex case with ⋆ = T can be derived in
a similar way. With this transformation a finite eigenvalue λk of P (λ) is transformed to the
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eigenvalue νk = (λk + 1)/(λk − 1) of P1(ν). The infinite eigenvalues of P (λ) split into two
groups: one group is transformed to the eigenvalue 1 of P1(ν) to match a possible eigenvalue
−1, and another group is transformed to the eigenvalue ∞ of P1(ν).

Now performing the inverse Cayley transformation to P1(ν) followed by an equivalence
transformation with diag((1/2)In, In+m) on both sides, we obtain the anti-palindromic pencil

P̂ (λ) = λZ − Z⋆ =

[
1
2In 0
0 In+m

]

(λ(S̃1 − T̃1) − (S̃1 + T̃1))

[
1
2In 0
0 In+m

]

= λ





0 E 0
A⋆ Q Y
B⋆ Y ⋆ R



−





0 A B
E⋆ Q Y
0 Y ⋆ R



 .

The relation between P (λ) and P̂ (λ) can be concisely described by the simple transformations

P̂ (λ) =

[
(1 − λ)−1In 0

0 In+m

]

P (λ)

[
In 0
0 (1 − λ)In+m

]

,

or

P̂ (λ) =

[
In 0
0 (1 − λ)In+m

]

P (λ)

[
(1 − λ)−1In 0

0 In+m

]

,

from which we immediately see that det P̂ (λ) = (1 − λ)m detP (λ). Thus m copies of the
eigenvalue ∞ for P (λ) (note that the algebraic multiplicity of ∞ is at least m) have been
moved to the eigenvalue 1, and the remaining spectrum is unchanged. The advantage of this
approach to converting BVD-structure into palindromic structure is that we do not increase
the degree of the polynomial. Again, the relationship between the eigenvectors and deflating
subspaces of the two formulations is easily obtained, see [35, 36].

A similar approach also works for the case k ≥ 2, but we need to distinguish the even
and odd degree cases. When k = 2ℓ, by pre- and post-multiplying P (λ) in (18) with
diag(λℓ−1In, In, Im) and diag(In, λ

1−ℓIn, λ
ℓIm), respectively, we obtain the palindromic poly-

nomial

P̂ (λ) :=
k∑

j=0

λjM̂j

:= λ2ℓ





0 M2ℓ 0
M⋆

0 0 0
0 0 0



+ λ2ℓ−1





0 M2ℓ−1 −B
M⋆

1 0 0
0 0 0



+ λ2ℓ−2





0 M2ℓ−2 0
M⋆

2 0 0
0 0 0





+ · · · + λℓ+1





0 Mℓ+1 0
M⋆

ℓ−1 0 0
0 0 0



+ λℓ





0 Mℓ 0
M⋆

ℓ Q Y
0 Y ⋆ R



+ λℓ−1





0 Mℓ−1 0
M⋆

ℓ+1 0 0
0 0 0





+ . . .+ λ2





0 M2 0
M⋆

2ℓ−2 0 0
0 0 0



+ λ





0 M1 0
M⋆

2ℓ−1 0 0
−B⋆ 0 0



+





0 M0 0
M⋆

2ℓ 0 0
0 0 0



 .

Note that other palindromic polynomials of degree k = 2ℓ can be obtained by pre- and
post-multiplying P (λ) in (18) with diag(λℓ−1In, In, λ

ℓ−jIm) and diag(In, λ
1−ℓIn, λ

jIm), re-
spectively, for any fixed j = 0, . . . , ℓ+ 1.
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When k = 2ℓ+ 1, pre- and post-multiplying P (λ) in (18) with diag(λℓIn, (λ+ 1)In, (λ+
1)Im) and diag((λ+ 1)−1In, λ

−ℓIn, λ
ℓIm), respectively, yields

P̂ (λ) :=

k∑

j=0

λjM̂j

:= λ2ℓ+1





0 M2ℓ+1 0
M⋆

0 0 0
0 0 0



+ λ2ℓ





0 M2ℓ −B
M⋆

1 0 0
0 0 0



+ λ2ℓ−1





0 M2ℓ−1 0
M⋆

2 0 0
0 0 0





+ · · · + λℓ+1





0 Mℓ+1 0
M⋆

ℓ Q Y
0 Y ⋆ R



+ λℓ





0 Mℓ 0
M⋆

ℓ+1 Q Y
0 Y ⋆ R



+ . . .

+λ2





0 M2 0
M⋆

2ℓ−1 0 0
0 0 0



+ λ





0 M1 0
M⋆

2ℓ 0 0
−B⋆ 0 0



+





0 M0 0
M⋆

2ℓ+1 0 0
0 0 0



 .

In both cases the resulting palindromic polynomial has the same degree as P (λ). For
k = 2ℓ, we have moved ℓm copies of the eigenvalue ∞ of P (λ) to the eigenvalue 0 of P̂ (λ).
For k = 2ℓ+1, we have moved ℓm and m copies of the eigenvalue ∞ of P (λ) to the eigenvalues
0 and −1, respectively, of P̂ (λ). The other eigenvalues remain unchanged.

Let us evaluate this alternative approach, again from the point of view of numerical
methods. The big advantage compared to the previous construction is certainly that the
degree of the matrix polynomial is not increased. The disadvantage is that for odd degree
polynomials, the eigenvalue ∞ is also mapped to −1 in the palindromic pencil representation.

Furthermore, it is well-known that eigenvalues at ±1 may cause difficulties for numerical
methods. What is worse is that in optimal control one is typically interested in the eigenvec-
tors/deflating subspaces associated with eigenvalues in the open/closed unit disk. So if there
already exists an eigenvalue ±1, then the multiplicity of this eigenvalue is changed and it is
necessary to distinguish the original eigenvalues at ±1 from the artificially created eigenval-
ues. The same is true for the eigenvalue 0 in the previous approach. There is certainly a fix
for this problem in exact arithmetic. In finite precision arithmetic, however, extra difficulties
may arise. A perturbation and error analysis of these potential problems is currently under
investigation.

7 Conclusion

We have presented several structured eigenvalue problems (symplectic, BVD, and palin-
dromic) that arise from linear-quadratric optimal control problems. We have discussed how
these different representations are related and also the advantages and disadvantages of these
representations from a numerical point of view.

In general, a palindromic representation is to be preferred because its structure is defined
by simple linear relationships that can be easily retained in finite precision arithmetic. We
have also discussed different palindromic representations and their advantages and disadvan-
tages.

A variety of numerical methods for palindromic problems are currently being constructed
and analyzed [2, 14, 20, 31, 32, 33], so that soon these techniques can replace the methods
based on representations via symplectic matrices or symplectic pencils.
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