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Abstract

Peer-to-peer (P2P) systems account for more than half efret traffic today, and an increasing
number of user applications, e.g., Bittorrent, eDonkegsfidcSkype, GoogleTalk, and P2P-TV, rely
on P2P methodology. P2P systems build overlays at the agipliclayer, independently of Internet
routing and ISP topologies. This leads to measurementdmfrhead and routing inefficiencies
for P2P users. While P2P applications spur broadband adbessalso take customers away from
traditional telephones and pose significant traffic engingechallenges for ISPs, thus putting them
in a dilemma! Some ISPs have resorted to impeding P2P traffmbdwidth shaping, though un-
successfully. Meanwhile, some P2P applications attempe@asure the network latency to potential
neighbours, e.g., by ping measurements, to choose hidbrpemce network paths. However, such
measures have not addressed the routing conflict betweenal®PP2P systems. Our measure-
ment study and visualization-based analysis finds that ¥lday topology of P2P systems is not
correlated with the Internet AS topology, and that a largember of overlay peerings cross AS
boundaries multiple times.

In this thesis, we propose a simple, general and uniqueicoliitat enables ISPs and P2P systems
to collaborate with each other. We propose that an ISP hastsvar, which we call theracle, that
helps P2P users choose “good” neighbours. The P2P user thenliist of its potential neighbours
to the oracle, which ranks this list of IP addresses based mmeer of factors, that an ISP de-
cides individually. For example, the ISP can prefer peethiwits network, to prevent traffic from
leaving its network. Further, it can choose better bandwigttlesser delay nodes, or those that are
geographically closer (same city, same PoP) within its oBtwThe oracle returns this sorted list
to the P2P user, who can then benefit from the knowledge ofSReaind connect to a neighbour
recommended by the oracle. This will not only reduce costisease routing for ISPs, but will also
provide improved performance for P2P users in the sensegbEhibandwidth and lesser delay. In
this way, ISPs and P2P systems can cooperate so that botnofibnefit.

We have conducted a comprehensive analysis of this propssal graph experiments, testbed
implementation, Planetlab deployment, and packet-ldéwalilgtions on various models of P2P sys-
tems. The graph results show that P2P users, on consultngréitle, are able to keep most of
their peerings within the ISP boundaries, without any aslveffects on the overlay graph structural
properties. A theoretical analysis of the congestion adlmseshorter network paths of P2P links
reveals that the congestion in the network is close to therétieal optimum, while almost all the
overlay peerings are formed in accordance with the ISP ipslicThrough testbed implementation
and Planetlab deployment, we show that the ISP-P2P coliibnrscheme is feasible with real P2P
systems. The experiment results also show that the sdpjalfiP2P systems improve considerably,
and there is no adverse effect on the query search phase BRthaetworks. The P2P users are
able to locate all available content from nodes at shortevark distances.

Using extensive packet-level simulations, we verify thevaresults with the Gnutella P2P proto-
col under churn. We quantify the performance improvemeamt$3IPs and P2P users, using metrics
like intra-AS content exchange and content download tim&g. simulate multiple ISP and P2P
topologies, as well as a range of user behaviour charaatsrisamely, churn, content availability



and query patterns, using different mathematical didfiobg. This enables us to study the effects
of realistic, best-case, and adverse scenarios on endgadermance. We show that the benefits
of our proposed ISP-P2P collaboration scheme hold acrcasge rof user behaviour scenarios and
ISP/P2P topologies. The ISPs are able to save costs by kegfpdange amount of traffic within their
network, perform better traffic engineering, and providadreservice to customers. The P2P users
benefit from faster content downloads, increased locafityuery responses, and improvement in
P2P scalability through reduction in overhead traffic.

We extend the ISP-P2P collaboration concept to proposalmmthtion between multiple-ISPs by
exchanging summaries of network information through ttspeetive oracle servers. This will en-
able P2P and other applications to get estimates of the papleriies to potential neighbours/servers
both within and outside their ISPs. Using simulation reswlith very large topologies, we show the
benefits of multiple-ISP collaboration by comparing itsfpenance with a bandwidth-based neigh-
bour selection scheme in P2P systems. We also show how thiggbcan be leveraged to build
a global coordinate system, and discuss how it differs framstieg coordinate systems. Lastly,
we examine the viability of using the oracle service to redpaellution in P2P file-sharing systems
while preserving network locality.



Zusammenfassung

Peer-to-Peer (P2P) Systeme verursachen heutzutage raatie #alfte des Internetverkehrs, und
eine wachsende Anzahl von Applikationen, z.B. Bittorregionkey, Joost, Skype, GoogleTalk
und P2P-TV nutzen die P2P-Methodik. P2P-Systeme errichtegrlays auf der Applikationss-
chicht, unabhéngig von Internet-Routing und ISP-TopangiDies fuhrt zu zusatzlichen Verkehr
aufgrund der Messungen sowie ineffizientes Routing fur B8Rdtzer. Wahrend auf der einen
Seite die P2P-Applikationen den Broadband-Access Maeitbén, verringert sich auf der anderen
Seite die Anzahl der Nutzer der traditionellen Telefoni@f3&rdem verursachen P2P-Applikationen
auch ein Traffic-Engineering Problem fir die ISPs. In diegimme ist P2P einen Dilemma fir die
ISPs! Einige ISPs haben reagiert, indem sie P2P-VerketahdBandwidth-Shaping blockieren,
dies allerdings wenig erfolgreich. Manche P2P-Applikagin versuchen die Netzwerk-Latenzzeit
zu potentiellen Nachbarn zu messen, um die hoch-perfoenddétzwerkpfade wahlen zu kénnen.
Allerdings haben diese Schritte die Routingkonflikte zWwest ISPs und P2P-Systeme nicht 16sen
kénnen. Unsere Messungsstudie und die Visualisierungieiti@a Analyse haben gezeigt, dass die
P2P-Overlay-Topologie nicht mit der Topologie der Automars Systems (AS) im Internet korre-
liert, und dass eine grol3ere Zahl von Overlay-PeeringsSieGrenzen mehrmals Gberschreiten.

In dieser Arbeit stellen wir eine einfache, generische ungigartige Lésung vor, die es ISPs und
P2P-Systemen erlaubt, miteinander zu kooperieren. Wiageh vor, dass die ISPs einen Server
betreiben, den wilrakel nennen wollen, der P2P-Nutzeren hilft, geignete Nachbarfirdlen.
Der P2P-Nutzer schickt eine Liste von potentiellen Nachbarm Orakel, der die Liste der IP-
Addressen anhand von verschiedenen Parametern sortignt B2ispiel wirde ein ISP Nutzer des
eigenen Netzes bevorzugen, so dass der P2P-Verkehr nadhtireul3en flie3t. Weiterhin kann der
ISP Nachbarn mit besserer Netzanbindung oder geringerky®leevorzugen, oder diejenigen die
geographisch néher sind (z.B. selbe Stadt, selber PoP)OBdI gibt die sortierte Liste an den
P2P-Nutzer zurlick, der sich dann mit dem Nachbarn verhird#atvon dem Orakel empfohlen
wurde. Dies flhrt nicht nur zu reduzierten Kosten und véagintem Routing fur die ISPs, son-
dern fuhrt auch zu verbesserter Performanz fir P2P-Nutze8inne von hoherer Bandbreite und
geringerer Verzogerung. Hierdurch kooperieren P2P-8ystend ISPs in einer Form von der beide
profitieren.

Wir haben eine umfangreiche Analyse von diesem Vorschlagirterschiedliche Modelle von
P2P-Systemen durchgefuhrt. Hierfir kamen Graph-Expetiepdestbed-Implementierungen, Pla-
netlab-Installationen und Paketebene-Simulationen zunselEz. Die Ergebnisse der Graph-Experi-
mente zeigen, dass P2P-Nutzer unter der Verwendung de®l®rakder Lage sind, die meis-
ten Peerings innerhalb der ISP-Grenzen zu halten, ohnetrdidwselle Eigenschaften von P2P-
Overlays negativ zu beeinflussen. Eine theoretische Aeallgs Netzauslastung (Congestion),
die durch kirzere Netzwerkpfade von P2P-Links verursad@rden, zeigte, dass die Netzauslas-
tung nahe an dem theoretischen Optimum liegt. Dies resulties der Tatsache, dass nahezu alle
Overlay-Peerings in Ubereinstimmung mit den ISP-RouBatjcies gebildet wurden. Anhand von
Testbed- und Planetlab-Experimenten konnte die Machhtadtke ISP-P2P Kooperationsschemas
mit realen P2P-Systemen nachgewiesen werden. Des wehatatas Experiment gezeigt, dass



die Skalierbarkeit von P2P-Systemen sich signifikant \&sbe und keine negativen Auswirkungen
auf das Antwortverhalten auf Suchanfragen in P2P-Netzsverk&sultieren. Die P2P-Nutzer sind so
in der Lage die gewiinschten Daten auf verfligbaren P2P-Knotgeringerer Netzwerkdistanz zu
finden.

Durch intensive Simulationen auf Paketebene haben wir bie @enannten Ergebnisse unter
Verwendung des Gnutella P2P-Protokolls mit Churn-Vedmakerifizieren kénnen. Die Perfo-
manzverbesserung fir ISPs und P2P-Nutzer wurde durchkdetrivie Intra-AS Datenaustausch
und Daten-Downloadzeiten, quantifiziert. Dabei wurden @én 8imulation verschiedene mathe-
matische Modelle zur Abbildung von Benutzerverhaltengams(z.B. Churn, Datenverfugbarkeit,
Suchbegriffe) als auch unterschiedlichen ISP-P2P-Tgpetoangewendet, um die resultiernden
Effekte auf die Endnutzer-Performanz in realistischerstdsase und ungiinstigen Szenarien zu
studieren. Es zeigte sich, dass sich die Vorteile des vongggenen ISP-P2P-Kooperationsschemas
auf alle simulierten Szenarien auswirken. ISPs sind so inLdge, Kostenersparnisse zu real-
isieren, da ein grof3er Anteil des P2P-Verkehrs innerhagbetigenen Netzwerks bleibt. Zusétzlich
ermdglicht das Konzept ein besseres Traffic-Engineerirghietet dem Kunden eine héhere Ser-
vicequalitat. Der P2P-Nutzer profitiert von schnelleremiDtmads, verbesserten Antwortverhalten
auf Suchanfragen sowie einer verbesserten Skalierbad®i®P2P-Systems durch die Reduktion von
Overhead-Traffic.

Wir erweiterten das ISP-P2P-Kooperationskonzept, so daschiedene ISPs durch den Aus-
tausch von aggregierten Netzinformationen kooperieramé&i. Dies ermdglicht P2P und anderen
Applikationen eine Schatzung der Netzwerkpfad-Eigenfsehazu potentiellen Nachbarn, inner-
halb und auerhalb des ISP-Netzes. Mit Hilfe von sehr groltgrologie-Simulationen haben
wir die Vorteile der ISP-Kooperation durch den Performaargleich mit bandbreite-basierten P2P-
Systemen aufgezeigt. Des weiteren zeigen wir auf, wie digsmzept zu einem Global Coordi-
nate System ausgebaut werden kann. Letztendlich unteesuehr die Machbarkeit des Orakel-
Services, um die “Pollution” in P2P file-sharing-systemernreduzieren, und gleichzeitig Netzw-
erklokalitat aufrecht zu erhalten.
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1 Introduction

1.1 Motivation

Peer-to-Peer (P2P) systems are self-organizing systemstefiomous entities called peers. P2P
systems have recently gained a lot of attention in the sadaldemic and commercial communities.
They enable the sharing of computer resources and servicelrdrt exchange between peers.
The shared resources can be disk storage space, processieg pr unused bandwidth at the
network edges. P2P systems are being increasingly used ideavariety of applications, e.g.,
file sharing, distributed storage, content delivery, disted computing, telephony/chat, and games.
Some popular applications running on P2P systems includ@iBent, Gnutella, eDonkey, KaZaa,
Joost, P2P-TV, Chord, Skype, IRC, and SETI@home.

Measurement studies have consistently shown that P2Pcapptis contribute more than half
of the total Internet traffic today [18, 106, 50, 86, 46, 1028]L While Web and FTP were the
dominant Internet protocols in the 1990s, the situationdisged drastically since the advent of
P2P applications in 2001. The fraction of P2P traffic in thiermet has been growing steadily since
2001, and has now overshadowed Web, E-mail and other forrtraffit in the Internet [18]. A
measurement study as recently as 2007 reports that P2P tnaffie up to 70% of the Internet traffic
in Germany [46]. Other reports also concur that P2P remamsidominant protocol in the Internet
today [102].

The users of P2P systems benefit from the efficient use of resgyureduced infrastructure costs,
more freedom, higher scalability, and no single point ofuf@. However, routing of traffic in
P2P systems often causes serious challenges to the Ing&endte Providers (ISP). P2P systems
form overlays at the application layer, which are virtuatwmrks formed on top of the underlying
Internet routing infrastructure. As such, the logical ga#imd links of an overlay lie on top of
the physical paths set up by intra-domain (e.g., OSPF, MI&-$S) and inter-domain (e.g., BGP)
routing protocols running in the Internet underlay. Hengben the overlay nodes cooperate with
each other to route data on behalf of any pair of communigativerlay nodes, the traffic is still
carried through the physical Internet routing paths.

It has been shown that overlay routing can enable users satzgmths with potentially better
performance than those made available by the Internet [6HBWwever, ISPs use traffic engineering
(TE) to provide better routing performance to their custaié, 27]. This leads to the situation that
P2P systems reinvent and re-implement a routing systemenhagmmics interact with the dynamics
of the Internet routing system [96]. The goals of overlaytirg and ISP’s traffic engineering are
not aligned. An overlay tries to find optimal routing pathdwen its own peers, while the ISP
has to keep in mind the whole network performance, whichuihes$ all the underlay as well as the
overlay users. This misalignment of goals not only leadauidation of routing functionality, but
also to inefficient routing path oscillations and triangiequalities.

Put another way, the widespread use of P2P systems has pl8RBdan a dilemma! On the
one hand, P2P applications are one of the major reasonshgitidernet users for upgrading their
Internet access to broadband, thus increasing ISP revg66e428]. On the other hand, ISPs
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find that P2P traffic poses a significant traffic engineeringllehge [52, 86]. P2P traffic often
starves other applications like Web traffic of bandwidth(jlGand swamps the ISP network. In
some cases, ISPs have resorted to limiting the amount of & in their networks by traffic-
shaping or blocking it [81]. However, such measures havebaeh successful [82], and have also
led to bad publicity as well as legal problems for the conedrtiSPs [117]. Besides, with sufficient
computing power available at the end-hosts, P2P prototsdave the option to rely on encryption
to circumvent unilateral ISP control.

1.2 Our Contribution

In this thesis, we begin with a measurement study of the @aud2P protocol, and find that its
overlay topology is not correlated with the underlying mit topology. A large number of over-
lay peerings cross AS boundaries multiple times. A deepalysis using a unique visualization
technique confirms this result, and shows how overlay tapetodiffer from random networks.

We then propose a simple, general and unique solution ttedles ISPs and P2P systems to
collaborate with each other. We propose that an ISP hostssarsevhich we call theoracle that
helps P2P users choose “good” neighbours. Each P2P userlisaofapotential neighbours to
whom it can connect or download content from. Instead of singpneighbours independently, we
propose that the P2P user sends the list of its potentiahbeigs to the oracle. The oracle ranks
this list of IP addresses based on a number of factors, th&Rdecides individually. For example,
the ISP can prefer peers within its network, to prevent tdfim leaving its network. Further, it
can choose better bandwidth or lesser delay nodes, or thasare geographically closer (same
city, same PoP) within its network. The oracle returns thisesl list to the P2P user, who can then
benefit from the knowledge of the ISP and connect to a neighfemommended by the oracle. This
will not only reduce costs and ease routing for the ISPs, lilaiso provide improved performance
for P2P users in the sense of higher bandwidth and lessey. delthis way, ISPs and P2P systems
can cooperate so that both of them benefit.

We conduct a comprehensive analysis of this proposal usaghgexperiments, testbed imple-
mentation, Planetlab deployment, and packet-level sitioms on various models of P2P systems.
The graph results show that P2P users, on consulting thiepese able to keep most of their peer-
ings within the ISP boundaries, without any adverse effecthe overlay graph structural properties
like small node degree, small path length, small graph diamand graph connectedness. The P2P
topology is correlated with the Internet AS topology, witnde subgraphs of peerings local to the
AS boundaries.

A theoretical analysis of the congestion caused by shoderark paths of P2P links reveals
that the congestion in the network is close to the theodetipmum. This comes with the advan-
tage that almost all the overlay peerings are formed in a@ecore with the ISP policies. Through
testbed implementation and Planetlab deployment, we shatittie ISP-P2P collaboration scheme
for neighbour selection in P2P systems is feasible with P2R systems. The experiment results
also show that the scalability of P2P systems improve cersiidy, and there is no adverse effect on
the query search phase of P2P networks. The P2P users bablstilo locate all available content
from nodes at shorter network distances.

Using extensive packet-level simulations, we verify theweresults with the Gnutella P2P proto-
col under churn. We quantify the performance improvement$3Ps and P2P users, using metrics
like intra-AS content exchange and content download tim&s. simulate multiple ISP and P2P
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topologies, as well as a range of user behaviour charaaterisamely, churn, content availability
and query patterns, using different mathematical disivbs. This enables us to study the effects
of realistic, best-case and adverse scenarios on end-aderrpance. We show that the benefits
of our proposed ISP-P2P collaboration scheme hold acramsge rof user behaviour scenarios and
ISP/P2P topologies. The ISPs are able to save costs by keleypge amount of traffic within their
network, perform better traffic engineering, and providadreservice to customers. The P2P users
benefit through faster content downloads, increased tgaafiquery responses, and improvement
in P2P scalability through reduction in overhead traffic.

We then extend the ISP-P2P collaboration concept to propok&boration between multiple
ISPs by exchanging summaries of network information thihoilng respective oracle servers. This
will enable P2P and other applications to get estimates efptth properties to potential neigh-
bours/servers both within and outside their ISPs. Usingikition results with very large topologies,
we show the benefits of multiple-ISP collaboration by cormgpits performance with a bandwidth-
based neighbour selection scheme in P2P systems. We algdstothis concept can be leveraged
to build a global coordinate system, and discuss its adgastas compared to existing coordinate
systems. Lastly, we examine the viability of using the aras#rvice to reduce pollution in P2P
file-sharing systems while preserving network locality.

1.3 Chapter Overview

The thesis is structured as follows.

Chapter 2. We give background information about P2P systems that jgfiieffor understanding
this thesis. We introduce overlays and P2P systems, ctagfifi of P2P systems, overlay
routing, and its relation with Internet routing. We alsaraduce the Gnutella P2P protocol
and discuss the reasons for using it in our experiments. e discuss the principal tools
used in this thesis to study P2P systems like simulationdveonks, testbed, and Planetlab.
This is followed by an overview of the implementation of thauella protocol in SSFNet
simulation framework, which is used for extensive packetl simulations in Chapter 6.

Chapter 3. We begin with a measurement study of the Gnutella P2P netvam#t find that its
overlay topology is not correlated with the Internet AS tiogy. We develop a visualization
technique to study overlay-underlay correlations, andigorour findings. We also compare
the measured overlay topology with a random overlay network

Chapter 4. We outline the principal proposal of ISP-P2P collaboratimough the use of the oracle
service. We discuss how the oracle service can be realisddnaoduce a model algorithm
for peer selection that is beneficial to both ISPs as well & U&2rs.

Chapter 5. To evaluate the proposal, we perform experiments on thehgsapctural properties,
e.g., node degree, path length, graph diameter, connesgdand correlation of ISP-P2P
topologies, of a generalized overlay. Using the princigléav conductance, we compare
the congestion caused by localized overlay graphs withhtberetical optimum values. We
then make a feasibility analysis of the proposal throughedrpents in a testbed with a real
P2P system, as well as deployment in the Planetlab.
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Chapter 6. We use a simulation framework to perform rigorous analysivarious aspects of the
ISP-P2P collaboration concept. Using the packet-levelikitor SSFNet which supports TCP,
we study the effects of various user behaviour charadtegjshamely, churn, content avail-
ability, and query patterns on end-user experience métndSPs and P2P users, e.g., content
localization, download times, query search performancd,R2P scalability. We perform the
experiments across a range of ISP and P2P topologies, aasvelt multiple models of the
user behaviour characteristics, e.g., realistic casestvaaise, and best-case scenarios.

Chapter 7. We extend the oracle concept by proposing collaboratiomwédxt multiple ISPs, so
that P2P users can get estimates of the path propertiesantdineighbours both within and
outside their ISPs. Using the PeerSim P2P simulator we ronlame-scale simulations, and
compare the performance of multiple-ISP collaboratiorhwendwidth-based P2P neighbour
selection. We also show how the concept of multiple-ISPataifation can be leveraged to
design a global coordinate system. We discuss which me@icde provided by the proposed
coordinate system, and how it differs from existing cooatinsystems.

Chapter 8. We propose another extension to the oracle proposal, t@eeplollution in P2P file-
sharing systems. We propose that the oracle consider théatEm of potential neighbours
along with their proximity information, while recommendithem to a P2P user. Using large-
scale simulations, we show the benefits to ISPs as well as §#B.u

Chapter 9. We summarize the contributions of this thesis, and discngsiag and future work that
is inspired by this thesis.
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In this chapter, we provide the reader with background kedgé about P2P systems. We introduce
overlays and P2P systems, their classifications, how mutiorks in the Internet, and its relation
to P2P routing. We then introduce the Gnutella P2P protaaad, discuss the reasons for using
it in many of our experiments. This is followed by an overviefsthe experimental tools, namely
simulation frameworks, testbed, and Planetlab, that apamd in this thesis to study P2P systems.
Finally, we report on the implementation of the Gnutella P2ftocol in the packet-level simulation
framework SSFNet.

2.1 Overlays and Underlays

In recent times, the design of many real-world applicatioas changed from a monolithic structure
to modular, yet highly customizable services. As an impletai@on from scratch is usually too
time-consuming and expensive, these services are supmE@dpn an already existing underlay
infrastructure as an overlay.

A well-known example arises in logistics. The highways aimdets we use everyday constitute
a huge transport network. However, traffic in this networfaisfrom structured. In fact, countless
companies and institutions rely on this network to accosigheir regular shipping of commodities
and services, and by doing so, they cause the traffic on thee meawork to develop in certain
patterns. In technical terms the road network constitutasaerlay networkvhile the commaodity
exchange network of a set of companies implicitly buildinmpa this network forms aoverlay
network

The overlay network uses the underlay to realize its tasksweder, this abstraction entails a
certain trade-off, namely independence versus performambere is clearly a crucial interdepen-
dence between the overlay and the underlay networks. Thegenme of overlay networks heavily
affects and poses new requirements on the underlay. The amjantage of overlays is that they
provide high-level functionality while masking the intsic complexity of the underlay structure.
However, overlays rely on the underlay to provide them widisib connectivity. Therefore, the
intrinsic features of the underlay network determine tiigiehcy of the overlay.

Another underlay network of prime interest is the Internveliich serves as the workhorse of
countless data transfers, e.g, Web, Email, multimediaicEsyand file-sharing protocols. Almost
anytime we use the Internet, we participate in some overdwark that uses the physical Inter-
net (comprised of routers, links, cables, wires) to acjuatinvey the data packets. Interestingly
enough, the Internet itself started as an overlay built tivertelephone network underlay. Within
the Internet, a particular breed of overlays that has rededvlot of attention lately are peer-to-peer
(P2P) applications [106], which range from file-sharingtegss like Gnutella and BitTorrent, to
real-time multimedia streaming like P2P-TV, to VoIP phogstems like Skype and GoogleTalk.
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2.2 Modeling Overlays and Underlays

An overlay consists of a network structure that is embeddamdnother network. More precisely,
each node of the overlay is hosted by a node in the underldyery edge of the overlay induces
at least one path between its end-nodes’ hosting nodes imtterlay. The formal definition of an
overlay is as follows.

An overlayis defined by a four-tupl® := (G, G/, ¢, i), where

e G=(V,E,w)andG = (V',E’, /) are two weighted graphs with: E — R andw': E' — R,
whereV andV’ denotes the set of verticeR, andE’ denote the set of edges, while and
omegaare the weight functions

e ¢:V —V'is amapping of the nodes & to the nodeset &, and

e 1. E— {p]| pis a (un-/directed) path i6'} is a mapping of edges i6 to paths inG’ such
that {sourcém({u,v})),targe(r({u,v}))} = {@(u), p(v)}.

The interpretation of the above definition is t&amodels the overlay network itself, the gra@h
corresponds to the hosting underlay, and the two mappingblieh the connection between the two
graphs. An example is given in Figure 2.1.

Figure 2.1 Modeling an overlay and its induced underl&y:= (G,G, ¢, m). The mappingyp is
represented by dashed lines between nod€andG'.
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underlying network G' underlying network G'
(a) Both networkss andG’ with the mappingp. (b) Highlighting one edge in G and the correspond-

ing pathr(e) in G'.

As direct communications in the overlay, which correspanddges of5, are realized by routing
data along certain paths @&, not all parts of the underlay graph are equally importamirder to
focus on the relevant parts, we associatendnced underlayvith an overlay. The induced underlay
corresponds to the subgraph of the underlay graph that isregbto establish the communication
in the overlay graph. It is defined as follows.

Given an overlay’ := (G = (V,E,w),G' = (V/,E/, &), @, m). Theinduced underlay :=H :=
(V" E" ") is a weighted graph, where

e V":={veV’|Jec E: n(e) containsv},
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e E”:={€ € E'| Jec E: n(e) containse}, and

o '(€):= eezE w(e) - [€ contained in(e)].

The weight functionw” is also callecappearance weight

The definition ofw” is given in the Iverson Notation [54]. The term inside theased parentheses
is a logical statement, the term evaluates to 1 if its valueuis, and to O otherwise. Note that the
defined weight can be interpreted as the load caused by thenanitation and is thus independent
of a weighting in the underlay network.

2.3 Peer-to-Peer Systems

A peer-to-peer (P2P) system is a self-organizing, netwbd@mmunity of equal peers, realized
as an overlay on top of the underlying Internet infrastruetuP2P systems are increasingly being
used as a convenient means to share resources and contettieoleternet. The advent of P2P
applications has affected the way content is stored, pseceand (re)distributed. The creation,
distribution, management and consumption of content isongdr solely controlled by dedicated
content providers using centralized servers at the colgedhternet, as is the case with client-server
based applications like HTTP and FTP. Rather, in the cas@Bfdfstems, content management is
shifting to users at the edge of the Internet. Users genaratenanage their own content, and share
it with other users across the globe by interacting direafien without the need of centralized
servers. As the user base increases, so too does the volgararhted P2P traffic.

The termserventis often used to describe a peer, since it concurrently achotn a client and
a server. To join the community, peers need to locate andlestaconnections with already ac-
tive (online) neighbours. This is done by using either a wermbnfigured list of peers (for first-
time peers), a list of cached peers from previous sessiomatanf-band, using addresses obtained
from other sources such as a Web server. Despite being bdépendent of the Internet under-
lay, P2P signalling and content traffic still physically flowia links in the underlay. Most often,
neighbouring peers on the overlay are actually physicajasated by multiple subnetwork hops
or geographical continents at the underlay. The P2P apiprigatot only revolutionizing the way
computers communicate on the Internet, but is also findirtpgpread acceptance and implemen-
tation in a number of areas, principal among them being fiégisg, telephony, audio/video media
streaming, and discussion forums.

2.4 Classification of P2P Systems

P2P systems can be classified based on their degree of aattoal. Pure P2P networks are those
in which there is no central server or router, and all the pbave equal roles - they act as clients as
well as servers. Examples of pure P2P networks are Gnutedl&geenet. Iinybrid P2P networks,
there is a central server that maintains information ongpésrch as the resources hosted by them),
and responds to requests for such information. The peehng imtbrid P2P networks are responsible
for hosting resources and sharing it with other peers thiast these resources. The information
exchange occurs typically through the central server. Etasnof such networks are BitTorrent,
Napster, and JXTA.
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A P2P overlay network essentially consists of all the pgrdittng peers, also known as network
nodes, connected by logical links. If a peer knows the locatif another peer in the P2P network,
there exists a directed edge from the former to the lattee mothe overlay. Depending on how the
nodes in the overlay are connected to each other, P2P netwarkbe classified as unstructured or
structured.

An unstructured P2P network is formed when the overlay links are establistnbirarily. Each
peer connects to a set of neighbours randomly when it joiasédtwork. The protocol is simple,
but it can keep the nodes highly connected even in the evemiagdr disasters. To search for
content, a peer usually floods search queries to all its @adaeighbours. As the P2P topology is
not related to the location of data, a peer has no idea aboetenthe desired content is available,
thus leading sometimes to a “blind search”. This means theties are simply flooded iteratively
until the desired content is found, or the search messagestiaversed a certain number of hops.
Flooding causes a high amount of signalling traffic in themoek, which limits the scalability of
such networks as their size grows. To improve scalabiliggver versions of such networks use
a hierarchical topology, with high performance “superrsjdmaintaining the overlay structure by
connecting with each other and forwarding only a small nurobenessages to their shielded nodes.
Some networks also use random walks to locate content. (ByuastTrack/KaZaa, and Skype are
examples of such networks.

In astructured P2P network, nodes are organized in an orderly fashion byagting a globally
consistent protocol to ensure that any node can efficieatliera search to another peer that has the
desired content in a small number of hops. Such networksy/preally based on a distributed hash
table (DHT), in which a hashing mechanism is used to assigmeoship of each file to a particular
node. The structured P2P system provides the interfacadiong as well as retrieving the content
from the nodes to which it is assigned. Each node typicallyntaans O(logn) pointers to other
nodes, whera is the number of network nodes. To locate a file, the averageuof application-
level hops required i®(logn). Some well known examples of structured P2P networks aredzho
Pastry, Tapestry, and CAN.

2.5 Routing in the Internet

To better appreciate the issues associated with the roafiR2P traffic, let us first consider how
Internet routing works. At the network layer, the Internahde viewed as a collection of sub-
networks or Autonomous Systems (ASes) that are intercoeddogether. An AS is a segregated
routing domain consisting of a group of routers with indegestt routing policies under a single ad-
ministrative control, operated typically by the same ISBalbnging to the same company network.
Routers within the same AS run the same routing algorithmteave information about each other.
Gateway routers, typically located at the AS boundaries responsible for forwarding packets to
destinations outside the AS.

Data to be sent across the Internet is broken down into pgckath of which is transmitted
independent of the others. The packet formats are definelddbiynternet Protocol (IP), which also
assigns IP addresses to the source and the destinationngthubugh the Internet is done on a per-
IP prefix basis and depends on protocols for routing withitivillual ASes and for routing between
ASes.

Border Gateway Protocol (BGP) [87], a policy routing prathés the de-facto standard for rout-
ing between ASes. It is used to ensure that traffic exchangikelen ASes respects the contractual
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agreements between the ASes [72]. BGP enables each AS hidih aubnet reachability informa-
tion from neighbouring ASes, (ii) propagate the reachihitiformation to all routers internal to the
AS, and (iii) determine good routes to subnets based on #uhability information and AS policy.

An intra-AS routing protocol [40] determines how routingpsrformed within an AS. Popular
examples of such a protocol are Routing Information Prdt@et?) and Open Shortest Path First
(OSPF). RIP is a distance-vector protocol that uses hopt@sua cost metric, with each link having
unit cost. RIP attempts to find the shortest path from sowagestination, and works for small
networks. OSPF is a link-state protocol that uses floodiniinkfstate information and a Dijkstra
least-cost path algorithm. With OSPF, a router construd¢tgpalogical map of the entire AS, and
the router then locally runs Dijkstra’s shortest path altton to determine a shortest path tree to all
subnets within the AS. We thus note that while inter-AS nogiis governed by policies, intra-AS
routing is based on shortest paths or least costs.

The AS network possesses an implicit hierarchical strecivnere the ASes can be categorized
into three broad categories [30, 72]: (i) backbones, (iijamal, regional or local providers, and (iii)
customers. An AS typically buys Internet connectivity frame or more transit providers, which
are referred to as upstreams. Such a contractual relaiiobstween ASes is called a customer-
provider relationship. This differs from a peering relaship where the link cost is shared by
the peering ASes. However, a peering link is only used to &xgh traffic between the peers and
their customers, no transit traffic should flow though a peglink. An AS that has no upstream
provider is called a tier-1 or level-1 AS. All tier-1 ASes pesith each other and build the core
of the Internet, while ISPs that do not provide transit ssiand simple customers, e.g., multi-
homed ASes build up the periphery of the Internet AS netwdrke graph of the ASes, where
nodes represent different ASes, and edges correspondfio tir@de agreements between the ASes,
provides us with an abstraction of the Internet underlay.

Relation with P2P routing

Routing in P2P systems is in stark contrast to Internet mgutiMost P2P systems implement
their own routing [6] on top of the Internet by building an deg network. In most cases rout-
ing is no longer done on a per-prefix basis; rather queriesliae=minated via flooding [35] or

random walks [20] in unstructured P2P networks, or via theting system of DHT-based P2P net-
works [107]. Answers can either be sent directly via the daglerouting or through the overlay

network by retracing the query path [35]. Since P2P systdmese their neighbours without con-
sidering the underlay, traffic along an overlay link ofteswvrses multiple AS or router hops in the
Internet.

Figure 2.2 shows a very simple Internet topology, congistih5 ASes. Each AS consists of
border routers, internal routers, and end system hostsddtted lines correspond to overlay links
between two nodes in the P2P system, and two peers connéatsdch a link are considered P2P
neighbours. We observe that while the P2P neighbours A ang Beated in the same AS, this is
not the case for P2P neighbours C and D. Even though the appiidayer distance between C and
Dis 1, they are physically located in two different ASes.(i4S 1 and 5), which may be as far away
as Europe and Australia. The actual path between the P2Rhweics in this case goes through AS
3, crossing multiple AS boundaries and access links, whachaccount for significant performance
penalties in terms of available bandwidth and latency. ldetite notion of neighbourhood can
differ significantly if seen from a P2P node’s rather than &R’$ viewpoint. Neither unstructured
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Figure 2.2 Lack of correlation between P2P links and the Internet ASlitmgy

P2P link

nor structured P2P networks take the Internet topologyantmunt when forming neighbourhoods,
and are thus not aligned with the Internet topology.

2.6 The Gnutella Protocol

In this thesis, a large part of the experiments have beerdb@sa Gnutella-like unstructured file
sharing system. We introduce the Gnutella protocol in taitien, and explain the reasons behind
choosing it for our experiments.

2.6.1 Introduction

Gnutella is one of the first decentralized P2P file sharingesys, and gives its participants the
ability to share and locate resources hosted by other menalbéne network. It is a P2P system in
the sense that, there is no distinction of members into tsliand servers, rather, all members are
equal and can initiate as well as serve requests.

A participant of the Gnutella network, called a servent oearr a node, is a computer system
running an implementation of the Gnutella protocol. Whamtzhed, a servent searches for other
servents in the Gnutella network, to whom it can connect.hEsacvent may or may not share any
resources, and can search for desired resources withinetisnk. While the general notion of
resources tends to be multimedia files, the resources caallggdie anything from mapping to other
resources, cryptographic keys, files of any type, to mdtasimation on key-able resources.

The servents interact with each other to share informationthe resources that they offer, to
guery for desired resources, and to obtain responses tajineiies. Based on the results, a servent
decides which resource to obtain from which servent, and ithiates the actual download of the
resource.
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Gnutella uses several different messages for resourceipoakd overlay management. These
messages are:

1. Ping: It is a simple Hello-like message sent by a servent to dgtidiscover other hosts in
the network. Itis also used to declare its own presence in¢hgork.

2. Pong ltis a response to theing. A servent includes its own address and some information
about the data (like number of files, etc.) that it sharesémgktwork.

3. Query: This message is used to search the Gnutella network foredesesources. It is
something like a simple question - "Does anybody have trag8'fil

4. QueryHit: It is a response to Query. A servent possessing the requested resource replies
with some information about its network connectivity (spheetc.) to allow the questioner to
suitably choose which node to download the resource from.

5. Push A special message to allow a firewalled servent to share data

On initial startup, a servent must bootstrap and find at leastother peer. Different methods
have been used for this, including a pre-existing addressfiknown peers shipped with the soft-
ware, using updated websites with lists of known nodesdda\WebCaches), or UDP host caches.
The servent searches for additional servents by flooetimg messages to its connected neighbours,
which are answered IBong messages. The search queries are flooded to all connectrsdisew
Query messages, which are answeredjhgryHit messages. To limit flooding Gnutella uses TTL
(time to live) and message IDs. Messages are generated Wil aalue of 7, and this value is
decreased by one with each overlay hop that the messagestavé/essages are discarded when
they reach a TTL value of 0. When a node receiveiary message, it checks if it has con-
tent that satisfies the query search string. If yes, the nedergtes ueryHit message with a
TTL value of the hops value of the correspondigery plus two, lists content files that match
the query string in this message, and sends it to the Gnuttetla that originated thguery mes-
sage. EaclyueryHit/Pong message traverses the reverse path of the correspodéng/Ping
message. When a node receives multipleryHit messages for its search query, it selects one
of the nodes randomly, and initiates a direct file downloadnfithis node using HTTP. While the
negotiation traffic is carried within the set of connecteduetia nodes, the actual data exchange of
resources takes place directly between the relevant dsrusemg HTTP, similar to other P2P pro-
tocols like BitTorrent. In other words, the Gnutella netiw@ only used to locate the nodes sharing
the desired resources.

Due to scalability issues, the new version of Gnutella (earf.6) takes advantage of a hierarchi-
cal design in which some high-bandwidth and high-perforteaservents are elevated to ultrapeers,
while others become leaf nodes. Each leaf node connectsrialbraimber of ultrapeers, while each
ultrapeer maintains a large number of neighbours, bothpdgers and leafs. Ultrapeers thus become
responsible for routing of messages, thereby shieldingnedes and improving the efficiency and
scalability of the Gnutella network. To further improve f@emance and to discourage abuse, the
Ping/Pong protocol underwent semantic changes. AnswerBitegs are cached (Pong caching)
and too frequenPings or repeate@uerys may cause termination of connection. For more details
on the Gnutella protocol, we refer the reader to [36].
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2.6.2 Reasons for Choosing Gnutella

We decided to use Gnutella for experiments due to a numbeasbns. At the time of starting this
thesis in 2003, it was one of the most popular P2P file shagistgss, with 2- 3 million users. At
least in the period up to 2006, it ranked in the top three P2Rerys, with hundreds of thousands
of users online simultaneously. Gnutella is an open-sosystem with a well-known protocol,
which has attracted a healthy interest from researchays,[£09, 90, 20, 84, 131, 31]. Hence, its
characteristics are well understood, and the existingplitee allows us to compare and contrast our
experimental results with established behaviour pattef@nutella, both in simulation frameworks
as well as in the real Internet. Also, some latest developsrierits protocol, e.g., the query routing
protocol (QRP), dynamic querying (DQ), development of @iHa®, and Gnutella for mobile users
(Symella) [112], have kept Gnutella a reasonably populatggol.

More importantly, Gnutella represents a P2P system in tne $ense, as it has no centralized
servers. Hence, it is a good choice to evaluate the P2P nmdtgyd The two-tier topology of the
Gnutella network, comprising of ultrapeers (supernodes) laaf nodes, is similar in concept to
other popular P2P protocols, namely, FastTrack/KaZaank®deMule, and Skype. While there
are differences regarding (i) the proportion of superpaarsng all the nodes, (ii) the rate at which
connections between leaves and superpeers change, arttig(icriteria to decide promotion of
leaves to superpeers, the basic topological propertiesharsame. Also, the content exchange
occurs directly between the peers, outside of the P2P nketwsing the HTTP protocol. This
feature is consistent across all file-sharing P2P systerdsiding BitTorrent.

While BitTorrent is the most popular P2P file-sharing systenof today, it does not provide any
search facility. In this sense, it represents more an efidestribution algorithm for downloading
a given file, rather than a P2P network containing a large murobfiles. As this thesis aims to
analyze the effects of localized overlay topologies on #ighbour selection of peers as well as on
content search, and not just content exchange, we decidesktthe Gnutella protocol for much
of our analysis. We view “Gnutella” not as a single projecp@ce of software, rather as an open
source protocol that is used by various P2P systems.

2.7 Tools to study P2P systems

In this section, we discuss the principal tools that are usestudy P2P systems and overlay-
underlay correlations in this thesis, namely, simulati@mfeworks, testbed and Planetlab.

2.7.1 Simulations

Simulations are a traditional tool for experimental studyniternet research. While they require one
to model the P2P system code and user behaviour, they albteengerimenting with reasonably

complex system models and fairly large topologies. It bezmfeasible to tune multiple parameters
and calibrate their effects on system performance in a st environment. One can easily design
multiple different topologies, user behaviour models, atieér such factors, which play an impor-

tant role in the P2P system performance. For example, clagiécome a major characteristic of
most P2P applications. As the pattern of churn varies acliffesent P2P systems, time of day and
geographical region, reflecting these characteristicsRtanetlab setting can be a very challenging
task. However, this can be achieved in a simulation framlkewsgrsetting parameters appropriately.
The same applies to other P2P characteristics like fileirginasearch strings, neighbour selection,
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etc. In this way, simulations allow the exploration of coroated scenarios that would otherwise be
non-trivial to analyze. Because simulations often use moreplex models than those used in the
theoretical analysis or feasibility studies, they serveheck if the simplifying assumptions used in
the simpler models do not invalidate the results. For a celmarsive discussion on the role (and
challenges) of simulations in Internet research, we réieréader to [26].

In this thesis, we employ three different simulation frarogyg, depending on the purpose at
hand.

e In Chapter 5, we use the Subjects framework as a graph sonidtata generalized overlay
system to compare the graph structural properties of |88dabiased overlays with random
overlay graphs. This enables us to explore large topolagiesving thousands of overlay
nodes as long as we focus purely on the graph properties.

e In Chapter 6, we implement the unstructured Gnutella P2Bpobin a packet-level simu-
lator, the SSFNet simulation framework, to experiment witleal P2P system. We simulate
the complete routing functionality of the P2P system, alwittp query search and content
exchange, and perform experiments across a broad rangerdbeisaviour patterns and ISP
topologies. While we have the advantage of experimentirth am actual P2P system and
simulating the packet transmission down to the TCP levelatéit] the complexity of the
network is limited to about 1000 P2P nodes.

¢ In Chapters 7 and 8, we focus on the content exchange phaggeoéealized file-sharing P2P
network to present results on multiple-ISP collaboratisnvall as reducing pollution in P2P
systems. Here, we use the cycle-based application-lewe!Site P2P simulator. This allows
us to scale to very large topologies (more than,000 P2P nodes) with reasonably complex
network topology models, albeit at a loss of TCP functidgali

A brief overview of these simulation frameworks is givendvel

Subjects

The Subjects [95] environment is developed for the designigifly robust distributed systems and
provides us with support for operations on general overtaplgs. It is based on C++ and consists
of three basic types of entities: subjects, objects, arayrpbints. Subjects are the base class
for processes (that are used to emulate nodes in the ovextenprk), objects are the base class for
messages exchanged between subjects, and relay pointedreyuthe subjects in order to establish
connections to each other so that objects can be exchanged.détailed overview of the Subjects
environment, we refer the reader to [95].

SSFNet

The Scalable Simulation Framework (SSF) [105] is an opemesy Java-based, discrete-event sim-
ulations standard for simulating large and complex net&o&SF Network Models (SSFNet) are
Java models of different network entities, built to achies@listic multi-protocol, multi-domain In-
ternet modeling and simulation at and above the IP packet ldvdetail. These entities include
Internet protocols (e.g., IP, TCP, UDP, BGP4, and OSPF)yarit elements (e.g., hosts, routers,
links, and LANS), and their various support classes. Linletaand physical layer modeling can be
provided in separate components.
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Domain Modeling Language (DML) is a public-domain stand&odmodel configuration and
attribute specification. It supports extensibility, inkemce and substitution of attributes. SSFNet
models are self-configuring, i.e., each SSFNet class iostaan autonomously configure and in-
stantiate itself by querying network configuration filesttem in the DML format. The principal
classes used to construct Internet models are organizetnotframeworks, SSF.OS (for modeling
the host and operating system components, e.g., protauisySF.Net (for modeling network con-
nectivity and configuring nodes and links). For a more coimgnsive discussion of SSF, we refer
the reader to [105].

PeerSim

Written in Java, PeerSim [76] is composed of two simulatiogiees: cycle-based and event-driven.
The cycle-based engine is simple and more efficient, ansvalfor scalability. It supports direct
communication between the P2P nodes, and allows for a sebtafgols to run at each node, e.g.,
initiating a query and flooding it to neighbours, generatiagponses to a query, initiating content
exchange, etc. The event-based engine supports tranapertdimulation and operates on a set of
explicitly defined events. It can run cycle-based protoeasisvell, and provides support for churn.
While PeerSim models routers and some functionality of taesport layer, support for TCP is not
yet provided. We use a combination of both the engines fogeueralized P2P protocol.

2.7.2 Testbed

To be able to run actual P2P system code without having to hiRizié networks and routing pro-
tocols in the experiments, we use a testbed facility. Theaatdhge of using a testbed is that we
can experiment with real traffic instead of simulated flows] aan configure network devices like
routers, switches, and links to generate a variety of diffenetwork scenarios and traffic environ-
ments. We have control over the network entities, which Esabs to perform a wide range of
experiments using real applications, network stacks, qualating systems. Also, we have better
control and visibility over the test environment as comgadcerunning the experiments on the Inter-
net, and can additionally eliminate the risk of inadvefieatfecting the proper functioning of the
Internet due to traffic generated by our experiments. Debggand developing new applications
hence becomes more feasible. However, the scale of expasnmea testbed is typically limited.

Hardware setup of the Testbed

The hardware setup of the testbed consists of the followawicds:

e three Cisco 2691XM routers, named, c2,c3

e three Juniper M7i routers, named, j2, j3

e one Cisco 3750G24-TS switch, named

¢ three Cisco 2950SX-24 switches, nanw&d c6, j6

e one Cisco 3500XL switch, nameg

e one Cisco 3550-12G switch, namé#

¢ nine Opteron-based load generator PCs, nawedgen101 to loadgen109
e 13 Athlon-based load generator PCs, narmealdgen201 to 1oadgen213
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Figure 2.3Hardware layout of the testbed

Cisco Cloud Juniper Cloud

A graphical representation of the setup is shown in FiguBe Zhe network is divided into four
clouds: one cloud containing all the Cisco routers, anatlard containing all the Juniper routers,
and two clouds of load-generators. The Cisco cloud and thgpducloud are connected to each
other by the switches4 andj4 and to the two load generator clouds by the switat®sj5, c6 and
j6. Host-to-host connections can be set up either directipgusist a switch, or by using routed
network links using one or more routers. All the PCs run LinWe can design and setup different
topologies on the testbed hardware, in order to perfornisteaéxperiments with multiple different
scenarios. The testbed is used for a feasibility study opooposal in Chapter 5.

2.7.3 Planetlab

Planetlab [77] is a set of computers available as a testlrecbfaputer networking and distributed
systems research. It is organized as a large collectionropaters, called nodes, distributed world-
wide over the locations of attending research institutiaradled sites. These nodes are running a
special network-distributed Linux system which uses wartmachines to provide user access. All
nodes are controlled by a central manager. Planetlab haesthmeom 800 nodes located at more than
400 sites worldwide, though most of the sites are in North Acaeand Western Europe. Each
research project has a virtual machine access to a subdst abtes for running experiments. A
virtual machine is dynamically created and non-permarsmit may be reset upon host configura-
tion issues. All virtual machines on a Planetlab node hawhéwe the node’s limited resources like
IP address, memory and disk space.

Running experiments on the Planetlab allows us to installlifireal P2P clients on machines
spread throughout the globe, and observe their interagtitin other P2P clients running in the
Internet which are not influenced by us. The deployment addadaP2P clients on the Planetlab is
discussed in Chapter 5.
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2.8 Implementation of a P2P System within a Network
Simulation Framework

To enable extensive experimentation with a real P2P systesncontrolled environment, we have
implemented the Gnutella P2P protocol in a network simutaframework. Due to support for
routing as well as application layers, ability to configurfedent network topologies and user be-
haviour models, and availability of models for Internettpawls such as IP, TCP, HTTP, BGP, and
OSPF, we choose the Scalable Simulation Framework SSFREg} far our experiments. In this
section, we give an overview of the implementation of Ghatal SSFNet, and delve into some
of the design issues that we faced. We first explain the im@ieation, and then report on some
experiences with SSFNet experiments. The implementafidheoGnutella protocol in SSFNet is
used for extensive packet-level simulations in Chapter 6.

2.8.1 Gnutella Implementation

To implement Gnutella, we follow the Gnutella versio® @rotocol RFC [35]. SSF provides the
implementation for the lower layers of the IP stack, on whigh “weave” the Gnutella protocol
at the application layer. Naturally, a challenging aspéc¢he task is to fit the Gnutella code onto
the SSF code, more specifically, the interaction of the tvstesys at the TCP layer. Some of the
challenges included: in SSFNet, a node needs to tell its aomuation partner the exact size of the
object being transferred. Hence we made changes to the $SBblet implementation so that a
node can self-compute the size of objects being transféiredigh it. Also, there was no buffering
support built into the sockets, i.e., one could not write data to a socket unless it was free. So we
added support for buffering into the SSFNet sockets.

We first code the Gnutella message header, followed by theagegayload types, i.e., the four
Gnutella message&ing, Pong, Query and QueryHit. We take care to implement the Gnutella
Generic Extension Protocol (GGEP) support for Gnutellasagss, as it allows us to add exten-
sions to the messages for experiments later on. While iityeahe IP packet may contain several
Gnutella messages, and one Gnutella message may be spiitamganultiple IP packets, we sim-
plified the implementation by assuming that each IP packetaias only one Gnutella message.

Each network node is assigned an IP address by SSF basedmetwuek topology specified in
the DML file. We use IPv4 addresses in our experiments. Afteiémenting the network initial-
ization, bootstrapping, handshaking and querying proesjuve approach the more complex issues
like message routing, content search, query matchingigigarflow control, and user behaviour
characteristics at the application layer. Each of theseesss discussed below. We note that all the
components of our implementation are in accordance witlGtmatella protocol RFC [35].

Message Routing in the Network

The processing and routing Bfing/Pong and Query/QueryHit messages is done as follows. A
servent forwards an incomirging/Query message to all of its directly connected servents, except
the one from whom it receives tifEing/Query message. There are some variations to this rule
in case of servents using Flow Control, Pong Caching or pdteas capabilities [35]. A servent
decrements the TTL and increments the Hops field of the medsegder before forwarding it.
If after decrementing, the TTL equals 0, the message is netaimed. If a servent receives a
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Ping/Query with the same message ID as it has received previously,dadis the message as it is
a duplicate.

A Pong or QueryHit message is sent along the reverse path as that of the cordasgpding or
Query message respectively. Every servent implements a formgteble, where for everying or
Query message forwarded, a table entry is stored. The table esétythe message ID as the key,
and the servent connection from which the message arriviieaglue. When the servent receives
aPong or QueryHit, it looks up its message ID in the forwarding table. If theveet has seen
the correspondin®ing or Query message, it will find the message ID in the forwarding table (a
Ping or Query and its correspondinBong or QueryHit have the same message ID respectively).
In this case, the servent will forward tlReng or QueryHit to the servent connection stored in the
forwarding table. Otherwise, theong or QueryHit is not supposed to traverse this path, and is
hence removed from the network.

Content Search

We keep a centralized list of all the file names used in the Isitiomn framework in an ASCII file
calledshared_resources.txDuring the initialization phase, all the servents paptiting in the net-
work are assigned a set of files from this centralized listinTarove the run-time performance of file
search operation, we use a HashSet [41], which is a Javatlkeissiplements a kind of a set, backed
by a hash table. It offers constant time performance forchagerations like adding/removing ele-
ments and testing for existence.

For each servent, we compute a HashSet of the file names pedd®sit during the initialization
phase. When a neuery is generated during simulation, the central manager (Wiithilates the
GWebCache [35] functionality) computes a HashSet of file names comighiimshared_resources.txt
that match th&query. When theQuery arrives at any servent, the HashSet of thery is inter-
sected with the HashSet of the servent. If the servent pessesy files satisfying thguery, this
information is passed into the Result Set of theeryHit message. The result HashSet of each
Query is cached at the central manager. Hence, when aQuwy is generated with the same
search criteria, the resulting HashSet can be reused, flaesliing up the processing chain of the
newQuery message.

Query Routing Protocol (QRP)

QRP governs how an ultrapeer filters incoming:rys, and forwards them to only those leaf nodes,
which are likely to match th@uerys. The leaf nodes send a Query Routing Table (QRT) to the
ultrapeer, and the ultrapeer makes its decisions by loakntipese routing tables. It is important to
note that the aim of QRP is to avoid forwardiQgerys that cannot match, rather than to forward
only thoseQuerys that will match. The protocol operates at two levels: ati¢la¢ node, and at the
ultrapeer.

At the leaf node: The following steps are undertaken at the leaf node.

1. We break the resource names into individual words. A werd consecutive sequence of
letters and digits.

2. We hash each word with a hash function as described in [@@jresert a “present” flag in
the corresponding hash table slot. The hash table is a iy afrbits, and we do not store the
key, but only the fact that the key ended up filling some slafdBe hashing, we convert all words
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to lower-case, and remove all accents. Besides, we rembweals less than three characters in
length.

3. We then remove the trailing one, two and three characteeaach word, and re-hash the 3
new words formed in this way, provided their length is gre#ttean 2 characters. This is done with
the aim of removing plurals and word-endings like ’ing’, "edtc. from words. As an example,
consider the file name “Bhajo Gopala.avi”. This will giveeito the following hash table entries:
bhajo, bhaj, bha, gopala, gopal, gopa, gop, avi.

4. When all the resources of a leaf are hashed, the complstetable forms the QRT of the
leaf. The QRT is optionally compressed, broken into smatiessages, and sent with the normal

Gnutella traffic to the ultrapeer, in the form of Route Tabjeddte messages.

The hash table we currently use is 1024 bits in size. Thiswa® found to be sufficient for
our current experiments, but can be easily increased onmtknAdl the leaf nodes thus build their
routing tables and send them to their ultrapeers. If the @itdents of a leaf node change, the routing
table updates are sent to the ultrapeer in the form of Rouike T#pdate messages.

At the ultrapeer: The ultrapeer stores the QRTs of each of its leaf nodes. Qegiving any
Query, the ultrapeer breaks the search string into individualdspand makes a hash table lookup
for those individual words in the QRT of each of its leaf nad@s finding a match, the ultrapeer
forwards theQuery to that particular leaf node.

Flow Control

Flow Control is a mechanism used to regulate the amount ef et passes through a peering
connection. The overall scheme has been implemented appieation layer as follows. There
are four input queues for each servent connection, comelipg to each Gnutella message type.
All incoming messages are queued in their respective quebash servent has been assigned a
pre-decided output bandwidth of 10 kB/second per peerimpection for sending messages. The
message queues are processed in FIFO order, prioritizad (frost to least) afjueryHit, Pong,
Query, Ping. In other words, thQueryHit queue is processed first, in FIFO order. Allits messages
are forwarded one-by-one. Next, tReng queue is taken up, and so on, until all the queues are
empty or the output bandwidth of 10 kB/s is fully used up.

To limit excessive data, if the total amount of data in allihgueues per connection exceeds 10
kB, all Querys which are not originating at the servent itself are dropp€ldis is done to avoid
queuing back potentially large results for théserys when we are already facing a throughput
problem.

The HTTP file transfer, which actually takes place outside @nutella protocol, is also flow-
controlled. It is guaranteed a minimum data flow rate of 10ski&#r connection irrespective of the
number of queued Gnutella messages, while the maximum edloate is the available bandwidth.
This is done to ensure a minimum bandwidth for the actual@athange (which is the main purpose
of any P2P file-sharing system) even at peak network loads.

User behaviour characteristics

A persistent feature of most P2P systemsharn A peer joins a P2P network when the user starts
the application, searches and shares content, and leaveetivork when the user closes the ap-
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plication. Such a join-participate-leave cycle is calleseasion The phenomenon of independent
arrival and departure of hundreds of thousands of peerdliiazhurn. As churn can significantly
affect various overlay as well as underlay characteriditiesscalability, availability, etc., modeling
churn appropriately is imperative to P2P simulation stsidi¢ence, we add support for peers going
online and offline in SSFNet. A peer can be set online, i.de &bparticipate in the Gnutella net-
work, or offline, with the online/offline session lengthsrmedefined by mathematical distributions.

Another feature of P2P systems is content availability. MRZP systems are characterized by
a large number of peers sharing little or no content at alinfoonly termedfree-ridery, while
some peers share 8090% of total content available [131]. To be able to reflecttenhavailabil-
ity realistically, we make the number and type of contensfdbared by each peer determinable
by a mathematical distribution. As mentioned earlier, ¢hiera centralized ASCII filshared_re-
sources.txtwhere the name, type and size of each file is stored. Whenragpes online, it is
allocated resources from this file using a mathematicatibigton, which can be tuned at the start
of the simulations. In this way, user behaviour charadiesscan be determined by defining the
appropriate mathematical distributions.

Other features

Support for leaf/ultrapeer nodes and Pong Caching is peavidis the HTTP protocol is already

implemented in SSFNet, it is possible to adapt this code datant exchange between nodes. In
order to achieve fine-grained control of the simulations] tmbe able to calibrate the effects of
various factors on overlay and underlay metrics, we makd>@&fe code highly configurable. The

following are some of the parameters that we can easily tune:

e number of peers an ultrapeer/leaf can connect to

e ratio of leafs to ultrapeers at the start of the simulation

e rate of generation dfing or Pong messages

e input queue size of messages at each servent and P2P traificoifdrol
¢ online time after which a leaf may become ultrapeer

e number, rate and content of query strings generated by esmh p

e number, type and size of content files shared by each servent

¢ online and offline durations for each servent

The network topology to be simulated is specified with the leéla DML file. SSFNet automati-
cally assigns IP addresses to all host and router interfussfied in the DML network model. The
IP addresses are aggregated in blocks according to the QIRgless Interdomain Routing) rec-
ommendations. An explanation of automatic assignment @iddresses to DML network models
by SSFNet is found at [104].

Each simulation run generates a log file, which logs inforomaat different granularities. Not
only do we log all the exchanged Gnutella messages, but weehalge the ability to log sent, re-
ceived, error and memory usage messages. This helps to dehwegll as to analyze the impact of
various events on overlay and underlay performance.
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2.8.2 Experiences with SSFNet

We report on the memory consumption of our simulations, dtagescalability and other issues
like log file size, etc. To run P2P simulations, we use a Sum X880 machine, with 8 UltraSPARC
Il Cu processors, and 32 GB RAM. We are able to simulate cemplS topologies, with routers,
links, bridges, hosts running P2P software, as well as Imk device delays and link bandwidths.
We subsample Internet AS topologies as derived from receasarements [68], and distribute P2P
clients within the ASes according to geographical popaoretior ISP customer information.

As we keep increasing the number of Gnutella servents inithalations, we realize that the
scalability limitations of simulations occur at the undgrhetwork. We realize that given the over-
head of P2P protocol computation, using more than 100 reaiethe underlay topology leads to
runtime degradation because of the computation of thesamirssage transmission at the TCP level.
As routers are running OSPF and BGP protocols and are simylitk delays, we have to restrict
ourselves to around 100 routers. As each AS needs at leasbt&rs, we are hence limited to
an underlay topology of 50 ASes. Nevertheless, to simulateptex intra-AS topologies with a
reasonable number of peers per AS, with representativenégsbandwidths and link delays, we
settle for 25 ASes.

Running multiple simulations for 100, 300, 500, 1000, an8d.&nutella servents reveals that
P2P characteristics are not affected by the number of pelswever, using more than 1250 peers
results in poor run-times. Hence, we concentrate on simakitwith 700— 1000 Gnutella peers
in 16— 25 ASes. We examine the memory consumption of the simukationa 10000 seconds
simulation run, averaged over 10 runs. The simulations woes31 GB RAM at the start, and
end with a consumption of.5 GB, increasing linearly. One needs at least 4 GB RAM to $iert
simulations. The simulations run in real time, i.e., a(D seconds simulation run completes in
about 10000 seconds of real time.

The size of the log file ranges with the granularity of loggiMyith full scale logging of hand-
shake, connection negotiatiaPing, Pong, Query, QueryHit, and HTTP file exchange messages,
the log file reaches.b GB in size. Usinggzip compresses the size to41GB. However, we re-
alized that the bulk of the messages Biag/Pongs. When we disable the logging Bing/Pong
messages (even though SSFNet simulates their transmisdiolt), the log file reduces in size by
a factor of 4. While we loose some of the swarming pattern afgages in the network, we are
still able to analyze the more relevant characteristics fiker connectivity, query search and file
download patterns of P2P systems using such logs.

We have explained how we have implemented a multi-layengdhyhstructured, heavily config-
urable simulation framework for the Gnutella P2P systene &mulation of the underlay topology
along with routers, links, hosts, delays, bandwidths, TE;RISPF and BGP protocols enables us
to study the interaction of overlay and underlay routing dredimpact of events in one layer on the
other layer. We will use this simulation framework in Chagi¢o study the impact of using the or-
acle to choose P2P neighbours on P2P routing performaredabgity, overlay graph properties, as
well as end-user experience metrics like content downlimaes, content locality, and query search
results.
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Network applications, such as IRC, MBone, Usenet, etcterdata at the application layer, thus
creating overlay networks. A common aspect of these apmitais that these overlay networks are
controlled by system administrators, who are likely to eaghat neighbourhood choices respect
resource limitations to some degree. One can expect ttmbtases the neighbourhood choices
in these applications to respect network proximity. Thigisontrast to another class of overlay
networks, the popular P2P file-sharing systems. Here syspatific metrics or arbitrary choices
govern the neighbourhood selection process. In this chameask the question - how much does
the neighbourhood selection process of a typical file-slgaR2P protocol respect the underlying
Internet topology, or put differently, how close is a P2Pdiogy to the Internet topology. The
answer can help us estimate the (in-)efficiency of usinglaysr We investigate this question using
Gnutella as our example overlay network.

In Section 3.1, we use a combination of active and passivesuneaent techniques to crawl the
Gnutella network and correlate the overlay peerings to tuedying Internet AS topology. In Sec-
tion 3.2, we present a visualization-driven analysis teplm for evaluating the overlay architecture
with respect to the underlay. Our analysis confirms that thet@la topology is not correlated with
the Internet AS topology, i.e., Gnutella nodes do not biar theighbour selection process to re-
spect network proximity. However, the Gnutella overlaydiogy differs in many respects from a
randomly generated network.

3.1 Gnutella Measurement Study

Fully distributed P2P networks, such as Gnutella [35]aateed an enormous interest after Napster,
which relied on a central server, was shut down in 2001. Ticadilly, networks such as Gnutella
are mapped by crawlers [90, 92]. The main component of a erawla client which maintains a
list of known Gnutella servents. It connects to each sereerthis list and uses theing/Pong pro-
tocol with large TTLs to discover other Gnutella serventd adges in the Gnutella network. The
discovered servents are added to the list of known servetiish are further contacted iteratively
to expand the network search. This ultimately results inapshot of the network. The crawls,
typically lasting a few hours, discovered about 2D [61], 400000 [90], and 1239487 [92]
servents in the Gnutella network respectively. Overak, gluthors of [90] assert that Gnutella’s
virtual network topology does not match the Internet togglwell. Studies like [92] found consid-
erable heterogeneity in Gnutella, and presented evidemdistinct client- or server-like behaviour
in servents.

Changes to the Gnutella protocol like Pong Caching, hiaieat topology, termination of con-
nections on frequent pinging, and dynamic querying havélyasproved the scalability of the

1A direct peering between two Gnutella servents is refemetbtan edge
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Gnutella network [61]. Yet at the same time they pose a hugediment to investigating the struc-
ture of Gnutella through simple crawling as used in the pnevistudies [90, 92], which is based on
the original semantic of theing/Pong protocol. Thus we first investigate how to overcome these
limitations to find neighbours in the Gnutella network, ahdrt explore their network distance in
comparison to random node distances.

3.1.1 Methodology for Identifying Edges in a P2P Network

In order to study how close the P2P topology is to the Intetoblogy we first need to identify a
representative set of edges in the P2P network. Then we ondedita comparable set of edges in
the Internet and a metric suitable for comparison.

The most obvious way of finding edges in a P2P network is totereame by participating.
Yet these are not representative as they are highly biasdleblpcation and the software of the
participant. Rather we want to identify edges in the P2P adtwhere neither of the two nodes is
controlled by us. We refer to any two nodes connected by aa adgeighbour servents and those
not involving a node controlled by us as remote neighbouresgs.

Due to the changed semantics of Himg/Pong protocol [79] the simple crawling approach used
in the previous studies is no longer sufficient. Bsigs are cached and due to rapid fluctuations in
the Gnutella networkone cannot assume that answer®tags with TTL equal to two (so called
crawler pings) contain still active servents. They shotlolwever, have been remote neighbour
servents at some point. Note that leaf nodes are no longertegpinPongs.

To cope with these complications we deploy a combinationctiff@ and passive techniques to
explore the Gnutella network. Opassive approacleonsists of an ultrapeer based on the GTK-
Gnutella [38] software. The goal is to have an ultrapeer bedtaves like a normal node in the
network, yet worthwhile to connect to. It shares 100 rangoganerated music files, totalling 300
MB in size, and maintains 60 simultaneous connections terathrvents. To derive various statistics
the servent is instrumented to log per-connection infoilonaaugmented with a packet-level trace.
In this way, the passive approach gives us a list of activeeses in the Gnutella network.

Our active approacttonsists of multiple Gnutella servents and a manager. Thegea controls
the servents and supplies each servent with a Gnutellardexgidress (IP address/port number com-
bination) to connect to, which it obtains from the passivprapch. Each servent tries to connect
to its assigned servent. Depending on success, conneefigsal, connection timeout, or Gnutella
error message, the client reports a different result to thieager. Based on this the manager resched-
ules the servent for retry. If the connection is rejectecdhwitGnutella error code it is indicative of
an active servent that most likely has no open connectias slarently available. If the connec-
tion times out, the servent is either inactive or behind aviie If the connection is refused, it is
either inactive or highly overloaded with connection regige Accordingly servents that rejected
connections are retried faster than those that refused dineid not respond.

The multiple-servent crawler usesngs with TTL 2 to obtain a list of candidate servents. Since
Query results are difficult to cache, we ugeerys with TTL value of 2 to obtain a set of remote
neighbour servents. This is in contrast with previous drayvhpproaches which relied dings
to map the network, and allows us to get around the challehgetavork crawling due to Pong
Caching. These remote neighbour servents are then camtactieely to further advance the net-
work exploration. This approach allows us to discover edgdgbe Gnutella network that existed

2In our experiments, see Section 3.1.2, the median incon@isgian duration is.98 seconds.
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at a very recent point of time. While it is theoretically pdds to enhance our strategy to discover
“currently” active remote neighbours by connecting to bibnservents at the same time and issuing
a query with a TTL of 3 (which can only be answered by the cragggvent), the problem with this
approach is that connecting to two servents at the same sipeblematic due to the restrictions
on the neighbourhood size of each servent.

Our combined active/passive approatttegrates the multiple-servent crawler into the passive
ultrapeer. When interacting with other servents, the mplaliservent crawler pretends to be a long-
running ultrapeer with an acceptable querying scheme.oltgeses incoming messages and has a
non-intrusivePing/Pong behaviour. For example the client issues queries and argivigs only
to those peers that have already responded witbng, Pings are issued only to those peers that
send one themselves, and at the same rate. Such a pragnteticdoe helps to avoid bans. The
client useQQuery messages with a compiled list of broad catchwords suchEgs avi, rar which
are likely to result in many hits. One can expect the quedgsdid only a subset of the neighbours
due to the presence of “free-riders” (peers that do not dmnt resources to the P2P network) [3].

Early experiments showed that the behaviour of a client e Bignificant impact on the con-
nection success rate. This has led to several changes tlkat ooa client more attractive, e.g.,
advertising a long online time, ultrapeer handshaking, &0, the client behaviour was made less
predictable, e.g., by initializing the timers that issue ffaery andPing messages with random
values within a certain range.

To better understand the limitations of our approach ando#teaviour of both client and ul-
trapeers, we experimented with the prevalent tools in déest The testbed consists of a small
Gnutella network with servents based on GTK-Gnutella [R8yeWire [61], BearShare [14], and
Gnucleus [33]. Interestingly only GTK-Gnutella providesanfiguration parameter to elevate it to
an ultrapeer. We also observed several compatibility &ssber example, while the LimeWire ser-
vent allows other servents to establish TCP connectiorts itdater rejects the Gnutella handshake
with an error message. BearShare also discourages oth@orgéservents from connecting to it.
We conclude that non-compliance and compatibility issog®ose limitations on the success rate of
crawling techniques.

Experiments with the unmodified (passive approach) and tdifrad ultrapeer (combination of
active and passive approaches) confirm that the changestdidter the characteristics of incoming
connections, thus reducing the likelihood of bias in netwssmmpling. Overall this allows us to
reach a connection rate well above other known studies (24]) during the same time period.

3.1.2 Results

We use the active/passive approach to make a measuremdntadtthe Gnutella network from
October 26, 2003 to December 3, 2003. During this time ouapéter logs 8199 643 sessions of
which 8192 461 are incoming and, 182 are outgoing. The dominance of the incoming connec-
tions indicates that our ultrapeer is quite popular, whiclikiely to reduce the bias in the sampled
servents. The crawler discovers, 181 399 remote neighbour servents.

Before exploring similarities of the P2P topology with timdrnet topology we explore the vari-
ability of the Gnutella session durations. Figure 3.1(ajvwahthe complementary cumulative dis-
tribution function (CCDF) of the session duration of the wabdrace. It is apparent from the plot
that most session durations are very short. Indeed, theameftiration of incoming and outgoing
sessions is .98 and 074 seconds respectively. Only 5% of the incoming sessigiddager than
123 seconds. This implies that edges in the Gnutella netwaakgh rapidly. On the one hand this
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Figure 3.1 (a) CCDF of session duration distribution in the Gnutellawmek (b) Comparison of
the estimated number of ASes between Gnutella neighboalid {sars) and random IP addresses
(dashed line)
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complicates any crawling attempts, on the other hand ittffthe expected accuracy and value of
any derived map.

Typical metrics for network distance in the Internet areteothop counts and AS distances.
Unfortunately, estimating the router hop counts for anytarmdom nodes is non-trivial [103]. While
difficult, estimating approximate AS distances is possile map IP addresses to their parent ASes
using BGP tables from RIPE [89] during the week of October ZB/)3. Using BGP tables and
updates we derive an AS topology and the AS relationshipk [Blsed on this topology and the
heuristic that a customer route is preferred to a peeringerover an upstream, we estimate the AS
distances.

Figure 3.1(b) (solid bars) shows a histogram of the estithate distances of the remote neigh-
bour servents, i.e., Gnutella servents at applicationrldigtance of 1 and 2 from our crawler. We
were unable to estimate the distance for ®8® sessions and assigned them distance 0. We note
that the estimated AS distances for the direct neighbours aaignificantly different distribution.

The plot shows that the AS distances span a huge range wité slustering at distance-35.
The large values of AS distance as well as their broad rardjeates that Gnutella does not bias its
neighbour choices to correspond to network proximity. Middhe Gnutella peerings leave the AS
boundaries, and indeed, cross multiple AS hops.

To compare the Gnutella network with a random IP network, eeegate random peerings by
picking end-points at the IP level by randomly choosing tatid/IP addresses from the whole IP
space. These random IP addresses are then mapped to ASés &l distance between them is
calculated in the same manner as the Gnutella edges. Fidi(t® &lashed line) shows a histogram
of the estimated AS distances of randomly chosen IP addre¥¥e observe that while the overall
shape of AS distances for random and Gnutella peeringsts sjmilar, there are some differences.
This is not surprising as users of P2P file sharing networksl measonable network connectivity
(e.g., broadband) to be able to use the network. Hence, itite diifference between random and
Gnutella peerings is to be expected.
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3.1.3 Summary

Exploring the Gnutella network topology is limited by thetiofizations to the Gnutella protocol
as well as the short session durations. Nevertheless wdbkrécadentify a significant number of
remote neighbour servents to approximate a representsivef edges in the P2P network. The
comparison of Gnutella edges to randomly selected pairB afidresses shows that Gnutella peers
do not seem to significantly bias their neighbourhood clioevards network proximity. A large
number of P2P connections leave the AS boundaries and crd§plmAS hops.

3.2 Using Visualizations to Analyze Overlay-Underlay Correlation

In the previous section, we found that the overlay topolaghe Gnutella network is not correlated
with the underlying Internet topology. We also found thatile/ithe Gnutella overlay topology is
similar to a randomly generated network, there are somerdiiices between the two networks.
To better understand the similarities as well as the diffees between the Gnutella overlay and a
random network, we model the overlay-underlay correlatioging a unique visualization-driven
analysis technique [13]. This technique relies on the coihakcores [12, 97] to analyze the overlay
in the context of the underlay. We introduce the visual@atechnique in Section 3.2.1, and apply
this technique to study the correlation of the Gnutella layewith the Internet AS network, as well
as to compare the overlay with a random network in Sectior23.2

3.2.1 Analytic Visualization

In this section, we describe two visualization technigbes help in the identification of key features
in an overlay. Both highlight a given hierarchical deconipos of the network while displaying all
nodes and edges. They have been successfully applied tettherk of Autonomous Systems (AS),
which is an abstraction of the physical Internet, yet ardlgifiexible and can be easily adjusted to
other networks.

We use the concept of cores [12, 97] for the required hiefemtdecomposition of the network.
Briefly, thek-core of an undirected graph is defined as the unique subgiatpined by recursively
removing all nodes of degree less tHanA node has corenegsif it belongs to the/-core but not
to the ¢+1)-core. Thel/-shell is the collection of all nodes having corenés3he core of a graph
is the non-emptyk-core such that thék + 1)-core is empty. Generally the core decomposition of
a graph results in disconnected sub-graphs, but in the dabe &S network we observe that all
k-cores stay connected, which is a good feature regardingonietconnectivity. Cores have been
frequently used for network analysis, e.qg., [29, 32].

A visualization technique employing the concept of corgwrigposed by Baur, et.al. [13]. Their
algorithm lays out a graph incrementally starting from thieermost shell, iteratively adding the
lower shells. Their implementation uses core decompasitiod a combination of spectral and
force-directed layout techniques. A successful appbeatif this visualization technique compares
actual AS graphs with generated AS graphs. The obtaineditsydearly reveal structural differ-
ences between the networks. The nature of this layout tqaarns popularly referred to asatwork
fingerprint Such pseudo-abstract visualizations offer great inftiu@gotential by setting analytic
characteristics of a network in the context of its structuegealing numerous traits at a glance.

Another fingerprint drawing technique, that improves upuos above technique and focuses on
the connectivity properties of a network decomposition heen presented in [37]. This approach,
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Figure 3.2 An example visualization of the core decomposition (segs)af the AS network using
LunarVis. Each node represents an AS with size and colocteftethe size of its IP-space. Angular
and radial extent of a segment reflect the number of nodesrtiradshell edges respectively. Note
the extremely large AS (upper left red node) in the minimulish

termedLunarVis lays out each set of a decomposition — which are the sheligiircase — indi-
vidually inside the segments of an annulus. The rough lagbliunarVis is defined by analytic
properties of the decomposition, allowing the graph stmgcto determine the details. By virtue of
a sophisticated application of force-directed node plagmndividual nodes inside annular seg-
ments reflect global and local characteristics of adjacewtyle the inside of the annulus offers
space for the exhibition of the edge distribution. Combinétth well-perceivable attributes, such as
the size and the color of a node, these layouts offer rembrkabdability of the decompositional
connectivity and are capable of revealing subtle strutttvaracteristics, see Figure 3.2.

3.2.2 Overlay-Underlay Correlation in the Gnutella network

Using the measurement setup introduced in Section 3.1, mpleaghe Gnutella network again for
one week starting April 14, 2005. The ultrapeer logs,388 sessions and the crawler discovers
234,984 remote neighbour servents. For each edge of the GnoétHark we map the IP addresses
of the Gnutella peers to their parent ASes using the BGP thinieps offered by Routeviews [91]
during the week of April 14, 2005. This results in 2964 unidu®edges involving 754 ASes, after
duplicate elimination and ignoring P2P edges inside an Af8.tlke random graph we pick end-
points at the IP level by randomly choosing two valid IP addes from the whole IP space. These
edges are then mapped to ASes in the same manner as for thal@edges. This results in 4975
unique edges involving 2095 ASes for the random networkeafB graph level. The different sizes
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Figure 3.3 Visualization of the core decomposition of the overlay camimation networks. Core-
shells are drawn into annular segments, with the 1-shefleatipper left. Angular and radial extent
of a segment reflect the number of nodes and intra-shell edgpectively. Inside each shell nodes
are drawn towards their adjacencies. Colours represedetiree of a node while the size represents
their betweenness centrality. Edges are drawn with 10%itypeed range from blue (small weight)
to red (large weight).

(a) P2P network (b) Random network

of the graphs are a result of the generation process: we @entre same number of IP pairs for
random network as observed in Gnutella, and apply the sameintatechnique to both data sets,
which abstracts the graph of IPs and direct communicatigegdo a graph with ASes as nodes
and the likely underlay communication path as edges. Thys thia characteristics of Gnutella are
better reflected than by directly generating a random AS ortwf the same size as the Gnutella
network.

For our analysis, we apply the model and methodology froni@e@.2 as follows. The over-
lay ¢ = (G,G, @, m) uses the direct communication in Gnutella as gr&ptwhile the graphG’
corresponds to the hosting Internet, in our case at the AS.1&he mappingp corresponds to the
IP-to-AS mapping, whilet denotes routing in the AS network. Apart from the alreadyoidticed
induced underlay, we also investigate the network of divgetlay communication, yet abstracted to
the level of ASes in order to be comparable to the inducednemdeNote that in a simplified model,
where each communication causes uniform costs, the appeareeight in the induced underlay
(") corresponds to the total load caused by the overlay roinitige underlay network. As exact
traffic measurements on each underlay link are non-trithéd, can be interpreted as an estimate of
the actual load on underlay links due to the overlay traffic.

Figure 3.3 shows visualizations of the direct overlay comitation of both the Gnutella network
and the random network. Employing the LunarVis [37] techeicthese visualizations focus on the
decompositional properties of the core hierarchy. We pmihthat max-shells correspond to top-tier
ASes, while lower shells denote customer and small ASes.

Numerous observations can be made by comparing the twdizstians. Notice the striking lack
of intra-shell edges for all but the maximum shell in the @Hatnetwork (small radial extent). This
is also true for edges between shells, as almost all edgescdent to the maximum shell. This
means that almost always at least one communication pastirethe maximum shell, a strongly
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Figure 3.4 Visualization of the core decomposition of the induced ulayecommunication net-
work. These drawing use the same parameters as Figure 3.3.

(@) P2P network (b) Random network

hierarchical pattern that the random network does not éxuaitthis degree. Note furthermore that
in Gnutella, the betweenness centrality (size of a nodeglaies well with coreness, a consequence
of the strong and deep core hierarchy, whereas in the ranétwork the two- and even the one-
shell already contain nodes with high centrality, indiegtthat many peerings heavily rely on low-
shell ASes. The depth of the Gnutella hierarchy (26 levetengly suggests a strongly connected
network kernel of ultrapeers, which are of prime importateéhe connectivity of the whole P2P
network. However, the distribution of degrees (node cdldoes not exhibit any unusual traits and
no heavy edges are incident to low-shell ASes in either nétwo

Figure 3.4 visualizes the induced underlay communicatidooth the Gnutella network and the
random network, employing the same technique and parasnatein Figure 3.3. The drawings
immediately indicate the much smaller number of ASes anday@&odes in the Gnutella network.
As a consequence, more heavy edges (red) exist and the cairathe appearance weight (edge
color) is more pronounced. This is because of the fact thadlhthe ASes host P2P users (as shown
by our measurements in Section 3.1), though this is the casthé random network. Again, the
distributions of degrees do not differ significantly.

For a closer comparison, Figure 3.5 shows a top-down viewef/isualizations of communica-
tion edges in Gnutella and random network. The visualipatézhnique places nodes with dense
neighbourhoods (tier-1 and tier-2 ASes) towards the ceatet nodes with lesser degrees (tier-3
customer ASes) towards the periphery. We can observe th ldth networks have many nodes
with large degrees in the center, the random network possesveral nodes with large degree in
the periphery. Gnutella, on the other hand, has almost neswaith large degree in the periphery
in both the overlay and the induced underlay models. Monedkies pattern is more pronounced
for Gnutella in the direct overlay communication model {Kig 3.3), while the random network is
largely similar in both the models. In other words, it apgahat Gnutella peering connections tend
to lie in ASes in the core of the Internet where there may beerhagh-bandwidth links available.

To further confirm our observations, we investigate stnadtdependencies between the induced
underlay communication model and the actual underlay nétwly comparing the appearance
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Figure 3.5Comparison of occurring communication in the P2P networktae random network

(@) P2P network (b) Random network

weight with node-structural properties of the correspogdind-nodes in the original underlay. The
node properties degree and coreness have been succeapfullgd for the extraction of customer-
provider relationships as well as visualization [111, 29¢ do their ability to reflect the importance
of ASes. Therefore we focus on degree and coreness of nodearfanalysis. We systematically
compare the appearance weight of an edge with the minimunthenthaximum of the degree and
the coreness of its end-nodes. Figure 3.6 shows the comeispplots.

From the plots of the minimum and maximum degree, it is apgdhat the appearance weight of
an edge and its end-nodes’ degrees are not correlated itHsoGnutella and the random network,
as no pattern is observable. Also, the distributions ardairas the majority of edges are located
in the periphery of the network where the maximum degree efethd-nodes is small. We thus
hypothesize that the relation of load in the P2P network &edniode degree in the underlying
network is the same in both the Gnutella and the random nktwior other words, the Gnutella
network does not appear to be significantly affected by tliemiegree of the underlay nodes.

However, when we consider the coreness, interesting olitsemg are revealed. From the graphs
of minimum and maximum coreness in Figure 3.6, we can obgbatealthough there is no cor-
relation in either of the two networks, their distributioase different. In the random network the
distributions are very uniform, which is a reflection of is;mdom nature. But in the case of Gnutella
almost no heavy edge is incident to a node with small corerasssan be seen in the minimum-
coreness diagram. Positively speaking, most edges wijjle lappearance weights are incident to
nodes with large minimum coreness. Interpreting corengésportance of an AS, these Gnutella
edges are located in the backbone of the Internet, an impootaservation. The same diagram
for the random network does not yield a similar significamstrithution, thus denying a comparable
interpretation. For instance, in the random network, theaist edges located in the periphery that
are heavily loaded. As an aside, backbone edges need nasaebe be heavily loaded in either
network.
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All these observations and analysis show that the Gnutetlaark differs from random networks
and there appears to be a slight correlation of Gnutellddgyavith the Internet underlay, in that the
ultrapeers tend to lie in core Internet ASes (typically tigp-ASes) where there is higher prevalence
of high-bandwidth connections.

3.3 Conclusion

In this chapter, we perform a measurement study of the Qau®P network. We find that the
Gnutella session lengths are very short, and the Gnutedes@n not bias their neighbourhood
selection to respect network proximity. As a result, a largember of overlay peerings leave the AS
boundaries and often cross multiple AS hops. Using a vigat#din-driven technique, we transform
the overlay graph to a corresponding induced subgraph imtikderlay. This is used to compare
the overlay graph of the Gnutella network with a randomlyegated graph, and to identify several
key features of the overlay. We confirm that while the Gnat&dpology is not closely correlated
with the Internet AS topology, it differs from randomly geated graphs. This is evident from the
analysis of the core decomposition of the overlay commuioiog, as well as the comparison of the
appearance weights of edges with the coreness of the nottesiimduced underlay. The differences
arise because many of the Gnutella peerings lie in top-t&esfwhere there is a higher prevalence
of high-bandwidth connections.
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Random network

the coreness of the corresponding end-nodes in the Gnatalldahe random network. Each data
P2P network

point represents an edge, tk@xis denotes the appearance weight andythgis reflects the de-

Figure 3.6 Comparing appearance weight with the minimum and the maxirofithe degree and
gree/coreness of the end-nodes. All axes use logarithralesc
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4 Proposal: ISP-P2P Cooperation

In this chapter, we introduce the principal proposal of thissis, which enables ISPs and P2P sys-
tems to co-operate with each other in such a way that botheof thenefit. We discuss the problem
space and the need for a solution in Section 4.1, and propesaracle solution in Section 4.2. The
advantage of using last-hop bandwidth as a metric for thel®ia discussed in Section 4.3, and a
pseudo-code for the oracle service is outlined in SectidnWith the help of an example, we show
how the oracle service can be used by P2P users in Sectioantinake some observations on
realizing the service in Section 4.6.

4.1 Motivation

We have already discussed that P2P systems are so populdhdiiacontribute more than 50%
to the overall network traffic in the Internet [50, 86, 106, 462]. The wide-spread use of such
P2P systems has put the ISPs in a dilemma! On the one hand,ppi&atons have resulted in
an increase in revenue for ISPs, as they are one of the masone cited by Internet users for
upgrading their Internet access to broadband [66]. On therdtand, ISPs find that P2P traffic
poses a significant traffic engineering challenge [52, 88F faffic often starves other applications
like Web traffic of bandwidth [100], and swamps the ISP nekwdthis is because most P2P systems
rely on application layer routing based on an overlay togplon top of the Internet, which is largely
independent of the Internet routing and topology.

To construct an overlay topology, unstructured P2P netsvagually employ an arbitrary neigh-
bour selection procedure [106]. This can result in a sitmaivhere a node in Frankfurt downloads
a large content file from a node in Sydney, while the same in&ion may be available at a node
in Berlin. It has been shown in Chapter 3 as well as in [51, 23] that P2P traffic often crosses
network boundaries multiple times. This is not necessayiifmal as most network bottlenecks in
the Internet are assumed to be either in the access networktbe links between ISPs, but not in
the backbones of the ISPs [5]. Besides, studies have shawththdesired content is often available
“in the proximity” of interested users [51, 84]. This is dwedontent language and geographical
regions of interest. Since a P2P user is primarily intetestdinding his desired content quickly
with good performance, we believe that increasing the itycaf P2P traffic will benefit both ISPs
and P2P users.

Let us once again approach the problem of the overlay-usgeduting clash, by considering
routing in the Internet and P2P systems. In the Internetchvis a collection of Autonomous
Systems (ASes), packets are forwarded along a path on agfer-pasis. This choice of path via
the routing system is limited by the contractual agreembat&/een ASes and the routing policy
within the AS (usually shortest path routing based on a fixadipk cost) [40].

P2P systems, on the other hand, setup an overlay topologyratement their own routing [6]
in the overlay topology which is no longer done on a per-prbéigis but rather on a query or key
basis. In unstructured P2P networks queries are dissesdinatg., via flooding [35] or random
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walks while structured P2P networks often use DHT-basetmgsystems to locate data [106].
Answers can either be sent directly using the underlaymguytiO6] or through the overlay network
by retracing the query path [35].

Overlay-based approaches serve as a means to circumvbriajates and network congestion.
An overlay network forms a virtual network on top of a physinatwork by deploying a set of
overlay nodes above the existing IP routing infrastruct@eerlay nodes cooperate with each other
to route packets on behalf of any pair of communicating noflesing an overlay network. By
routing through the overlay of P2P nodes, P2P systems hopsetpaths with better performance
than those available via the Internet [6, 94].

But the benefits of redirecting traffic on an alternate patf,, ®ne with larger available band-
width or lower delay, are not necessarily obvious. While peeformance of the P2P system may
temporarily improve, the available bandwidth of the newlysen path will deteriorate due to the
traffic added to this path. The ISP then has to redirect soaffictiso that other applications us-
ing this path receive enough bandwidth. In other words, B2Rems reinvent and re-implement a
routing system whose dynamics should be able to interatt thvé dynamics of the Internet rout-
ing [52, 96]. While a routing underlay, e.g., as proposed®],[can reduce the work duplications
of the P2P system, it cannot by itself overcome the intesagbiroblems between the overlay and
the underlay. Consider a situation where a P2P system ira@oks of traffic on an ISP network.
This may cause the ISP to change some routing metrics anefdhersome paths (at the routing
layer) in order to improve its network utilization. This caowever cause a change of routes (at the
application layer) by the P2P system, which may again triggesponse by the ISP, and so on. Put
together, we identify the following drawbacks:

e The ISP has limited ability to manage its traffic and therefmrcurs potentially increased
costs for its inter-domain traffic, as well as for its inalyilio do traffic engineering on its
internal network.

e The P2P system has limited ability to pick an optimal ovettayology and therefore provide
optimal performance to its users, as it has no prior knowdedfjthe underlying Internet
topology. It therefore has to either disregard or reverggnesr it.

¢ Different P2P systems have to measure the path performadependently.

While we do not know of a P2P network that tries to reversaregy the Internet topology, there
are some proposals that suggest that P2P networks shoslthbia overlay topology by choosing
neighbours that are close in the sense of high throughpotolatency, e.g., [85, 98, 4, 110] or that
are within the same AS, e.g., [51, 16]. Others such as thedB®§1L30] system propose to build
an overlay on top of a structured DHT-based P2P system tipdtiexknowledge of the underlying
network characteristics. Yet another system [100] propdseause content caching to relieve the
tension between ISPs and P2P systems. A recent proposglidez6iTrackers as portals of network
providers to enable ISP-P2P collaboration.

4.2 The Oracle Service

We, in this thesis, propose and evaluate the feasibility ©ifrgler solution where ISPs collaborate
with P2P systems by offering amracle service Let us consider how unstructured P2P networks
tend to maintain their topologies. New P2P nodes usualljeret a list of members of the P2P
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4.2 The Oracle Service

Figure 4.1 Overview of the ISP-P2P collaboration process
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network either via a well known Web page, a configuration filesome history mechanism [101,
106]. They then pick some subset of these as possible naighkdher randomly [35] or based on
some degree of performance measurement [85]. If the chamghlrour cannot serve the new node
it might redirect the new node by supplying an alternateci$®2P members.

Instead of the P2P node choosing neighbours independemlgropose that the ISP can offer a
service, which we call theracle that ranks the potential neighbours according to certatrios.
This ranking can be seen as the ISP expressing preferencertain P2P neighbours. Possible
coarse-grained distance metrics are:

¢ inside/outside of the AS
e number of AS hops according to the BGP [40] path
e distance to the edge of the AS according to the IGP [40] metric

For P2P nodes within the AS the oracle may further rank thesagcording to:

e connection information such as: last-hop bandwidth

e topological and geographical information such as: samet@dipresence (PoP), same city
e performance information such as: expected delay, availadhdwidth

e link congestion (traffic engineering)

This ranking can then be used by the P2P node to select almjoseighbour although there is no
obligation. Figure 4.1 summarizes the operation of thelerac

The oracle acts like an abstract routing underlay to thelayaretwork to achieve cross-layer
optimization. But as it is a service offered by the ISP, it imsct access to the relevant information
and does not have to infer or measure it. For example, an I8Rkwhether a customer has a DSL
broadband or a modem connection, its geographical logatixpected link delay, etc.

The ISPs benefit in multiple ways by offering the oracle saxvi

35



4 Proposal: ISP-P2P Cooperation

e they can now influence the P2P routing decisions via the @rmuctl thus regain their ability
to perform traffic engineering (control the traffic flow)

¢ by influencing the neighbourhood selection process of tHem@work, they can keep a sig-
nificant portion of their network traffic localized withingfr internal network, and hence gain
cost advantages by reducing costs for traffic that crossisrtbetwork boundary [128]

¢ the significant amount of measurement traffic that is caugeithdo P2P users attempting to
reverse-engineer network distance (e.g., latency) ofnpialeneighbours is omitted

¢ due to the ability to better manage their traffic flow, ISPs pesvide better service to their
customers and ensure fairness for other applications likb Wéffic, etc., especially at times
of peak demand.

The benefit to P2P nodes of all overlays is also multi-fold:

¢ they do not have to measure the path performance themselves
¢ they can take advantage of the knowledge of the ISP

¢ they can expect improved performance in the sense of lomdgtand high throughput as
bottlenecks [5] can be avoided.

Even when the oracle uses a simple metric like AS distancartk potential neighbours, this
will lead to a large amount of P2P traffic staying within théIBoundaries. ISPs will save traffic
costs, while P2P users will experience lesser delays. T2ratetworks benefit by increasing traffic
locality has also been shown in [16] for the case of BitTatren

A critical issue that arises regarding the use of the oracfwivacy. An ISP will be anxious
not to reveal its internal network topology. Also, a P2P ubat has a high-bandwidth broadband
connection may not be willing to answer too many connectamuests from other users. Our answer
to the privacy concerns is multi-fold. First, the oracleyordnks the list of possible neighbours, it
does not provide details of the connectivity informatiortted potential neighbours. Hence, it does
not reveal more information about its network than can amybe inferred by reverse-engineering
the ISP network via measurements, as in [103, 21]. SecoadiSth does not need to reveal the exact
details of the criteria used in sorting the list of neight®uFinally, an ISP may alter the ranking
criteria dynamically. For example, if 100 queries alwaydude the same peer, the ISP may decide
to rank this peer lower in the list, to balance its load. Asdbdity to control/manage its traffic
is crucial to the operating costs of every ISP, the benefitsuatg from ISP-P2P collaboration will
outweigh the potential risks of providing an oracle, nantkt the oracle exposes some information
about the ISP topology and the network performance.

The oracle service iapplication-independent as it is available to all overlay networks. One
does neither need nor want to use a separate oracle for e&lnd®@ork. As an open service,
it can be queried by any application and is not limited to PRRdharing systems. In fact, the
oracle can be used by any application where the users havai@af more than one destination
to connect to. As a consequence, when a user queries the,dtalibes not necessarily imply the
user’s participation in file sharing systems. The oracle astgpeer mapping servigevhich helps
users of an application to select “good” neighbours. Ths® ahitigates the legal concerns for an
ISP, as the ISP is neither engaged in file-sharing activityegroviding or caching any content, nor
is the ISP providing a service that is solely designed to ardent distribution through P2P systems,
irrespective of the nature of the content.
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As this service is very generic, the purpose of an oracleygueamains unknown to the ISP who
operates the oracle or to anyone who has access to the argsleTlhis greatly reduces the useful-
ness of the logs for a possible legal action, thus protedtiegorivacy of the user and reducing the
risk to the ISP to be implicated in such a legal action.

As an additional precaution to protect their identity, a B26r could permute, e.g., the last byte of
the IP addresses it is interested in or use an anonymizaieits for querying the oracle. However,
such an action would also limit the ability of the ISP to rah& potential neighbours using multiple
metrics.

4.3 Using Bandwidth to Select Neighbours

In the previous section, we discussed the benefits of longlithe P2P traffic within the network
boundaries of the ISP. In this section, we discuss the bsrfefitthe P2P users when the oracle
service uses last-hop bandwidth of P2P users within its Agsrastric for sorting the list of possible
neighbours. This will enable the ISP to help querying P2Rsuselect high-performance neigh-
bours. Using this metric is easily possible as the kBBwsits customers’ last-hop bandwidth and
hence does not have to measure it, yet this metric is diffandttraffic-intensive to reverse engineer
accurately [80, 93] for P2P users. We argue that the oraahg tise bandwidth information to sort
peers is a better alternative than the P2P users choosingdighbours independently of the oracle,
by using latency ping measurements [85] or geolocalizagohniques [75].

Advantages over Latency

Using last-hop bandwidth of P2P users as a metric has adyemntaver neighbour selection using
latency measurements [85], as network latency can changdy[129]. Also, latency is difficult to
predict reliably [56, 124], especially in the face of newerdd of Internet applications characterized
by large data content and high churn.

While we agree that similar arguments hold to some degresdag estimating available last-
hop bandwidth [80] as well, we argue that utilizing the ISRWiedge via the oracle helps to (i)
improve accuracy (ii) mitigate ISP’s concerns about traffianagement and respect for routing
policies (iii) reduce the excessive traffic swarm [88] thesiuits from frequent pinging of the network
to deduce latency and/or available bandwidth. Besidemndgtbetween Internet hosts is dominated
by the cable/DSL bandwidths at the last-mile connectiorsd, [(ius making neighbour selection
based on last-hop bandwidths a good option.

Advantages over geolocalization techniques

We show in the later chapters that keeping the P2P traffiditechallows users to benefit from the

significant geographic and interest-based clustering fl@5P2P content. One may argue in favour
of bypassing the ISP’s oracle service to utilize geoloadilin techniques [75] to choose neighbours.
However, we caution that finding a geographically-near mgogir does not necessarily imply that
itis in the same ISP network as the querying node, as it is commowadays to have multiple ISPs
operating in the same geographical region. Thus, two oyvertales having a small geographical
distance between them can be separated by a large netwoskaiis Moreover, even the best
geolocalization techniques can identify a node to withimiles of its actual position [124], hence

making differentiation of nodes even within the same cifficlilt. On the other hand, the ISP being

aware of the minute details of its PoP-level backbone tapoloan easily use this information to
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better rank the querying node’s neighbours in its network&nevithin the same city. We thus believe
that ISP-aided P2P neighbour selection is a win-win satufio ISPs as well as P2P systems.

4.4 Algorithm for the Oracle Service

We propose the following algorithm that the oracle serviam ase for sorting the list of possible
P2P neighbours of a querying P2P user.

Procedure:The Oracle Algorithm
Given a list of peers

Identify the peers within its own ISP
sort them according to last-hop bandwidth
sort same bandwidth peers according to router-level (o) Rgf®logy
factors like routing metrics, "available” bandwidth, seevclass can be considered

For peers outside its ISP network
sort peers according to AS-hop distance
prefer customer or peer ISPs over provider ISPs
backbone link bandwidths can be considered

Return sorted list of potential neighbours to the queryisgru

4.5 How the Oracle works

With the help of an example, we show how the P2P users can eswdble service. Consider the
example network shown in Figure 4.2. It shows the simplifigi@rnal topology of a hypothetical
ISP, with various users A, B, C, D, and E having different-lagie connection bandwidths. The
oracle service runs at a publicly known IP address. It has@ahis ISP’s entire network topology
in the form of a semi-static database, containing inforamatike link bandwidths, router topology,
etc.

When user A wishes to connect to another peer for bootstigppia P2P network, we assume
that it finds B and E as possible candidates through a P2Pttaggasig mechanism. User A queries
the oracle server for path properties of B and E. The oradleesénows that B has a last hop
bandwidth of 16 Mbit, which is much greater than the 4 Mbitdbarth of E. Hence, it recommends
A to connect to B. The oracle can either rank B ahead of E, ore@mn a bandwidth classification
of B as high, and E as medium. This enables A to connect to has@rg a higher bandwidth.

Consider another instance, when E is already connectedhdband D in a P2P network. When
E wishes to download a large multimedia file, it queries thacler about its connected neighbours.
The oracle knows that even though both D and C have the samkolpsandwidth, the user D
is topologically and/or geographically closer to E thanfE downloads the large multimedia file
from D instead of C, lesser network resources will be consbaral network congestion will also
decrease as a result. Hence, the oracle recommends D ovén€doerying node E.
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Figure 4.2 Example to show how the oracle service functions
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4.6 Realizing an Oracle Service

It may seem rather challenging to build such an oracle in &llgamanner, but much more compli-
cated services, e.g., DNS, already exist. The oracle secan be realized as a single server or a set
of replicated servers within each ISP, that can be queried) @asUDP-based protocol, e.g., modeled
on BIND [15], or run as a Web service. When designed using a protaodbs to BIND, a single
packet query can contain up to 350 IP addresses (IPv4) offmiteeighbours, which is more than
sufficient for contemporary P2P applications. Even withdPabout 80 IP addresses will fit into

a single packet query, which is still sufficient for currel@PPapplications. The oracle can rely on
a semi-static database with the ISP’s prefix and topologyrindtion. Updating this information
should not impose any major overhead on the ISP.

While the oracle service is not yet offered by the ISPs, P2iReadave the chance of using a
simple service to gain some of the oracle benefits alreadygusie pWholsservice [83]. This
service is capable of satisfying L@MO queries using standard PC-hardware [22] in less than one
minute. It enables the P2P node to retrieve information attmipotential P2P neighbours such as
the parent AS and geographic location. This informationtban be used by the P2P node to bias
its neighbour selection. But purely using the pWhois seraioly helps to rank potential neighbours
based on AS distance. It does not account for last-hop baltidvaif potential neighbours and
router- or PoP-level topology. Also, it does not enable evafion between ISPs and P2P systems.
However, the scalability of the pwhols service is an encgiaiga sign to develop a more scalable
oracle service, which can rely on powerful computing hamdwa
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4.7 Evaluation and Analysis

To evaluate the concept of the oracle service, we take th@nfiolg approach. An overlay or a P2P
system that selects neighbours on consulting the ISP-dhoséele is referred to astaasedoverlay
or a biased P2P system. On the other hand, an overlay or P&#nsttsat does not consult the
oracle, and makes neighbourhood selection arbitrarilgnsi¢d as aandomoverlay or a random
P2P system.

In Chapter 5, we use a generalized overlay system to perfeperienents on the graph structural
properties like node degree, path length, connectedniessineorder to compare random and biased
overlays. To analyze if shorter network paths of P2P linksl o increased congestion within an
AS network, we use the principle of flow conductance to penfeaongestion analysis on random
and biased overlays. This is followed by a feasibility studlpiased neighbour selection in a real
P2P system (Gnutella) through testbed implementation disawePlanetlab deployment. In the
experiments described in this chapter, the oracle rankpdtential neighbours of an overlay node
using AS distance only.

As the feasibility of the proposal has been establishedissthge, and the analysis of the graph
properties and congestion has led to positive results, lyerr€hapter 6 on extensive packet-level
simulations with a real P2P system using more complex né&twadels. First, we validate the graph
results from Chapter 5 through SSFNet simulations with @faiunder churn. We then evaluate
the impact of using the oracle on the routing performancénefR2P system using characteristics
like P2P scalability, query search performance and loatidin of content exchange. Drawing upon
the insights gained during the tested and Planetlab expatsnespecially with regards to P2P
content availability, query patterns, and ISP/P2P tofdekgwe model a range of user behaviour
characteristics (churn, content availability, query @ats) as well as multiple ISP/P2P topologies in
the simulation environment. We then extend the oracle o edsisider the last-hop bandwidth of
potential neighbours while sorting them, and use this s&iupn intensive study of the effects of
P2P user behaviour and ISP/P2P topologies on end-uselienxgemetrics for ISPs as well as P2P
users.

In Chapter 7, we propose collaboration between multiplesISPthat an oracle can give estimates
of path properties between any two IP addresses, both vétidroutside the AS. We also show how
a global coordinate system can be built based on multipRed@8laboration. Using a very large
network topology, we provide experimental results with ppleation-level P2P simulator. In these
experiments, the oracle considers the router-hop court additional metric for ranking potential
neighbours. We also compare the results of multiple-ISRiotation with a bandwidth-based P2P
neighbour selection scheme.

This will complete the evaluation of the ISP-P2P collaboraproposal made in this thesis. In
Chapter 8 we propose an extension to the oracle service ¢hag to reduce pollution in P2P file-
sharing systems, and conclude with a summary of our comiritiin Chapter 9.
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In this chapter, we evaluate the proposal of ISP-P2P caltdiom through the use of the oracle
service. We begin by introducing our evaluation methodplogSection 5.1. In Section 5.2, we
apply the methodology to evaluate the graph structural estigs of biased P2P topologies, and
compare them against random neighbour selection. We theertake a study of the congestion
caused by random and localized P2P topologies in SectianB is followed by a feasibility
study of our proposal through experiments in the testbedeitti&h 5.4, and deployment in the
Planetlab in Section 5.5.

5.1 Evaluation Methodology

To overcome the argument that biasing the neighbourho@ettsmh process adversely affects the
structural properties of the overlay topology one needsapjate metrics. In this section, we pro-
pose metrics for evaluating the impact of using the oracl¢henoverlay as well as the underlay
topology. These metrics can also be used to characterizapumderlay graphs in general. Then
we describe how we derive representative topologies fosimoulations from the Internet AS topol-

ogy. These metrics and the simulation topologies will bdath&s for the experiments in this as well
as the subsequent chapters.

5.1.1 Metrics

As a basic model for our investigations, we model the ASHgrapa complete directed grafgh=

(V,E) with a cost functionc: E — IR™ associated with the edges. Every node represents an AS,
and for every pai(u,v), let c(u,v) denote the overall cost of routing a message fromuA8& ASv
(which depends on the routing policies of the ASes such aagesmay traverse).

Given a set of peefB, letAS: P — V define how the peers are mapped to the ASedafd— IR™
denotes the bandwidth of the Internet connections of thespethe overlay network formed by
the peers is given as a directed graph= (P,F) in which every edgdp,q) € F has a cost of
c(ASp),ASq)). The graptH can be characterized using several metrics.

Node degree

Thedegreeof a peer is defined as the number of its outgoing connectideslly, every peer should
have a large number of connections to other peers withindtsdas to favor communication within
the AS, while connections to other ASes should be limitedvtidahigh communication costs and
high update costs as peers enter/leave the network.

Overlay hop count diameter

Another parameter that should be small is the hop count demoéthe overlay graph. The hop
count diameteD of H is the maximum over all pairp,q € P of the minimum length of a path (in
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terms of number of edges) fromto g in H. It is well-known that any graph af nodes and degree

d has a hop count diameter of at leastjogn, and that dynamic overlay networks such as variants
of the de Bruijn graph [70] can get very close to this loweritbua very nice property. However,
even though the hop count diameter may be small, the AS dar(ied., the distance between two
P2P nodes when taking the underlying AS-gr&ptvith cost functionc into account) can be very
large.

AS diameter

The AS diameter oH is defined as the maximum over all papg) € P of the minimum cost of a
path frompto g in P, where the cost of a path is defined as the sum of the cost afgesse Ideally,
we would like both the hop count diameter and the AS diametbetas small as possible. Research
in this direction was pioneered by Plaxton et al. [78], aral(theoretically) best construction today
is the LAND overlay network [2].

Surprisingly, the best AS diameter achievable when avgiditany P2P connections to other
ASes can be better than the best AS diameter achievable whB&R connections go to other
ASes. Consider the simple scenario in which the cost of a EIge within the same AS is 0 and
that between two different ASes is 1. Let the maximum degfese meer bed. In scenario 1, we
require all edges of a peer to leave its AS, and in scenaricepnly allow one edge of a peer to
leave its AS. In scenario 1, the best possible AS diameteygg | n (see our comments above).
However, in scenario 2 one can achieve an AS diameter ofggstj(n/(d—1)). For this, organize
the peers into cliques of sizk— 1 within the ASes (we assume that the number of peers in each AS
is a multiple ofd — 1). We can then view each cliqgue as a node of dedre€l. It is possible to
connect these nodes with a graph of diameter close tp Jdg/(d — 1)), giving the result above.

Flow conductance

Having a small hop count diameter and AS diameter is not dmtug@nsure high network perfor-
mance. A tree, for example, can have very low hop count andia®eter. Yet, it is certainly not
a good P2P network, since one single faulty peer is suffidieicut the network in half. Ideally,
we would like to have a network that is well-connected so ithedn withstand many faults and can
route traffic with low congestion. A standard measure fas Has been the expansion of a network.
However, it seems that the expansion of a network cannot peamated well. The best known
algorithm can only guarantee an approximation rati®¢{/logn) [9]. Therefore, we propose an
alternative measure here that we call tlo&v conductancef a network (which is related to the flow
number proposed in [55]).

Consider a directed netwoi® = (V,E) with edge bandwidth® : E — IR™. If E(v) is the set
of edges leaviny then for every node € V, letb(v) = ¥ g b(€). Furthermore, for any subset
U CVletbU)=75,yb(v). Next we consider the concurrent multicommodity flow problily
with demandsi,y = b(v) - b(w)/b(V ) for every pairv,w of nodes. That is, we consider the heavy-
traffic scenario in which each node aims at injecting a flow itite system that is equal to its
edge bandwidth, and the destinations of the flows are weaigiteording to their bandwidth. The
flow conductance @neasures how well the network can handle this scenario, oe fieomally,
the flow conductance is equal to the inverse of the largestevaf A so that there is a feasible
multicommodity flow solution for the demandsi,,, in G. It is easy to show that for any network
G, 0< A <1, and the largen is, the better is the network. As an example, for uniform link
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bandwidths the flow conductance of thex n-mesh is®(1/n) and the flow conductance of the
hypercube of dimensionis ©(1/logn).

Interestingly, one can significantly lower the number o&irAS edges without losing much on
the flow conductance. Suppose we havpeers with bandwidth that can have a maximum degree
of d. Consider a class of network¥n) of degreed and sizen with monotonically increasing flow
conductanc€(n). Connecting then peers byG(m) gives a network with flow conductan€m).
Suppose now that every peer can establish only one interd§® with bandwidthb/2, and the
remaining bandwidth can be used for intra-AS edges. In thse clet us organize the peers into
cliques of sized — 1 within the ASes (we assumed that the number of peers in e&dk & multiple
of d— 1) and interconnect the cliques so that they f@&m/(d — 1)). Then it is not difficult to see
that the resulting network has a flow conductanceG(f@/(d — 1)). Hence, compared to arbitrary
networks we lose a factor of at most two on flow conductance.

Summary

We propose measures that are useful for P2P systems andeouetibal results demonstrate that
it is possible to have a highly local topology with an AS didemeand a flow conductance that is

comparable to the best non-local topologies. Hence, was¢- communication scenarios can be
handled by local topologies (i.e., topologies with manyarS connections) essentially as well as
by non-local topologies. In addition, we expect local tagpés to be far better cost-wise for serving

P2P traffic in practice than non-local topologies, which vittwalidate through experiments.

5.1.2 Simulation Topologies

The simulation results can be heavily influenced by the tgiek used. Hence, we make the basis
for our simulations the AS topology of the Internet [65, G8,it can be derived from the BGP rout-
ing information. We use BGP data from more thaBd0 BGP observation points including those
provided by RIPE NCC [89], Routeviews [91], GEANT [44], andbikene [1]. This includes data
from more than 700 ASes as on November 13, 2005. Our datastitee routes with 430,222
different AS-paths between 371 351 different AS-pairs. We derive an AS-level topology frira
AS-paths. If two ASes are next to each other on a path, we assoa they have an agreement
to exchange data and are therefore neighbours in the ASompagraph. We are able to identify
58,903 such edges. We identifyevel-1 providers by starting with a small list of providers that are
known to belevel-1. An AS is added to the list of level-1 providers if the requitiAS-subgraph
between level-1 providers is complete, that is, we derieeAB-subgraph to be the largest clique
of ASes including our seed ASes. This results in the follgv® ASes being referred to as level-1
providers: 174, 209, 701, 1239, 2914, 3356, 3549, 3561, ,56018. While this list may not be
complete, all found ASes are well-known level-1 provideFsere are 994 ASes that are neigh-
bours of alevel-1 provider, which we refer to asevel-2. All other 13174 ASes are grouped
together into the claskevel-3. We thus identify 21178 ASes in alll.

As it is not known how many P2P nodes are in each AS, and we wasttutly smaller subsets
to be able to compute the complex graph properties in reamitiene, we randomly subsample the
AS-topology by keeping all level-1 ASes and their intercections, and selecting a fraction of the
level-2 and level-3 ASes while keeping their proportion saene as in the original data. Hereby,
we first select the level-2 ASes and keep their interconoesti Only then do we select the level-3
ASes from among the ASes that are reachable in our subgraph.
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Most level-1 ASes traditionally are expected to serve margtamers than level-2 and level-3
ASes [19, 57]. At the same time there are more level-3 thagl{2\than level-1 ASes. Thus we
distribute the P2P clients among the ASes in the followindghad manner: a P2P node has equal
probability to pick an AS from each level. This results in 81 1/3 : 1/3 split of the nodes
among the AS levels. This way a level-1 AS serves many morer@ges than a level-3 AS. All
the topologies used in our experiments have been derivdtsimanner by randomly sub-sampling
the AS topology derived from the BGP table dumps. Indeedsiteity analysis of our results show
that if we move more peers from level-1 ASes to level-2 andli&vASes, the results improve even
more.

5.2 Overlay / Underlay Graph Properties

In this section, we evaluate how the use of the oracle chahgagaph properties of the P2P overlay
topology. We use the oracle to bias the neighbourhood sateict the overlay to select neighbours
within the same AS when possible. For this purpose we use erglegraph simulator as it allows
us to explore large topologies. We rely on the Subjects sitil environment [95] that is very
light-weight, such that we can run experiments on topokogih a large number of ASes, each
having many P2P nodes. The Subjects environment has beeduogd in Section 2.7.

5.2.1 Simulation setup

In our experiments, the Internet class spawns multiple ASsds in the Subjects environment, and
each of the AS classes then spawns a number of overlay na&ieslarhese nodes establish peering
connections with each other by exchanging messages (shjectd the relay points serve as an
abstraction of the network ports. The way these entitiesatr@p ensures that subjects have a firm
control on who can send information to them so that the cdreshcontrol principle can be strictly
enforced.

For our evaluation we consider five graphs, each with 300 ABes4372 P2P nodes, which
results in an average of Binodes per AS. The topologies are derived by sub-samplminthbrnet
AS topology as explained in Section 5.1.2. Each graph ctengi<t level-1 ASes, 100 level-2 ASes
and 196 level-3 ASes. We place 375 nodes within each leve$,116 nodes within each level-2
AS, and 7 nodes within each level-3 AS. Increasing the nurnbeodes in the level-2, level-3 ASes
only helps to improve our results.

We establish P2P neighbour relationships by randomly pickine of the P2P nodes and let it
establish a neighbourhood either

¢ unbiased: to a single randomly chosen P2P node or
e biased: to one from a list of candidates.

The unbiased case corresponds to a P2P protocol with aybiteaghbour selection, while the
biased case corresponds to a P2P node giving a list of paltertighbours to the oracle, and the
oracle helping it pick an optimal neighbour. We simulate $iraplest of such oracles where it
either chooses a neighbour within the querying node’s ABdhsa one is available, or a node from
the nearest AS (considering AS hop distance). We experiméhtdifferent sizes of the list of
candidates (potential neighbours) of a P2P node, namely),150, 100, 200, 375. This helps to
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Figure 5.1 Comparison of metrics for graph properties with increasiizg of oracle list using error
plots
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analyze the effect of the size of the oracle choice list oalltycin the overlay. Note, a list length of
1 corresponds to the unbiased case. The candidate list eéngdilled randomly.

We experiment with establishing from 1000 up tq@@0 neighbour relationships in total. Given
that for random graphs, the threshold for the number of etlyesisure connectivity is lagy/'2
times the numben of nodes, it is not surprising that we need roughlyQ@® edges to ensure that
the simulated graph is connected. Increasing the numbedgdsebeyond this number does not
change the graph properties noticeably. Accordingly, weeatrate on results for 2000 peerings.

To reduce the bias in our experiments, we run 4 experimentsach of the 5 AS graphs where
the oracle is used for each neighbour relationship with ickte lists of length 1, 10, 50, 100, 200,
375 - resulting in 120 experiments. The error plots of thellissacross all the experiments are
shown in Figure 5.1.

5.2.2 Results

First, we check whether the overlay graphs remain connectid) biased neighbour selection. In
principle it is possible that due to a heavy bias, the grapimttigrates into disconnected components
which are themselves well connected. We experimentalliiwérat all resulting graphs remain
connected, thereby not impacting the reachability of therlay graph.
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The next question is if the mean degree of the P2P nodes chavgefind that the mean degree
value of 9138 of an unbiased graph changes 18 B biased graphs with list size 200, see Fig-
ure 5.1(a). The small change in node degree implies that wetaffect the structural properties
of the overlay graph seriously.

One may expect that biased neighbourhood selection ires¢hs diameter and mean path length
of the overlay graph, as it prefers “close-by” neighbourst, ¥h all the experiments the hop count
diameter of the overlay graph stays at 7 or 8 hops. The AS danwhich is the maximum over the
AS distances between peers, stays constant at 5 hops. Nadthe the average path length in the
overlay graph increase significantly, see Figure 5.1(b)er&tore we can conclude that the biased
neighbourhood selection does not adversely impact thetstal properties of the overlay graph.

We find that locality in overlays improves significantly apttaed by the average AS-distance
of P2P neighbours. Figure 5.1(c) shows how the AS-distamgedves with the ability of the P2P
node to choose a nearby neighbour. A lower AS-distance dlamtespond to lower latency. This
is also reflected in the number of P2P neighbour connectlmatsstay within each of the ASes, see
Figure 5.1(d). Without consulting the oracle, only 4% of #upes are local to any of the ASes.
The use of the oracle increases locality by a factor of 6 to,28%n with a rather short candidate
list of length 10. With a candidate list of length 200, morarthhalf of the edges (59%) stay within
the AS. We find that the effects are even more pronounced falammetworks. This demonstrates
how much the oracle increases the ability of the AS to kedfidnaithin its network, and with a
refined oracle to better manage the P2P traffic. These redsdtsndicate the benefit to the user, as
traffic within the AS is less likely to encounter network betiecks than inter-AS traffic.

5.2.3 Summary

With the help of overlay-underlay graph experiments, weshsown that using the oracle to bias the
neighbourhood selection of P2P systems does not have apysadeffects on the graph structural
properties of the overlay. The principal properties likel@aegree, mean path length and graph
connectedness stay largely unchanged. At the same timdpdif@osing neighbours within the
same AS when possible, we are able to increase the localibei?2P topology significantly. Not
only do peerings within the same AS increase, there is aleoragponding decrease in the average
AS-distance of P2P neighbours, which should corresponowerl latency. The densely connected
subgraphs of peerings are now local to the ISPs.

5.3 Congestion Analysis

In this section, we investigate if the localized overlaywmk maintains its ability to route traffic
with low congestion. We initially employ the algorithm inQJlto compute a lower bound for the
flow conductance of an overlay graph. Since the run time reqént of our program i©(n*), we
could initially only estimate the flow conductance for sngathphs. As such, being able to calculate
the conductance of small graphs is not a big problem for tlse cd unstructured P2P systems.
We can calculate the conductance of the graph of superpekid is naturally much smaller than
the entire overlay connectivity graph comprising both sppers and the leaf nodes. We initially
construct unbiased as well as biased graphs with 10 node2laedges, respectively 18 nodes and
51 edges. Both graphs are generated on a topology with 6 ASes.

The expected flow conductance of the unbiased graph&@5dor the 10 node graph andb@3
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for the 18 node graph (see Section 5.1). We experimentatifyxtbat both unbiased graphs support
a conductance of at leastS Also, we find that the penalty for the two biased graphsds than

a factor of 2. The 10 node biased graph supports a flow conuetaf at least @, and the 18
node graph, of at leastZb. We furthermore observe that subgraphs of the biasedhgmmpport
a higher flow conductance which indicates that the connigctivithin the ASes is good. This will
likely result in a performance boost if the desired contemt loe located within the proximity of the
interested user. The locality of biased graphs increase8%o(for 10 nodes), respectively 80% (for
18 nodes) compared to 20% in the unbiased graphs.

Motivated by the initial positive results, we develop a meficient approach for analyzing the
congestion in random and localized overlay networks. Ouyrawved approach relies on tlaeig-
menting pathg10] concept. An augmenting path is defined as a path consttuzy repeatedly
finding a path of positive capacity from a source to a sink drsh tadding it to the network flow.
We first describe our approach, and then present experihrestdts obtained using this approach.

5.3.1 Approach using Augmenting Paths

Given a set of peers and a set of requests in a general P2ksy&saeh request can be satisfied by
a set of peers, hence, there is a bipartite graph matchingrequests to peers, where each request
maps to one or more peers. We assume that all the requests aomfent of uniform size. The load
on a peer is defined as the number of requests it serves. @omaspkering between nodeandb,
such that a request made by nadis satisfied by node. The peering is defined amdesirablefor
the ISP ofa if the ISP ofb is, for example, a provider AS or multiple AS hops away frorR k& a.
The peering is defined akesirablefor ISP ofa if aandb belong to the same ISP, or if the ISPlof
is a peering or customer AS of ISP a&br has a favourable routing policy to ISP af

P2P users wish to minimize download time of content, and {@8s$to minimize interaction with
undesirable peers. As the download performance of peeendspupon the load on peers (which
implies the congestion in the network), our goal is to achigminimization of the maximum load
on the P2P system, and a minimization of the number of uratdeipeerings. The first goal is the
P2P user’s interest, while the second goal is the ISP’sdster

When a P2P node finds content available at a set of nodes, aselamne node randomly and
downloads content from it. In other words, given a request ¢hn be satisfied by a set of peers, the
request is assigned to a peer randomly chosen from the setasital peers. A number of requests
are generated in the P2P system, which are successivefyneddo potential peers randomly.

Strategy: Given this assignment of requests to peers, our goal is tonize the maximum load
as well as the total number of undesirable peerings in thesp&em. For this, we use the concept
of augmenting paths [10]. We first run an augmenting pathsnedo minimize the maximum load
on the system, followed by an augmenting paths routine tdamime the number of undesirable
peerings. This will give us the theoretical optimum for tlneg set of peers and requests, in terms
of maximum load and undesirable peerings. We will then dateuthe maximum load and the
number of undesirable peerings when the oracle helps the feestablish peerings with potential
neighbours. This will enable us to measure the effect ofgufie oracle on the network congestion,
measured in terms of maximum load on the P2P system.

Maximum load minimization: We find the maximum-loaded peer in the system, with lbad
We wish to reassign a request from the maximum-loaded peerdther peer with loagt= L — 2,
so that the maximum load in the P2P system is reduced by 1. &sreguest has a set of potential
peers that can satisfy it, we examine the requests that enently assigned to the maximum-loaded
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peer, and check if they can be reassigned to another peeioadk:= L — 2. This is achieved by use
breadth-first-search to investigate if there exists an aumimg path through the peer-to-request and
request-to-peer mappings, such that we reach a peer withkdea. — 2. If such an augmenting path
exists, we reassign the request from the original peer sléisis-loaded peer, thereby reducing the
maximum load on the system by 1. If the breadth-first-seaogs dhot reveal such an augmenting
path, we augment the search along a path where the peer dds{da We continue this procedure
until no more augmenting paths can be found. At this stagehximum load on the system has
been minimized.

Undesirable peerings minimization: We apply the same procedure to reduce the number of
undesirable peerings in the system. We start with a reghesig assigned to an undesirable peer,
and can be assigned to a desirable peer. We search for an miuggmgath through the peer-to-
request and request-to-peer mappings, such that we reaen aijph load<= L — 1. This constraint
ensures that the maximum load in the system is not increaseditice the undesirable peerings. If
an augmenting path is found, we reassign the request frorarigmal peer to the new peer with
loadL — 1. In this way, one undesirable peering is replaced by aalgsipeering. This procedure
is iterated until no more augmenting paths can be found. isstage, the number of undesirable
peerings in the system has been minimized.

We have thus found the theoretically optimum assignmeneqbiests to peers, such that the
maximum load as well as the number of undesirable peerintfeiaystem are minimized.

The oracle case:The goal is to compare the obtained theoretical optimum thig¢horacle-based
neighbour selection in P2P systems. For the oracle caseyngider each request as it is generated.
From the set of potential peers that can satisfy this paaticequest, we find the least-loaded de-
sirable peer and the least-loaded undesirable peleadfiesiranie peer <= 2 x |0atyndesirable peer the
request is assigned to the least-loaded desirable pextpdle least-loaded undesirable peer. When
all the requests have been assigned in this manner, we at@dbk load on the maximum-loaded
peer in the system, as well as the number of desirable peseninthe system. Comparing these
values with the theoretical optimum values will enable uguantify the advantages of using the or-
acle for neighbour selection in P2P systems. We will alsoldie t investigate if biased neighbour
selection leads to increased congestion in the network.

5.3.2 Results

We implement the described model as a C++ program. The sefaula system with 1@00 peers
and 50000 peerings are shown in Figure 5.2. We see that the maxiwathon the system increases
from 5 in the theoretical optimum case to 6 when using theleyacvery nominal increase. At the
same time, the number of desirable peerings increase frémidahe theoretical optimum case
to 97% when using the oracle. Multiple runs of the progranmhwiifferent number of peers and
requests give results with a similar magnitude.

The results show that it is possible to assign almost all dugiests to desirable peers (i.e., in
accordance with the concerns of the ISP), while keeping tingestion in the network close to the
theoretical optimum. This also addresses the concern thEBR may have to invest significantly
in its infrastructure if it keeps a large amount of trafficdbto its network. As the experiments
demonstrate that the congestion due to localized traffidasecto the theoretical optimum, we
conclude that an ISP does not necessarily require to updtadeternal network infrastructure
because of increased locality in the P2P traffic. On the dthed, the ISP gains significantly in
terms of traffic costs and routing policies when P2P usersudbthe oracle to choose appropriate
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Figure 5.2Congestion analysis of oracle-aided P2P neighbour sefeatjainst theoretical optimum
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neighbours. The P2P users also benefit from shorter netvathis @nd lesser bottlenecks.

5.4 Feasibility Study in the Testbed

Given the encouraging results on graph properties and stingeanalysis of biased generalized
overlay graphs in the previous sections, we now evaluatéetmability of our proposal with a real
P2P system, namely Gnutella. For an introduction to the &lauP2P system, see Section 2.6.

While simulations allow us to experiment with large-sizedhs, containing thousands of P2P
nodes, we still have to model the P2P networks and the rogtiagpcols. Hence, in this section,
we use a testbed facility to perform the P2P experimentdhaone can run the actual P2P system
code, and validate and refine our network models. As we cak dicgctly with real P2P system
code, the testbed facility allows us to determine if the lerd@sed biased neighbour selection will
work with real P2P systems. Once we are sure that the appie#éeasible, we can proceed to use
a simulation framework to perform rigorous analysis onaasiaspects of the oracle concept, e.g.,
to study of the effects of churn, content distribution, céemmetwork topologies, etc., on end-user
experience metrics like download times and content loatitin.

The hardware setup of our testbed has been introduced i&EcT.2. In this section, we first
explain how we configure various network topologies in tisttted using routers, VLANs and other
resources. We then perform experiments with the contentis@dase of the Gnutella P2P network
using different file sharing and query search distributiofis not only serves to evaluate the
feasibility of the oracle with a real P2P system, but alsadds the impact of the oracle on query
search.

5.4.1 Configuration of Topologies in Testbed

We devise topologies with multiple ASes, where each AS hosiliple machines running P2P
applications. As a router can be taken as an abstraction ASamoundary, and we have 5 routers
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available (one router was unavailable due to hardware metifun), we decide to form 5-AS topolo-
gies. Each router connects to 3 load-generators, and themeatuirements of the P2P software
allow us to run 3 instances of the P2P application on each madwoncurrently. This gives us an
upper bound of 5-AS topologies, with 15 machines, runnindg2P clients concurrently. We con-
nect the 5 routers in different ways as shown in Figure 5.&rtive at 4 different AS topologies,
which we call realistic, ring, star, and tree topologies.nRing P2P experiments on different AS
topologies enables us to analyze the impact of underlaydges on P2P locality.

Figure 5.3 AS topologies used in the testbed experiments

NN
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(a) Realistic (b) Ring (c) Star (d) Tree

We briefly explain how we configure the testbed hardware téeaetthe desired underlay topolo-
gies. All the interfaces are first assigned IP addresseg aspre-defined subnet layout structure.
Since each router has only two interfaces, one for routeotiter connections and the other for
router-to-loadgenerator connections, we have to assidtipheulP addresses to each router inter-
face to create more than one router-to-router connectiona uter. This is achieved by using
IEEE 802.1Q VLANS.

Virtual LAN, commonly known a8&/LAN [118], is a group of devices on one or more LANSs that
are configured so that they can communicate as if they arehatiao the same wire, when in fact
they are located on a number of different LAN segments. BezaA(LANs are based on logical
instead of physical connections, they are very flexible f@rthost management, bandwidth alloca-
tion and resource optimization. By using VLAN-capable heatk devices, it is possible to define
more than one Ethernet segment on a port-by-port basis wtitianging the hardware setup. In
the testbed we use the widely used IEEE 802.1Q [43] standénd.router-to-loadgenerator con-
nections are configured using the commandsif¢gnfig for defining IP addresses on a particular
ethernet interface (iijoute for setting up the gateway of routes.

We thus configure each of the four different AS topologiessshim Figure 5.3 such that router-to-
router connection is established by VLAN interfaces andheaater is connected with 3 loadgener-
ators, which amounts to a total of 15 load-generators. Tla ¢onfiguration of the testbed devices
is shown in Figure 5.4. The configuration details of variamotogies can be found in [39, 122].

5.4.2 Testbed Experiments

The first steps consist of installing the Gnutella P2P saftvesn each machine. To be able to install
multiple Gnutella servents on each machine, we use the €dli@3 K-Gnutella [38] software with

a textual interface. By installing three servents each oméabhines, we have 45 Gnutella servents
in our experiments. We designate one servent on each matchbean ultrapeer, while the other
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Figure 5.4 Configuration of testbed devices to achieve the AS topofogie
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two are made leaf nodes. This gives us a testbed Gnutellooretith 15 ultrapeers and 30 leaf
nodes.

Realizing Biased Query Search

A central machine which is connected to all the other loatkegators is used to run the oracle.
When a Gnutella servent sends a list of IP addresses to tloke pthe oracle sorts this list in the
order of, first, servents within the querying servent ASpofwkd by servents in the AS which is one
AS-hop away, followed by servents at increasing AS-hopadrs.

To explore the aspect of content search and exchange usiotaele in an actual testbed with
real P2P traffic, we employ the following scheme. We first raregperiment with the unmodified
Gnutella protocol running on each servent, which does nosub the oracle for neighbourhood se-
lection. We then run another experiment, where each sefletit ultrapeer and leaf node) consults
the oracle. To concentrate on content search and exchamget each servent communicate with
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the oracle and send tlimery search messages to only those neighbours which are wighkSt
Only if there are no neighbours within the same AS, does theasesend thQuery to neighbours
which belongs to ASes that are least AS-hops away. HencasadiGnutella servent consults the
oracle actively during the content search phase. In cangassents in unmodified Gnutella flood
theQuery messages to all their connected neighbours, irrespedtiveio AS.

As the file sharing pattern of P2P users can impact the costarch experiment results, we
employ two file sharing schemes:

e Uniform: Every servent (both ultrapeer and leaf node) shares 6 affilgs, leading to a total
of 270 files in the testbed.

e Variable: All ultrapeers share 12 files, half the leaf nodes share $diéeh, and the remaining
leaf nodes share no files (free-riders). The content of filiisinvany AS is kept the same as
in uniform scheme, i.e., within each AS, one leaf shares es,fibne leaf shares 6 files, and
the ultrapeer shares 12 files.

The aim of the experiments is to compare the impact of thd@@tthe content search process of
P2P systems. More specifically, we wish to compare the nuofliereryHit messages received by
each servent with and without consulting the oracle, fofarm and variable file sharing schemes.
We let each servent introduce a unique query search stritgginetwork. To better reflect P2P user
behaviour, we use query strings that search for content afticplar type (e.g., mp3, rar), as well
as those that search for something specific, e.g., a file naije [

Results

First, we measure the number@fery messages that are relayed in the entire testbed network, and
present the results in Tables 5.1 and 5.2. There are only #fp@Query strings in both cases,

but when aQuery message is forwarded by a servent toritaeighbours, it is counted times.

This helps us to quantify the impact of biased neighbourcsiele on the scalability of the Gnutella
network.

Table 5.1 Total number of query search messages relayed in the networg uniform file sharing

Topology | Unmodified P2P | Biased P2P
Realistic 6604 2473
Ring 6623 2512
Star 6679 2533
Tree 6643 2468

Table 5.2 Total number of query search messages relayed in the netwgorg variable file sharing

Topology | Unmodified P2P | Biased P2P

Realistic 10194 4873
Ring 10939 4834
Star 10902 4863
Tree 10872 4847
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Figure 5.5 Number of query response messages (y-axis) for each P2P(ra@dés) in the four
topologies, for uniform file sharing. The red lines are fomadlified P2P, while the blue lines are
for the oracle-influenced P2P.
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We see that consulting the oracle during content searcltesdihe number djuery messages
that are relayed in the network, for both uniform and vagdbe sharing. The reason for the larger
number of messages with variable file sharing is th@hery often arrives at a servent which is
not sharing any content, and is hence further forwardedisstrvent’'s neighbours, thus generating
more negotiation traffic. But even with variable file sharifywarding theQuery messages with
the help of the ISP-hosted oracle to nearest neighboursesdine negotiation traffic by at least
50%. As negotiation traffic for content search forms a sigaift portion of P2P traffic [31], we
conclude that consulting the oracle significantly improthesscalability of such P2P networks.

We now measure the number @ieryHit messages received by each Gnutella servent, for the
unigue query string that it introduces in the network. We pare the number of responses received
in unmodified Gnutella experiments with that of oracle-ieflued Gnutella experiments. Figure 5.5
shows the results for uniform file sharing, while Figure $1évgs the results for variable file sharing.
The peaks in the plots correspond to general queries (egf, rar) which match a large number
of files in the network, while the other values refer to morecsfic content (e.g., artist or album
name). We see that while consulting the oracle during corsearch often reduces the number of
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Figure 5.6 Number of query response messages (y-axis) for each P2P(radeés) in the four
topologies, for variable file sharing. The red lines are fomodified P2P, while the blue lines are
for the oracle-influenced P2P protocol. The query stringsl iis these experiments are identical to
those used in Figure 5.5.
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QueryHit messages received by a servent, the difference is only mbnBnt most importantly, we
do not find any case whereQaery yields a result in unmodified Gnutella, but fails to do so when
consulting the oracle.

As the pattern and quality of query strings can also affestilts [31], we run another set of
experiments by changing the set of query strings in varifildesharing scheme. Here queries have
a much lesser chance of finding file content, i.e., they an&elylto yield aQueryHit. This helps
to detect whether there are servents that get only a smalbauof QueryHits with unmodified
Gnutella, which fail to get angueryHits at all when consulting the oracle.

The results are shown in Figure 5.7. We again see only a nbm&daction in the number of
QueryHit messages for oracle-influenced Gnutella servents. Besidesletect only 2 servents
(both leaf nodes) out of a total of 45, which did not receivg GueryHit when using the oracle,
while they received 1 and@ueryHits respectively with the unmodified Gnutella. However, we find
that increasing the TTL of theuery message by 1 results in both these queries being succgssfull
resolved as well.
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Figure 5.7 Number of query response messages (y-axis) for each P2P(ra@dés) in the four
topologies, for variable file sharing. The red lines are fomodified P2P, while the blue lines
are for the oracle-influenced P2P protocol. The query strimged have a much lower chance of
successful content search as compared to queries in Fidure 5
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5.4.3 Summary

We conclude that consulting the oracle does not adverstdgtahe content search process of P2P
networks. P2P nodes are easily able to search and sharetcambdéle the scalability of the P2P
system improves considerably. The volume of P2P negatiatadfic in the network is reduced by at
least 50%, while the content search performance remainpa@ble. In other words, the overlay-
induced traffic in the underlay is reduced by 50%, with no aslvempact on P2P performance.
Overall, we find that the P2P system continues to behave agspgrotocol, with users able to
locate and share content.

Running experiments over different AS topologies as wetiffisrent file sharing models imply
that the benefits accruing from consulting the oracle for R&Bhbour selection are independent of
the underlay topology and P2P user behaviour. The insigtiteed during the testbed implementa-
tion, especially with regards to content availability, gupatterns, and AS topologies, prove very
useful in modeling larger experiments with simulation feamorks in the subsequent chapters.
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5.5 Deployment in the Planetlab

The next stage in the feasibility study of the ISP-P2P coltation concept is to analyze the interac-
tion of biased P2P nodes with their unbiased peers runniagtbe Internet. For this, we need many
computers running a real P2P application, spread througheiglobe, using biased neighbour se-
lection to connect to proximal neighbours, and participgtin a real P2P network running in the
Internet. The Planetlab infrastructure, introduced inféia2, lends itself well for this purpose. The
most popular client software for the Gnutella P2P protosadiin the Internet is LimeWire [109].
Hence, we modify the LimeWire [61] software to use biaseglnieour selection, so that the servent
only connects to neighbours within its own AS, and instadl thodified LimeWire servents at multi-
ple Planetlab sites spread throughout the world. This essals to observe the interaction of biased
Gnutella servents with other (unmodified) Gnutella serve@nhning in the Internet. We introduce
our experimental setup in Section 5.5.1, followed by somselte in Section 5.5.2.

5.56.1 Experimental Setup

To enable biased neighbour selection, we modify the sourde of LimeWire servent software.
When a LimeWire servent connects to the P2P network, it findAS of each potential neighbour,
and connects to only those servents that are within its owrf&Sservent does not find a neighbour
within its AS, it searches for neighbours in ASes at an AS-tgpance of 1 from its own AS,
followed by those at AS-hop distance of 2. As the oracle sers not yet offered by an ISP, the
mapping of IP addresses to the parent AS is done usinglioés[120] service, which we integrate
into the LimeWire source code at each node. The AS-hop disthatween ASes is calculated using
BGP table dumps from RIPE [89] along with data from [22]. Wsthewhoisservice implies that
we can only use the AS distance to rank potential neighbda$@P node, and not consider metrics
like last-hop bandwidth or router hops. However, as we amxésted in analyzing the interaction
of biased P2P nodes with their unbiased peersythasservice suffices for this feasibility study.
For more details on the experimental setup, we refer theerdad123].

We run multiple sessions of P2P experiments in the Planeti@lere we start 108 120 Plan-
etlab nodes (distributed equally between North Americapf& and Asia) running the modified
LimeWire servents, which then connect to the standard Mautetwork. We program our mod-
ified servents to send specific queries to the network, ancgamnthe number of responses and
other metrics as presented in the next section. We initraltya Planetlab experiment to measure
the frequency of routed query reply strings in the Gnute#éwork, and generate a set of query
strings that represent frequent, infrequent and randdngstrThis enables us to study the response
to various kinds of query strings when we use biased neightrlaction in the Gnutella network.

The actual experiment is performed as follows. First, ath&Wire servents in Planetlab connect
to the Gnutella P2P network normally, without biased neiglibood selection. This enables the
LimeWire servents running in the Planetlab to establisraaorable number of peerings throughout
the Internet. A query is issued from each Planetlab nodey@sarinutes. After 35 minutes, biased
neighbour selection is activated, wherein Planetlab nddgs all peerings which are not within the
same AS. Now, the same queries that were sent in the initizhibtes, are issued again by the
Planetlab nodes every 2 minutes. As the Planetlab nodesigreannected to proximal neighbours
at this stage, this enables us to compare the query respmrthessame set of queries for unmodified
and biased peerings for our Planetlab nodes. A connecsbadiwell as a status and a statistical
message is generated every 60 seconds.
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5.5.2 Results

The metrics used for comparing unmodified and biased P2 ineig selection are the number of
ultrapeer connections, AS-hop distance distribution adfrgueplies, the number of query replies,
and the total number of messages carried in the overlay.

Ultrapeer connection count:

The default number of ultrapeer connections in Gnutell2isF3gure 5.8 shows a plot of the median
number of connections for each active ultrapeer. We catyesese that when biased neighbour se-
lection is activated, there is an immediate drop in the nurobaeighbours as all inter-AS peerings

are dropped. But the system stabilizes soon, and we reactdiamealue of 22 connections per

node. Though this number is less than the default settiigstill large enough to guarantee proper
functioning of the nodes within the P2P system.

Figure 5.8 Lower quartile, median and upper quartile of number of niegglis maintained by the
ultrapeers. X-axis denotes time, oracle is switched on amBtutes, y-axis denotes number of
neighbours.
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AS-hop distance distribution of query replies:

The most important metric is the AS-hop distance of overlagrp from the querying node that
satisfy the query request. This is because the actual filekbad is done using a direct HTTP
connection with the file owner. It is thus interesting to deavhile using the oracle we are able to
find content at proximal P2P nodes.

Figure 5.9 plots the absolute number of all received quepjyremessages based on AS-hop
distance. To reflect the proportions better, we plot the sdaia again in Figure 5.10 using a
logarithmic y-axis. We clearly see that the larger AS-distareply messages have been reduced
heavily while the number of 1- or 2-hop distance replies fayely the same. This implies that we
reduce the number of messages that cross AS boundaries, stilifinding desired content in the
proximity of the querying node. This will naturally improtke prospects of the content transfer
taking place within the AS boundaries as well. Also, thisules a good indication of an inherent
content locality in file-sharing networks, which is due tageaphical and linguistic reasons. For
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Figure 5.9 AS-hop distance of query responses
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Figure 5.10AS-hop distance of query responses using logarithmic g-axi
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example, German language content is more likely to be fonr@ermany than in Asia. The ISP-
aided biased P2P neighbour selection scheme proposed llpsstb utilize this inherent locality
so that both ISPs as well as P2P systems benefit.

Query reply rates:

The rate of received query reply messages is plotted in Eig§utl. We see that even though
biased neighbour selection reduces the number of queriesemle still receive enough responses
S0 as to not affect the proper functioning of the P2P network.

TCP message rates:

We next consider the total number of all received TCP messhgéhe P2P nodes in Figure 5.12.
The TCP messages include, in addition to the query and thply message®ing, Pong, and
other connection establishment, maintenance, and cooneeardown messages. This enables
us to estimate the effect of the oracle on the overall ovardyand network traffic, i.e., the total
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Figure 5.11Lower quartile, median and upper quartile of number of rembiguery reply messages
by the servents, with and without the oracle
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Figure 5.12Number of TCP messages received by all the servents, withvdahdut the oracle

4500 — 77125,00%
DO Median

4000 — 1175,00%

3500 —

3000 —

2500

2000

# messages

1500 —|

1000 -

500 — #

time (minutes 0-70)

negotiation traffic that is induced by the overlay in the tn&t underlay. Note, that this does not
include the actual content transfer. Hence, this is a measiuthe reduction in network overhead
traffic caused by a P2P system.

It is clearly visible from Figure 5.12 that soon after theabeais switched on, we see a tremen-
dous drop in the number of TCP messages received by the P28 moRlanetlab, a positive result.
Despite this welcome reduction in P2P negotiation traffiere is no adverse effect on P2P perfor-
mance, as is evident from the adequate number of query respahmown in Figure 5.11.

Through Planetlab deployment and testing of biased P2mhineighood selection, we find that
the scheme is feasible with real P2P systems in the Intefihetbiased P2P nodes interact properly
with the nodes of the standard Gnutella network running enltiternet. The P2P nodes form a
connected overlay, are able to route messages and seardedioed content. The P2P system
code lends itself to be modified easily to realize biasedhimgr selection. We notice an overall
reduction in the P2P negotiation traffic, while the P2P nadesable to find desired content in their
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proximity.

We also find that services likehoiscan only enable P2P users to find neighbours within their
own AS. They cannot help peers find high-performance neigtsom the sense of high last-hop
bandwidth or lesser router hops, which is possible with d@h8sted oracle service. Hence, more
performance improvement in the sense of end-user metkesibwnload times, etc. will only be
possible by ISP-P2P collaboration, as is shown in the nexqbtein.

5.6 Conclusion

To evaluate the concept of the P2P nodes consulting an ISte¢horacle for neighbourhood selec-
tion, we perform experiments with overlay-underlay grapha graph simulator, as well as exper-
iments in a testbed and Planetlab. The graph results shavitéhaverlay graphs, on consulting
the oracle, are able to increase intra-AS peerings heavitlgout any adverse effects on the graph
structural properties. Densely connected subgraphs avelaeal to the ISPs, while only a few
peerings leave the AS boundary. This helps to keep the gvgriph connected, as well as to find
content which is available outside the AS.

A rigorous theoretical analysis of the congestion causedhwyter network paths of P2P links
reveals that the congestion in the network is close to therd#tieal optimum. This comes with
the added advantage that almost all the P2P links are formaddordance with the ISP policies.
In other words, P2P users experience shorter network paihdeaser bottlenecks, with overall
network congestion close to the theoretical optimum. Astiime time, ISPs save immense costs by
keeping P2P traffic local to their network boundaries, dirigtit flow along desirable links outside
their network while respecting their routing policies.

Experiments in the testbed and Planetlab with a real P2Rrayshow that the ISP-P2P collab-
oration concept is feasible, with promising advantages$@ih ISPs as well as P2P systems. The
scalability of P2P systems improves due to a reduction imteehead traffic in the overlay. A large
amount of P2P traffic does not cross the ISP network boursjarel there is no adverse impact on
the query search performance of P2P systems. The insigimsdgduring the testbed and Planet-
lab experiments prove very useful in designing experimeuitis larger topologies in a simulation
framework.
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In the previous chapter, we have presented results on gweaniderlay graph properties, congestion
analysis, and a feasibility study through testbed and BEmeleployments for ISP-P2P collab-
oration. In this chapter, we perform extensive experiments real P2P system in a packet-level
simulation framework. The use of a packet-level simulaframework, that supports TCP and mes-
sage routing to the packet level, allows us to model compéwaork topologies, including entities
like routers, links, etc. and characteristics like bandiwignd delay. The goal is to perform exper-
iments in a controlled setting, to be able to evaluate theagtpf various parameters on P2P and
ISP performance metrics. The emulation of the underlaylégyoalong with routers, links, hosts,
delays, bandwidths, TCP/IP, OSPF and BGP protocols enablesstudy the interaction of overlay
and underlay routing and the impact of events in one layeherother layer. Among other things,
we model churn and content availability in P2P systems, apdrament with various ISP and P2P
topologies. We use packet-level simulations to study thaaithof using the oracle to choose P2P
neighbours on P2P routing performance, scalability, eyedgraph properties, as well as end-user
experience metrics like content download times, contegdlity, and query search results.

In Section 6.1, we validate the graph results from Chaptaresbreal P2P system under churn, and
present results on swarming of queries and their respoR&&sscalability, and content localization.
In Section 6.2, we model different user behaviour charattes, namely churn, content distribution
and query strings, as well as different ISP/P2P topologigbe simulation framework, and study
their impact on ISP and P2P performance using end-userierpermetrics like content download
times, and network locality of query responses and deswateat.

6.1 Simulations with an Actual P2P System

In Chapter 5 we have seen that the results of biased neiglsietection on the graph properties of
a generalized overlay network as well as its correlatiorhounderlay graph are promising. We
now explore how a real P2P file sharing system benefits frongubie oracle using the packet-level
network simulator SSFNet. We validate the graph results f@hapter 5 in the Gnutella network
under churn, and present results on swarming of queriestaidresponses, P2P scalability, and
content localization.

6.1.1 Simulation Setup

The topologies are derived using the same methodology ieeglan Section 5.1.2. The network
consists of a total of 25 ASes and 1000 nodes. More specffitaibnsists of 1 level-1 AS, 8 level-2
ASes and 16 level-3 ASes. We place 360 nodes within the teyved, 40 nodes within each level-2
AS, and 20 nodes within each level-3 AS, thus distributing B2P nodes almost equally among
level-1, level-2, and level-3 ASes. Within each AS, all tieeles are connected in a star topology to
an intra-AS router. Each node in level-1 AS has a 1 Gbit ndtwaderface, each node in level-2 AS
has a 100 Mbit network interface, while each node in levelShas a 10 Mbit network interface.
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The links between level-l and level-2 ASes have a delay of 2vhde the links between level-2 and
level-3 ASes have a delay of 10 ms. Each AS has 2 routers, otiegfintra-AS node connections,
and one for the inter-AS connections between different ASdsis, we have a topology with 25
ASes, 50 routers and 1000 nodes running the Gnutella priotoco

Each leaf node can have between 2 to 4 connections to ultsafieach ultrapeer initiates at least
10 connections to other Gnutella nodes itself. It stops@tetg incoming connections from other
nodes once it is connected to 45 nodes, be they leafs or edirap Each node shares between 0
and 100 files, uniformly distributed. To take churn in P2Rays into account, each node remains
online for a minimum of 1 and a maximum of 1500 seconds. Oncede igoes off-line, it may
become online again after a time period between 1 to 300 dscdn this section, we take these
time periods as uniformly distributed but in Section 6.2 wilkuse more representative distributions
for churn as well as content distribution as recently res@ah studies, e.g., [108].

A leaf node must be online for at least 600 seconds befora seeve as an ultrapeer. Atany given
point of time in our simulations, we find that 2025% of the nodes are off-line and a quarter of the
online nodes are functioning as ultrapeers. Note, thaballnbbdes in our simulations experience
churn. This is more aggressive as compared to other stud@ges[63], which assume that only half
of the nodes in the simulation experience churn, the othiébbang permanently online.

We run three different experiments with the following paetens for the Gnutella nodes:

e HostCache size = 1000, without oracle
e HostCache size = 100, with oracle for neighbour selection
e HostCache size = 1000, with oracle for neighbour selection

The HostCache [34] is private list of potential neighbou=ntained at each node. It is typically
populated by Web caches, and contenPefg andQueryHit messages. In our implementation,
each Gnutella node sends the contents of its HostCache tordleke, which ranks the list of IP
addresses according to their proximity from the queryindenaand sends the sorted HostCache
back to the querying node. The node then establishes a gesmmmection to the top-most peer in
its HostCache. If the connection is unsuccessful (due tg#se being offline or unable to accept
incoming connections), the node attempts to connect toekepeer in the list, and so on. When
not consulting the oracle, a Gnutella node connects to agteesen from its HostCache randomly.

The oracle sorts the list of potential neighbours using tlewing algorithm: (i) identify nodes
within its AS, and place them in the beginning of the lisf) f@r nodes not within its AS, sort them
according to AS-hop distance.

The number of queries in each of the three experiments isthe sand their success rates are also
similar. We ran multiple simulations for arbitrary lengtbitime and found that the startup phase
of the simulation lasts for about 500 seconds. After 500@s@s of simulation time, the summary
statistics do not show significant changes. Therefore wewrsimulations for 5000 seconds.

We first analyze the Gnutella overlay graph under churn uiegmetrics introduced in Sec-
tion 5.1, followed by an evaluation of metrics such as sdhthatof the P2P network, number of
messages exchanged, swarming pattern of search querddscatization of content exchange.

6.1.2 Results for Graph Structural Properties

To explore the influence of consulting the oracle on the ntwapology we visualize the Gnutella
overlay topology, for the unbiased case and the biased d#senacle list size 1000. At a particular
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Figure 6.1 Visualization of the Overlay Topology

(@) Unbiased P2P (b) P2P with Oracle

instant in time, we sample the Gnutella overlay topologgpldiy all the online nodes in the graph,
and join two nodes with an edge if there exists a Gnutellaipgdyetween them at this point of
time [113]. Then, using the visualization library yWork=2[], we convert both the graphs into
a structured hierarchical format. The resulting graphcstmes are displayed in Figure 6.1. We
can easily observe that the P2P topology in the biased casellisorrelated with the Internet AS
topology, where the nodes within an AS form a dense clustig, anly a few connections going to
nodes in other ASes. This is in stark contrast to the unbi&sa#lgraph, where no such property
can be observed.

To analyze how churn influences the metrics such as node elegath length, diameter and
number of intra-AS peerings, we sample the P2P network 1€stiduring the simulation run, i.e.,
every 500 seconds. The results are shown in Figure 6.2 onggage

Graph connectivity: We begin by checking whether the overlay network graph resaon-
nected using biased neighbour selection. We define theayvgraph at a particular time instant as
the graph formed by P2P nodes that are online at that instduet,e two nodes are connected by an
edge if there exists a P2P connection between them at thabhtn¥Ve experimentally verify that the
overlay graph remains connected at all 10 times where we Isatmg network, for all three cases.
Hence, biased neighbour selection does not affect the ctivitye of the overlay network.

Mean Node Degree: Since ultrapeers have a much larger node degree than lea$ nod show,

in Figure 6.2(a) and (b), how the mean node degree changegimein a bar plot for all three
cases separately for ultrapeers and leaf nodes. This snabl® check if biased neighbour selec-
tion affects the structural properties of the overlay neknadversely. We observe that the mean
node degree for leafs decreases only slightly, across tiitle,a maximum decrease from13l to
2.08 at 3500 seconds. The same is the case for ultrapeers, thieeneaximum decrease is from
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15.29 to 1075, again at 3500 seconds. In other words, despite biassgedighbour selection via
the oracle, the node degree for both leafs and ultrapeeys wiithin the expected range, and the
hierarchical network structure of Gnutella, consistindpigih-degree ultrapeers and low-degree leaf
nodes, remains unchanged.

Graph Diameter: The diameter of the overlay graph, which is-5 hops in the unbiased case,
increases to 6 8 hops with a oracle size of 100, only a nominal increase. ¢gJamoracle with list
size of 1000 results in a diameter between 12 hops, with an average of® The AS diameter of
the underlay graph remains at 4 hops in all the cases.

Mean Overlay Path Length: The average path length in the overlay, shown in Figure B.2(c
while registering an increase, does not change significafile maximum increase occurs at 3500
seconds, from 35 in the unbiased case td3 hops in the biased case with oracle list size of 1000.

Mean AS Distance: The benefits of using an oracle for biasing the neighbourliodgnutella
are visible in Figure 6.2(d), which shows the average ASdist (in the underlay) between any two
connected overlay nodes. The AS distance is obtained asvillWe map each Gnutella node’s
IP address to its parent AS, and for each overlay edge, welimaétwork distance in AS hops
between the two end-nodes.

We observe that the least amount of decrease in the averagestaBice occurs from.23 to Q8
at 1000 seconds, and the maximum decrease fr@# tb Q25 happens at 5000 seconds. Given
that the AS diameter remains constant at 4 hops, the aveeagease of 45 in the AS distance is
significant. Besides, as the average AS distance in the tasadbe list size of 1000 is.@5, a value
less than 1, it implies that most of the Gnutella peeringsrateed within the ASes, i.e., they are
not crossing AS boundaries. This is a major relief for ISBRghay reduce costs heavily for traffic
not leaving their domains. Also, traffic that does not ledwe rietwork is easier to manage, and it
will not encounter inter-ISP bottlenecks [5].

Intra-AS P2P Connections: The above observations on AS distance are further sulestizahti
by the plots in Figure 6.2(e) and (f), where we show the totahber of intra-AS P2P connections
in the Gnutella network as a percentage of the total numbmtrel- and inter-AS P2P connections,
for both leafs and ultrapeers.

In Figure 6.2(e), we observe that in the case of leaf nod&s)gdahe average over the 10 time
points, the percentage of intra-AS P2P connections ineseiem 146% in the unbiased case to
47.88% in the case of oracle with list size 100. For oracle wihdize 1000, we note an average of
82.22% intra-AS P2P connections. In Figure 6.2(f), we obsemvaéla results for ultrapeers. The
percentage of intra-AS P2P connections increases fromexage value of 154% in the unbiased
case to 384% in the case of oracle with list size 100, and further t®3% in case of oracle with
list size 1000.

The percentage increase in intra-AS P2P connections ierléog leaf nodes as compared to ul-
trapeers, a welcome development. One needs a certain nofiib&gr-AS connections, to maintain
network connectivity and to be able to search for file contbat may not be available within an
AS. However, as leaf nodes typically have poor connectigtihe Internet, and have lower uptimes,
it is reasonable to have leaf nodes keep most of their peevinitpin their AS, while allowing the
ultrapeers to have slightly more connections outside th8es.
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Overall, we observe that the results for the metrics comsparin Gnutella simulations are in
conformity with the graph-based simulation results in Gaap. Now we will examine some fea-
tures related to routing in P2P systems, namely, query Isegscimpact on scalability of the P2P
network, and locality of content exchange. These metridishelp to determine the impact of the
oracle on the routing of P2P traffic in the overlay, and itssegjuent impact on the Internet underlay.
For these results, we concentrate only on comparing the dified P2P case with the biased P2P
case where cache size is 1000.

6.1.3 Query Search and Network Scalability

The negotiation traffic in many P2P systems like Gnutellaeggnts a large portion of the total
P2P traffic [31]. We measure the number of query search messatpyed in the network, using
unmodified as well as biased P2P networks. In each case] aftatsout 900 unique query messages
are generated by different nodes in the network, which ae thlayed by the originating nodes to
their connected neighbours. The total number of relayedygquessages, observed at each time-
to-live (TTL) value are shown in Table 6.1. Note that the nembf unique messages generated is
the same in both cases. However, wheiag or Query is generated by a node, and flooded to
its n neighbours, the message is counteitines. Hence, the table shows the total number of query
messages carried in the Gnutella overlay.

Table 6.1 Total number of query search messages that are relayed iretiverk

TTL | Unmodified P2P | Biased P2P
7 19,725 11,149
6 414,718 186,473
5 3,611,604 986,261
4 7,190,754| 2,287,036
3 947,035| 1,592,910
2 30,653 497,464
1 2,093 74,460
Total 12,216,582| 5,635,753

We observe that the number of query messages reduces fr@mil2on in the unmodified P2P
network, to 56 million messages in the biased P2P network. This is a retuof 54%. We also
observe that consulting the oracle benefits the swarmirtgrpatf query searches. From Table 6.1,
we see that not only do the total number of flooded messageswp, dather, the reachability of
gueries at remote locations of the network increases as wetlexample, the biased P2P network
shows a much larger number of flooded query messages at TUksvaf 1, 2 or 3, thus implying
that queries are able to reach more P2P nodes at 5, 6 or 7yhepa from the originating node.
This implies a more efficient swarming of search queries ®MRRP network when nodes consult
the oracle while choosing neighbours.

Table 6.2 shows the number of query response messagesatdifl TL values. We observe that
the total number of query responses decreases onlyd%s,% desirable feature as we naturally do
not wish to obtain a lesser number of responses for queries whnsulting the oracle. Figure 6.3
displays the logarithm of the number of search queries agid tesponses for both cases as a bar
plot.
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Table 6.2Total number of query search response messages that gred-@tahe network

TTL | Unmodified P2P | Biased P2P
8 5 152
7 26 1,941
6 363 11,284
5 8,789 34,031
4 67,381 58,488
3 94,392 67,651
2 97,305 69,003
1 41 16
0 22 10

Total 268,324 242,576

Figure 6.3 Logarithm of the number of query search messages (left) ardyqesponse messages
(right) that are relayed in the network for unmodified P2P biaded P2P cases
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We also measure the impact of using the oracle on the quadtitgtwork discovery traffic, i.e.,
number ofPing andPong messages relayed in the network, see Table 6.3. Once againote
a reduction in network discovery traffic by 42%, which tratst into improved scalability of the
P2P system. The reason for this reduction in message vokiaefdllows. Even though the node
degrees are largely unchanged, the oracle helps in buillngfficient overlay topology. As the
nodes form a dense cluster within an AS with very few inter@®nections, caching of messages
ensures that messages are flooded within sub-networks fiieigrely, by traversing lesser overlay
hops, which is reflected in tables above. Thus informatiqrrapagated with lesser message hops,
lower delays and reduced network overhead.

Table 6.3Total amount of network discovery traffic that is relayedha hetwork
Message| Unmodified P2P | Biased P2P
Ping 15,323,903 8,986,961
Pong 153,021,689 89,491,751
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While it is certainly desirable to improve the scalability tbe P2P network, it is even more
important to verify that consulting the oracle does not havegative impact on the content search
phase in a P2P network. In other words, it is important to yamalif the number of responses
per search query are not adversely affected when P2P naaieghieir neighbourhood selection by
consulting the ISP-hosted oracle.

Therefore we now compare the number of unsuccessful quieri@smodified and biased P2P
networks. We find that while 248% queries do not find any content in the unmodified P2P n&twor
23.95% queries meet the same fate in the biased P2P networkeHsaa@onclude that consulting
the oracle does not affect the number of queries that do mbafiy content in the P2P network.

Figure 6.4 Box plot (left) and CDF plot (right) to compare the number e$ponses per search
guery, for unmodified P2P and biased P2P cases.
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Finally, we compare the number of responses per query, featisfied queries in both the net-
works, and display it as a box plot [17] and cumulated derfsitction (CDF) plot in Figure 6.4
on page 68. We see that the number of responses per quenyt esxmittar distributions for both
unmodified as well as biased P2P networks. The mean numbesmdmses is 127 for the unmod-
ified network, against 102 responses for the biased network. The median humber afnisep is
78 and 62 respectively.

While the average number of responses per query dropslglightle consulting the oracle, we
note that the number of queries which do not match any comtees not increase. Besides, the
swarming pattern of queries improves considerably, themiesl query responses are located at
lesser overlay hops, and the scalability of the P2P netwoptdves considerably.

6.1.4 Localization of Content Exchange

The negotiation traffic traverses within the set of conr&autella nodes, but the actual content
exchange happens outside the Gnutella network, usingdheastd HTTP protocol. When a Gnu-
tella node gets multipl@ueryHits for its search query, it chooses a node randomly and irstiate
an HTTP session with it to download the desired file conteiricesthe file content is often bulky,
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it is prudent to localize this traffic as well, as it relatesedtly to user experience. In the above
experiments, we use the oracle to bias only the neighbodrketection. In other words, when a
node comes online, it consults the oracle and sends cooneefjuests to an oracle-recommended
node selected from its HostCache. However, while choosingdg from theQueryHits, it so far
did not consult the oracle. We now analyze how much of the fildent exchange remains local in
this case and how much one can gain if one consults the orgale at this stage.

We observe that the intra-AS file exchange, which #6in the unbiased case, improves slightly
to 1002% in case of biased case. We thus modify the neighbourheledt®n, so that a node
consults the oracle again at the file-exchange stage, wéthighof nodes from whom it gets the
QueryHits. After this change, we notice that 0% of the file transfers now occur within an
AS. In other words, 34% of file content, which is otherwiseilade at a node within the querying
node’s AS, was previously downloaded from a node outsidejtteeying node’s AS. This leads us
to conclude that consulting the oracle for neighbourhoddctien, during bootstrapping stage as
well as file-exchange stage, leads to significant increakealization of P2P traffic.

6.1.5 Summary

Using a packet-level simulation framework and a real P2Regyswe have shown that the use of
the oracle for neighbour selection in P2P systems helpsthetR2P system as well as the ISP. The
graph structural properties of biased P2P topologies uclem are comparable to random P2P
topologies, a positive result. We also notice that the arnotiRP2P negotiation traffic reduces by
about 50%, with no adverse effect on the success rate of #ry gearch. The dense clustering of
peerings within an AS ensures efficient swarming of messegssch a way that the reachability
of messages to remote locations is not affected, rathdiglitly improves. Lastly, we also find that
consulting the oracle again during content exchange leadiscteased content being exchanged
within the ISP network boundaries.

6.2 Analyzing the Effects of User Behaviour and Topologies

In the previous section, we have demonstrated the benefi&PeP2P collaboration using a single
topology model and uniform distributions for session I&sgand content availability. However,
recent measurement studies [108, 131] have indicatedhaaession lengths of P2P users as well
as their content availability is better modeled using hetaited distributions.

In this section, we improve upon our previous work by usingerealistic distributions for churn,
content availability and query patterns. Also, we studyhbaefits of our approach on a number
of different ISP topologies, as well as different distribns of P2P customers across the various
ISPs. So far, we have only considered network locality (soslighin the AS, AS-hop distance) to
choose neighbours. Now we will also consider the last-homhvédth of potential peers to select
appropriate neighbours. We will use additional metrics haracterize the benefits for ISPs and
P2P systems, namely, content download times, amount aégbexchanged within AS boundaries,
network locality of query responses, etc.

To summarize, in this section, we build upon our results ftbenprevious section by

e extending the ISP’s oracle to also consider last-hop baditinaf P2P users while ranking
possible neighbours
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e studying the impact of different ISP/P2P topologies as waell broad range of influential
user behaviour characteristics, namely content avaiighihurn, and query patterns, on end-
user and ISP experience. This task comprises three stagekesign of different ISP and
P2P topologies, (ii) design of different user behaviouedtgrns, namely, content availability,
churn, and query patterns, (iii) extensive experimentatliss to determine the impact of
different topologies and behavioural patterns on end-asperience, a task unaddressed as
yet to the best of our knowledge.

The advantages of considering last-hop bandwidth of piaigreers for neighbour selection have
been discussed in Section 4.3. We introduce the networkdgpanodels for ISP/P2P in Sec-
tion 6.2.1, followed by the user behaviour models in Secdh2. We then present simulation
results on variation in topology as well as variation in useinaviour in Section 6.2.3.

6.2.1 Topology Models

In order to study the effects of ISP topologies as well as thgilbution of P2P customers across
ISPs on P2P locality, we design 5 different AS topologiesrn@ay, USA, World1, World2 and
World3. Each topology consists of 700 P2P nodes distribwiéiin various ASes, recall the mem-
ory limitations of packet-level simulators [59, 16]. As weddasupport for node bandwidths and
more representative distributions for user behaviour imgbction, the number of P2P nodes in the
simulations becomes limited. We now briefly explain how weigle each of the topologies.

Germany: The ISP topology map of Germany has been published in [45]taléea subset of this

map comprising the 12 biggest ISPs in Germany with all the@grtAS connections. The number
of broadband (DSL) customers of each of these major ISPsitable at [115]. We thus distribute

the 700 P2P nodes according to the proportion of DSL cust®indhese major ISPs.

USA: For USA, we model several regional providers, one at eacheo®b major US cities, and
connect them with peering links using published measurémhaia from [59, 103]. We distribute
the P2P nodes in the 25 ASes according to the ratio of the ptpulof these cities.

World: To model the World topology, we design inter-AS connectiagsslerived from BGP rout-

ing information in [68], and distribute P2P nodes based saltg in [68, 57]. Each World topology
has 1 level-1 AS, 5 level-2 ASes, and 10 level-3 ASes, hermdtieg in a 16-AS network. Given

these inter-AS connections, we distribute the P2P nodesgriie ASes in three different ways.
The number of P2P nodes assigned to (level-1, level-2,-@vAlSes are as follows:

e Worldl1: 1046,46
e World2: 3552323
e World3: 5046,42

We thus have 3 different topologies (Germany, USA, and Wpddd for the World topology, we
have 3 different ways of distributing P2P nodes within theeASThis setup allows us to study the
impact of different ISP topologies, as well as differenttrilimitions of P2P nodes within the ASes,
on ISP/P2P performance.
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Network Characteristics: Bearing in mind the memory limitations of a packet-level siator,
and that it is fundamentally difficult to simulate the Interj26], we model the topologies within
SSFNet as follows. Similar to Section 6.1, each AS has 2 reubae for intra-AS node connections,
and one for the inter-AS connections between ASes. Withilh &8, all the nodes are connected
in a star topology to the intra-AS router. In this section, wadel the last-hop bandwidths of P2P
users as follows. The nodes have network interfaces raptegeypical last-hop DSL and cable
modem bandwidths, ranging from 1 Mbps to 16 Mbps. The Gerntepglogy uses typical DSL
speeds, while the USA topology uses typical cable modendspeee to the prevalence of the two
technologies in the respective countries. Level-1 and{2vESes have a larger proportion of higher
bandwidth customers than the level-3 ASes [93, 59, 115, b@t.example, in a level-1 AS, 80%
of the P2P nodes are assigned 10 and 16 Mbps bandwidths, iwhillevel-3 AS, 60% of the P2P
nodes are assigned-¥ Mbps bandwidths. The links between level-1 and level-2Nswe a delay
of 4— 6 ms, while links between level-2 and level-3 ASes have aydefld 8— 20 ms [59, 132] for
the World topology. The inter-AS delays for the Germany ar&lALtopologies are kept slightly
lesser.

6.2.2 User Behaviour Models

While we have implemented a specific protocol in SSFNet, mal ¢ to perform experiments
that represent a large section of P2P systems in use todagieS{108, 42] have shown that user
behaviour is largely invariant across P2P systems, batbtstred and unstructured. This means that
factors like session lengths, content availability (frieBag), query patterns and search strings are
similar across different P2P systems.

We note that user behavioural patterns are in constantticansalthough the broad characteris-
tics across different systems are comparable. Hence, weiffiseent distributions to simulate the
behavioural patterns, some very close to observed behaeau, Weibull distributions, some that
serve as a comparison standard, and some that reflect vemesbc utopian scenarios, e.g., exponen-
tial or uniform distributions. We derive the parametersdach P2P user characteristic via careful
sensitivity analysisby exploring multiple parameters for each distributiontiluve achieve a rep-
resentation that reflects observed user behaviour witkitintiitations of a simulation environment.

Content availability The presence of a large number of free-riders has been ceudfiby ex-
tensive measurement studies [93, 25, 131, 53]. The disitibwf the number of files shared by
each peer appears to be heavy-tailed, though there is neragn¢ on the exact parameters. Hence,
we take different models to represent file distribution asashin Figure 6.5, where the x-axis de-
notes the P2P nodes, and the y-axis denotes the number afifdesd by the peers. Whilgeibull
case (scale42, shape®$.5) andPareto case (k200 alpha=10) represent realistic behaviour (i.e.,
a large number of free-riders), tldniform case (mind, max=100) is used as a comparison base,
and thePoisson case (meadf) represents a scenario where every peer shares a constanemum
of files.

Session lengths Churn in P2P systems has attracted much attention fromrobsza [108, 42,
114]. Again, while most studies agree that online sessiogtleis a heavy-tailed distribution, dif-
ferent P2P systems have been shown to fit different disioibsit(or different parameters of the
same distribution) at different times of measurement [4Bence, we represent online session
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Figure 6.5 Number of files hosted by each peer using different distidingt where x-axis denotes
peers and y-axis denotes number of files
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lengths using different distributions as shown in Figur@, Gvhere x-axis denotes the online ses-
sions and the y-axis denotes the duration of the sessionsconds. ThePareto case (k600
alpha=0.5) andWeibull case (scaleg00, shape®.2) represent realistic behaviougniform case
(min=1, max=600) is used as a comparison base, &oikson case (mea360 represents the sce-
nario where almost every peer has a constant online duration

Figure 6.6 Online durations for each P2P session using differentibigtons, where x-axis denotes
sessions and y-axis denotes duration in seconds
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Query strings Most P2P systems are characterized by query search phriatses kinds [31]:
constant phrases that aim to find content of a particular, &jge, mp3, rap, dvd; and volatile phrases
that search for a specific content, e.g., artist or aloum n&punery popularity distributions and load
across time and region are reported in [53, 31]. We reflestlihiusing 45% constant phrases and
45% volatile phrases for query strings. The rest 10% quenygst are chosen such that they do not
match any content in the network. Besides, 20% of all queniach only 1 or 2 content files. This
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enables us to analyze the effect of P2P locality on contertke

6.2.3 Results

We use the following metrics to judge end-user as well as Kprgence: number of responses that
each Query generates, the AS distance and overlay hop co@uesy-responses, time taken to
download a single file, amount of exchanged content thatiresweithin ISP network boundaries,
and total reduction in P2P negotiation traffic. We perforro sets of experiments:

e to study the effects ofarious topologie®on the above metrics with realistic user behaviour,
comparing oracle-aided P2P with unmodified P2P

e to measure the effects ofirious user behaviour patterren the above metrics for oracle-
aided P2P

All the results are based on experiments withQD successful queries that result in Q0O file
transfers. Each file is of size 512KB (the typical file piecgegised in popular P2P systems) and is
exchanged directly between the peers using HTTP. The osads the candidate list of neighbours
based on the following algorithm: (i) identify the nodeshiitits AS, and sort them using last-hop
bandwidth, (ii) for nodes not within its AS, sort them using§-Aop distance.

Variation in Topology

For each topology model, we run two experiments, one with adifired(U) P2P, another with
oracle-aided and therefore a biased(B) P2P. In the unmddifiee, P2P nodes go online, connect
to random neighbours, search for content and exchangewitdggut consulting the ISP’s oracle at
any stage. In the biased case, P2P nodes consult the oratdebabtstrapping, as well as when
downloading files. The bootstrapping phase is used to cotogroximal neighbours, hence set-
ting up a localized P2P topology that is correlated with titerinet AS topology. Nodes search for
a specific content by flooding queries. On finding it at a setoafas, they again consult the oracle
to choose the best node for downloading. We model conteiitibilily and online session lengths
by Weibull distributions (realistic behaviour). The rdasubr all 5 topologies are discussed below.

Content exchange: The most important metric for the end-user is the time takedownload
content. As shown in Figure 6.7 with the help of a box plot [1fi¢ download time per 512KB file
decreases by 3 seconds (a reduction of 1634%) for all 5 topologies, when P2P users consult
the ISP-hosted oracle to choose proximal neighbours. VWeradtice that changing the inter-AS
delays does not have a significant effect on file downloadginhMoreover, additional simulations
confirm that exchanging content with a high-bandwidth peeanother AS is consistently faster
than a low-bandwidth peer in the same AS. This confirms thautdfilwnload times are dominated
by last-hop bandwidths [23].

From the ISP point of view, the amount of file content that remavithin the ISP network
boundaries more than doubles for the biased P2P case, sge Bi§. This can result in direct cost
savings for the ISP, estimated to be in the order of $1 biManld-wide [18, 128]. We note that the
improvements for the biased P2P system are more pronound&drid1l and World3, as the peers
are more evenly distributed across the ASes in these tojeslog
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Figure 6.7 Comparison of file download times using a box plot for unmedifU) and biased(B)
P2P neighbour selection across 10K file transfers for 5 tmpes
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We conclude that while the ISP benefits from AS-distancedas@hbour selection, the benefits
to P2P users accrue mainly from last-hop bandwidth basedts®l, thus underscoring the need for
both metrics in the oracle.

Query Search: Figure 6.9(a) shows that there is no adverse effect on the gearch phase of
P2P systems when nodes actively consult the oracle. Wellgatoéice an increase in the number
of query responses per query for the biased P2P case, whiltreito a more efficient swarming
of the queries (and their responses) within the localizeld ®pology, see Section 6.1.3. A closer
examination reveals that for the same number of unique egigtie negotiation traffic in the overlay,
which is emanating from flooding and forwarding of queried Hreir responses, decreases by about
40% in the biased P2P topologies. Despite this welcome tiedua P2P traffic, there is no adverse
effect, as the number of responses per query actually iseseaThis implies that a significantly
smaller number of duplicate messages is carried in the ayetthus improving the scalability of
P2P systems and reducing the traffic in the ISP network.

The number of queries that fail to find any content remains#me for the unmodified as well as
the biased P2P system. This means that even for the caserfguwich match only 1 or 2 content
files located somewhere in the network, the efficient swagroinqueries in the localized topology
ensures that the queries find such content. Besides, the ipsponses more often come from peers
that are located within the same AS as the originating ques,Figure 6.9(b). This naturally leads
to a decrease in the average AS distance of query respornsgsqug for the biased P2P case.

P2P topology: An investigation of the graph topological properties ofdeid overlay graphs
reveals that localized P2P graphs maintain the nice grapbepties which are typical of random
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Figure 6.8 Comparison of amount of intra-AS content exchange for urifisoifU) and biased(B)
P2P neighbour selection across 10K file transfers for 5 tapes
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overlays, namely, small node degree, small graph diam&tes]l mean path length and connect-
edness, even under heavy node churn. The average node,dsdge® in Figure 6.9(c), changes
only slightly, from 18 for unmodified P2P to 16 for biased PZRe graph diameter is found to
remain constant at-6 7 hops, and the mean overlay path length between all pairgesfay nodes
increases only nominally from.2 hops for unmodified P2P ta3hops for biased P2P, see Fig-
ure 6.9(d). In other words, the graph structural propexiethe overlay are not affected adversely
when consulting the oracle even under churn. Importandgpie heavy node churn, the overlay
graph remains connected. Even if a sub-graph gets temiyodisconnected, P2P nodes quickly
re-establish peerings and form a connected topology.

Variation in User Behaviour

Now that the benefits of ISP-aided P2P locality have beemlksttad across various topology mod-
els, we analyze the effects of user behaviour on the abovecsieThis helps to reveal the effect
of aggressive node churn on graph connectivity and queporess. We also study scenarios when
a small number of nodes serve most of the files in the P2P nietavat go offline, to observe their
impact on network performance. In other words, we deterrifibiased P2P maintains its benefits
across different scenarios.

As explained in Section 6.2.2, we model content availgbds well as session lengths as Uni-
form, Pareto, Weibull and Poisson distributions, thusrgiuils 16 possible combinations for the two
characteristics. Hence, we run 16 different experimentshie biased P2P case for each topology.
In this section, we focus on the World3 topology as the P2Res@dle nearly evenly distributed in
each of the 16 ASes, thus minimizing the effect of topologytenmetrics.

We see that across all the 16 combinations of content ai#ifadnd online session lengths, the
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Figure 6.9 Query search and graph properties metrics comparing utfiimddi) and biased(B) P2P
neighbour selection across 10K queries and 10K file trasisfer 5 topologies
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biased P2P topologies maintain their benefits for the P2 esewell as the ISPs. Consider the
median file download time in Figure 6.10(a). Even though #ki@ varies from % — 7 seconds
for biased P2P, it still remains below8/seconds for unmodified P2P. The results for the mean AS
distance of query responses are similar. In Figure 6.1@(b)vitness a noticeable reduction in the
number of AS hops between peers that send a query and peesatibfy the query. Also, the mean
overlay hop count of query responses in biased P2P casemecommparable to that of unbiased
P2P, as shown in Figure 6.10(c). This result has positivdfigations for mobile applications,
where an increase in the overlay hop count can lead to peaftzendegradations due to processing
overhead at each additional node encountered in the patk. sii¢tcess rate of queries remains
the same, while the number of responses to queries remanssstently higher than that with the
unmodified P2P system.

With regards to the graph properties, the node degree inr€&igul0(d) remains largely un-
changed, except for the case of Poisson session lengths.resakts for the mean overlay path
length between all pairs of nodes are also similar, see €i§ui0(e). Although the graph properties
are negatively affected by the Poisson session lengthhiison, we note that this distribution is
not observed in real P2P systems, hence we can ignore tleis cas

Analyzing the benefits to the ISPs, we notice in Figure 6)1th@t the amount of exchanged
content that remains within the ISP network boundariessscadl the tested scenarios ranges from
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Figure 6.10Effect of user behaviour (content availability and sess$@mgth) patterns on end-user
experience for World3 topology. X-axis denotes file disttibn models, and symbols denote online
session length models: Uniform, Pareto, Weibull and Poisso

Session Length | ¢ Uni BPar 4Wei #Poi Session Length | ¢ Uni mPar 4\Wei #Pol

8

A

_ S 9 2.5
w0
O FL5 o &
] 5
s Q
[ “n
E 7 =
oy & v e
T L] i‘ 2 * é
© 2 A ®
R e e S Mo 3
c A - a
z
2 ] ] * =} .
a e ,: ,,,,,,,,,,,,,,,,,,,,, LS ; - ‘C.,' n + +
g, a [ i Wi T Tp——
g ¢ 2
[
> 5.5 Bt ity W [ |
= g

5]

=

5 ‘ . :
o W X0 o\ o 1 T
25% g0° e R )
\)owa ot e e ?o\eﬁ' o o @O oot
O“v\a \)‘\\ ? 2 \“\ e ° o
File Distribution
File Distribution
(a) Median file download time (b) Mean AS distance of Query-responses

Session Length | e Uni mPar a\Wei ®Poi Session Length[ e Uni mPar 4Wei ®Pol
20

v
§ .
5 S e A R R VR

2 N a

@ . * 4 18 fooemnennens ko R S —
o s ¢ o .

g 4 : : 2 M = L | t

ol SOCESRn—— 2 -

g s &

a - s i |
N | ] [ |

o L]

w o

a B R AT AR A o

=] Z 14 T ——
I c .

) 3 .

= *

© 2 e =

3 e
c

T

[} L

= . . ;

3 5 s . - 10 ‘ . :
.356 _\,@( a‘e\ e.\‘o\) '650 ) 36 o o © .‘00\\ o0
\)(\‘0‘ o ¢ K\ ?0\ \)00\36 \)0\%0 ?ma @\?’\ ?6‘5‘5‘
File Distribution File Distribution

(c) Overlay hop count of Query-responses (d) Mean node degree of overlay nodes

Session Length [ ¢ Uni mPar 4'Wei @ Poi Session Length| e Uni mPar a'wel e Foi

100
=
= o S S s
I R 2 H
3 i A
. 5 A
= . . u>j [ A dhreonsronns ]
o . . =
P " 5
e -
o A & A A L] S A0
> . o
°© o)
SR . <
o d 20
= =
£ 'y
0 . : 0 T T 77
S o X0 N o0 PRSPt X0 M ot
o‘é\'ﬁ‘e 0‘\‘\’@‘ ?'b‘e \ﬂz\‘o ?0'\66" \)0‘0'\’59 \)0\"0 ?'A‘Z \Ne,p ¢ §°
File Distribution File Distribution

(e) Mean Overlay path length (f) Amount of intra-AS file exchange




6 Packet-level Simulations

60— 80%, significantly more than the 10% value observed in the cdsunmodified P2P. This
convincingly shows that ISP-aided P2P neighbour selectiaintains its benefits across different
user behaviour patterns. Even the presence of a large nurhifrere-riders, or a large number of
peers who have very short online durations does not adyeaffelct localized P2P topologies. The
inherent dynamic of P2P systems ensures that the overlgi geanains connected and maintains
its nice graph structural properties, while ISPs as well2i8 §/stems benefit from co-operation.

Visualization of Overlay Topology

We show 6 different snapshots of the overlay topology to gilsetter intuition on our results. Fig-
ure 6.11 on page 79 shows the World3 and Germany topologisr ulifferent scenarios, namely,
without oracle, with oracle using Poisson session lengihd, with oracle using heavy-tailed ses-
sion lengths. The visualizations have been produced wétly¥korks [127] software using the same
technique used for Figure 6.1.

We can easily see that the overlay topology without the ermbks the same for different AS
structures, as it is not correlated with the Internet toggland there is no noticeable pattern. Our re-
sults in the previous section have already shown that Possssion lengths are the most punishing
on the overlay structural properties. However, we see taspite being non-robust, theisea cor-
relation of overlay topology with the Internet topology Iretcase of World3 topology with Poisson
session lengths, see Figure 6.11(c). More importantlygthph remains connected. We once again
note that the Poisson session length is not observed in 28aé¥5stems, we use it here only to make
worst-case comparison study. With Weibull session len@titsch is the observed behaviour in
most P2P systems), the overlay topology is nicely corrdlaig¢h the Internet AS topology. A large
number of peerings stay within the AS boundaries, formingsdesub-graphs local to the ASes,
while a good number of peerings cross the AS boundaries wgieps the overlay structure robust
against churn.

6.2.4 Summary

In this section, we design representative ISP/P2P topotuagels and user behaviour characteristics
in a simulation framework, and study their impact on ISReditbandwidth-based localized neigh-
bour selection for P2P users. Through extensive expersnevé show that both P2P users and
ISPs benefit from collaboration, measured in terms of imgaosontent download times, increased
network locality of query responses and desired contendtpaarall reduction in P2P traffic. While
ISPs benefit from a simple AS distance-based neighbourteeed®2P users benefit mainly by
peering with nodes possessing higher last-hop bandwidkk.liThe advantages of ISP-P2P collab-
oration hold across different ISP/P2P topologies undepadrange of user behaviour scenarios.
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6.2 Analyzing the Effects of User Behaviour and Topologies

Figure 6.11Visualization of overlay topology under different sceoari

(a) World3 without oracle (b) Germany without oracle
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(e) World3 with Weibull session lengths (f) Germany with Weibull session lengths




6 Packet-level Simulations
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7 Multiple-ISP Collaboration

We have already shown that by consulting the oracle, P2R aserable to pick appropriate neigh-
bours, both for forming an efficient overlay topology as vaslfor downloading content, in a way

that both ISPs and P2P systems benefit. We now extend the a@utept to propose collaboration

between multiple ISPs, so that P2P and other applicationgetestimates of the path properties
to potential neighbours/servers, both within and outdiggr iSPs. In this chapter, we discuss how
multiple-ISP collaboration can be achieved, and presemtisition results to show its benefits. We
also explain how this concept can be used to design a globadicate system, and discuss how our
proposed coordinate system differs from existing ones.

7.1 Proposal

In the previous chapters, we have introduced and evalulagecbincept that each ISP hosts an oracle
server. The oracle has access to an up-to-date map of theeli@@®rk. For example, it knows
the bandwidths of the links within the network, the connatticharacteristics of the users, and
the estimated RTT. On getting a list of potential neighbdtwe a P2P user, the oracle uses this
network information to sort the nodes within its network. f8g nodes that are not belonging to
its own AS are only sorted by AS distance as the ISPs do not infwemation about the internal
network of other ISPs. We now propose that oracles frommdiffel SPs collaborate with each other
to exchange summaries of their network information, whidh enable them to sort even those
nodes that are outside their network.

The motivation for this is that an ISP knows not only its owtwegk, but also its routing policies
to neighbouring ISPs. Furthermore, each ISP has informatimut which of its neighbouring ISPs
are customer, peer or provider ASes [72]. As an ISP rout#fsctta and receives traffic from other
ASes, it also has BGP [40] path information to other ASes, arfdgirly good estimate about the
IP address ranges of their customers. Besides, an ISP isaa@ of the capacities and other
characteristics of inter-domain backbone links, at leagisineighbourhood. We propose to use this
vast information available at each ISP to extend the oralace, such that the oracle servers from
different ISPs can collaborate with each other, see Figure 7

Collaboration between ISPs

When an oracle receives a list of candidate IP addressesdneger within its network, it can rank
the nodes within its network using its network informaties,described in Chapter 4. For nodes that
do not belong to its own network, it first segregates themralieg to their parent ASes. Nodes that
belong to ASes in its immediate neighbourhood can be furiaessified as belonging to customers,
peers or provider ISPs. As each ISP has to pay for traffic goingstream provider networks, it has
an interest in preferring nodes from customer and peer lidgpending on its individual AS-level
routing policy. Hence, for instance, customer and peertd&#s can be higher ranked than provider
ISP users. If the queried IP addresses do not belong to 1S3Rdiimmediate neighbourhood, an ISP
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7 Multiple-ISP Collaboration

Figure 7.1 Communication between oracles of different ISPs to achieukiple-ISP collaboration
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can use AS-hop distance (the number of AS-hops on the choséhrBute for the IP address), or
BGP routing policy [40] (preferred AS paths, point-of-eit traffic, etc.) for ranking nodes outside
its network. For instance, as discussed in Chapter 4, nogleading to ASes with lesser AS-hop
counts will be ranked higher as compared to nodes belongigses farther away. The level of
granularity for ranking the list of nodes can be decided lwhd&P independently.

To further fine-tune the list of nodes, the oracle contaatsotfacle server from the neighbouring
ISP, and sends it the list of users that it wants to rank. Thghbeuring ISP oracle can use its own
network information to rank the nodes that belong to its wekywand return the sorted list back to
the querying oracle. The oracle can then combine this rah&edf nodes with its own network
information, and thus be able to estimate the path progettigootential neighbours, both within
and outside its network. We illustrate this with the help mfexample below.

Example

Consider the scenario in Figure 7.1. ISP1 is connected bgrngelink to ISP2, and by an upstream
link to ISP3. When oracle Al gets a list L of candidate IPs framser U, it sorts the list of IPs
within ISP1 on its own, using a semi-static database camimformation about its network. As
ISP1 prefers to route traffic to ISP2 instead of ISP3, it estirs the subset S of the list of IPs which
belong to ISP2, and sends it to the corresponding oracles@@: The oracle A2, on receiving this
list S of IPs which belongs to its network, can easily ranis fist based on metrics like available
link capacity, estimated delay, geographical location,, &s described in Chapter 4. It then sends
the ranked list S’ back to A1, which Al incorporates into itefiranked list L' to be returned to the
user U. Depending on the level of fine-tuning desired, A1 caameontact multiple neighbouring
oracles, e.g., A3.

Thus, each ISP, using a combination of ISP-P2P collabaerdfar the individual network), and
ISP-ISP collaboration (for multiple networks) can provieltimates of path properties to potential
neighbours both within and outside its network. This all@®2P user to pick the “best” neighbour
in terms of network connectivity and ISP routing policy, e¥ethe potential neighbour is not within
its own network. This has the added advantage that the goptficies of the ISPs are also taken into
account when forming neighbourhoods. Note, that each I&Rdg0 rank the list of IPs according
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to its own criteria and has full control over how much infotioa it wishes to reveal.

7.2 Global Coordinate System

In this section, we demonstrate how the oracle concept ancititaboration between oracle servers
from multiple ISPs can be leveraged to design a global coatdisystem. A coordinate system
maps the IP address of a peer into an n-dimensional cooedspce. The coordinate distance
between two nodes in that space reflects the network distagteeeen them in the Internet, which
is typically defined as the RTT propagation and transmisksitancy.

Coordinate systems have been proposed previously [28,37 502 99], however, we argue that
the way such coordinate systems are built are not very efficied suitable. Existing coordinate
systems measure the RTT and map the distances into a low sionaehEuclidean system like the
Cartesian coordinates [28], or a non-Euclidean one, eyperbolic, spherical, or toroidal [99].
Unfortunately, the actively measured RTTs are far from eateuand may change quickly over
time [124]. Moreover, up to now, they cannot offer availabéandwidth or capacity estimates.

We therefore propose an alternate way for building a coatdisystem: namely again by collab-
oration among ISPs. We have previously discussed that |18®s dretailed information about the
connectivity of peers that are located within their domdirir bandwidth, their usage patterns, etc.
Moreover, ISPs also decide and implement their routingcgolnd are thus aware of the routing
paths within their network and to other ISPs. By using thisady available ISP information and
exchanging summaries of it among ISPs, a coordinate systantherefore be built that does not
require active measurements. We argue that this coordgystiem is more accurate, is capable
of addressing additional metrics and can provide the infdion quicker to a querying node than
current coordinate systems.

7.2.1 Oracle as a Coordinate System for a Single ISP

We describe our approach for building a coordinate system &ingle ISP, based on collaboration
between an ISP and P2P or other user applications runnihgwiite ISP network. The basic task of
a coordinate system is: given two IP addresses return anagstiof the network distance (usually
defined in terms of RTT) between them. Our main insight is tB&ts either have or gather the
most relevant as well as accurate information about theesdivity of hosts that are located in the
ISP’s domain, where the term connectivity includes infaiorasuch as physical bandwidth to the
last hop (modem, DSL, VDSL, etc.), latency statistics, gaphgical location and customer service
class including different quality classifications, suclgakl, silver, or normal customer. Moreover,
each ISP decides the routing policy for transmitting traffithin its network, using intra-domain
routing protocols like OSPF, 1S-1S, and RIP. In other words, ISP is already in possession of
the information that other coordinate systems have to infduding link capacity, service classes,
available bandwidth, estimated delay/RTT, etc. Henceergiwo IP addressasithin its network,
an ISP can determine or estimate a summary of the basic pathatéristics of the network path
between them.

Recall the example demonstrating the use of the oracle itidBe¢.5 on page 38. We can see
that the proposed oracle service already provides an ahetreof a coordinate system. In the
terminology of current coordinate systems, each ISP - sgited by its oracle server - is the pendant
to a landmark. However, instead of measuring distancesdsetwlifferent landmarks and between
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7 Multiple-ISP Collaboration

landmarks and peers as is the case in existing coordinatensy$28, 71, 23, 60, 99], each ISP’s
oracle stores connectivity information to build a coordinsystem. Compared to existing coordinate
systems, it has a number of advantages. First, the knowlgdbe oracle goes far beyond knowing
the distance between peers in terms of RTT only. With its Kadge about link capacities, available
bandwidth, geographical location, etc., it can also angwiestions such as “which peer has the best
bandwidth to me?” Even combinations of multiple metrics @wssible.

7.2.2 A Global Coordinate System through Multiple-ISP Collaboration

We have seen that given two IP addresses within its networkSR's oracle can serve as a coor-
dinate system and return an estimate of the path properiggebn the two IPs that can take into
account multiple metrics like bandwidth, delay, geographor topological proximity, etc. The
same concept can be extended to also return an estimate dith@roperties between two IP ad-
dresses that are not within the same ISP network. In suchea cwcle servers from different ISPs
can collaborate with each other, as explained in Section 7.1

When a user U sends a request to his ISP’s oracle A to find theppaperty to another IP address
U’, the oracle A finds the parent ISP of U’, and contacts itxl@aerver A. The oracle A, being
aware of its own network, can easily return a classificatibthe path property to U'. In this way,
ISPs can collaborate with each other to estimate the paffepies between any two IP addresses
in the Internet.

We believe that a P2P application can use the coordinatersyiattwo ways. First, it may use the
system to get an estimate of the network path propertiesdegtany two nodes in the system, e.g.,
low, medium, or high bandwidth. Second, a peer may submawvits address and a list of potential
neighbour peers, and ask the coordinate system to sorsthie ihcreasing order of their distance to
itself. Using these functions, an overlay topology of a PZResn can be built that reflects the real
distances in the physical topology. In particular, nodesukhonly be neighbours in a P2P system
if their distance in the coordinate system is small.

7.3 Related Work in Coordinate Systems

In recent years, research on Internet coordinate systemsehaived much attention. Most of the
coordinate systems proposed so far including [28, 71, 2398Drely on a set of landmarks or
on peer-to-peer technology. The current set of coordinggéesis mainly attempt to map hosts
into synthetic coordinates in some coordinate space (&eati [28], spherical [99], hyperbolic [99]
being some examples) such that the distance between tws Bgathetic coordinates reflects or
estimates the actual round-trip-time (RTT) between thethénreal Internet. While this approach
may serve well for some applications like Web servers orarardistribution systems (CDNs) which
do not experience high churn, its leads to performance datjom in the face of newer brands of
file sharing and CDNs which are characterized by high usemcfi08], pollution in content, and
malicious activity on the part of the users.

Coordinate systems are vulnerable to malicious users vehablout their locations [49, 48]. It
has also been shown that coordinate systems are severas afd@magnitude slower than direct
ping measurements made by individual peers, often takimgraktens of seconds or even minutes
to converge [49, 48]. This is clearly unacceptable giventilgh amount of churn in P2P sys-
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tems [108], and the small online durations of the particiigapeers (see Chapter 3). Lua et.al. [64]
have shown that the accuracy metrics used by these co@digatems are not accurate enough.
More recently, Ledlie et.al. [56] have shown that while tleefprmance of the coordinate systems
reaches expected levels on Planetlab nodes and simulatioorements, the performance degrades
significantly when deployed in the real Internet.

Recent studies [124] have also shown the limitations ofuSli T as a metric for coordinate
systems. The existing coordinate systems predict netwistlrtte as a sum of RTT propagation
and transmission delay, which they assume to be a fairlyestdfaracteristic between Internet hosts.
However, RTT is dependant on network load, which is heavifiuenced by factors like churn and
bursts in user activity in P2P and CDN systems. As such systemdominated by peers who have
very short uptimes [108], assuming RTT to be a stable metnimot a sound assumption. Besides,
small RTT does not always correspond to peers being welletiad in terms of bandwidth [124].

Discussion

Compared to the above systems, our proposed coordinatsgstes away entirely with the com-
plex mathematical computation process of mapping a nodeg&ibn in the Internet to a point in the
mathematical coordinate space. As the node location, iteaxiion information, and the network
routing policy is known to the oracle, the need for Internetasurements [88] and parameter esti-
mations is heavily reduced, thus reducing network overlaatlincreasing scalability. Also, our
system is not based solely on RTT. Rather, the network disthatween two nodes reflects not only
the RTT propagation and transmission delay, but also faditce:

e path capacity and available bandwidth

e better paths which may or may not correspond to least RTddoftfer better bandwidth and
lower packet loss rates

e respect for AS relationships, BGP-based policy routing atiher routing metrics like point-
of-exit of AS, next-hop AS, multi-exit discriminator (MEDgtc.

We have already shown the oracle system is resistant to en@®8P applications. As the oracle
does not need to ask the nodes for their location but alreadw& them authoritatively, the sus-
ceptibility of the proposed coordinate system to malicianges lying about their location is also
reduced, a major improvement over existing coordinateegyst Moreover ISPs can tailor their
answers to regain control over their traffic.

7.4 Experiments

We now present some experimental results to evaluate therpamnce benefits when the oracle

servers from multiple ISPs collaborate with each other tomemend neighbours to P2P users. We
concentrate on the content exchange phase of a generalfdl® sharing system. The exper-

iments are performed using the PeerSim [76] P2P simulathichwhas been introduced in Sec-

tion 2.7.

7.4.1 Network Model

We use a topology with 11600 P2P nodes distributed in 200 ASes. In this topology mdil
level-1 ASes which are completely connected with each otBach level-1 AS is connected to 5
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level-2 ASes, which in turn are each connected te3level-3 ASes. We model 10 intra-AS routers
in level-1 ASes, 4 intra-AS routers in level-2 ASes, and Pa#fS routers in level-3 ASes. Besides,
each AS has % 2 routers for inter-AS connections, thus giving a topologihv840 routers spread
in 200 ASes. We note that using a large topology with multiplaters per AS allows us to study
the effect of using router-hop count as a factor in the oracot#e-ranking algorithm. Each intra-AS
router is connected to 200 P2P nodes. The nodes have a a$amdwidth ranging from 4 16
Mbps, with top-level ASes having a larger proportion of hlggndwidth peers, see Section 6.2.1.
A sub-network of one level-1 AS with all its level-2 and Iex&IAS connections, along with the
corresponding link delays is shown in Figure 7.2. We modeab@erto-oracle communication with
a delay of 20 ms, to account for the processing time of thel@rac

7.4.2 Realizing Multiple-ISP Collaboration

When a P2P node goes online, it searches for a specific content and finds ilade at a set of
noded.. When not using the oracle, the natieelects a node randomly from the listand initiates
the file exchange process with it. When consulting the ordbke noden sends the list. to the
oracleA of his ISP. The listL is sorted by the oraclg using the following algorithm, based on the
discussions in Section 4.4 and Section 7.1.

Algorithm
The oracle: identifies the nodes inthat belong to its ISP, and sorts them using last-hop bartdwid
The same-bandwidth nodes are further sorted using roogedistance from the querying node

For nodes not within its ISR, segregates them according to their ISPs into sublistseit #ends
the various sublists of nodes to their respective ISP’s oracle.

The respective ISP oracles sort their sulgisising the last-hop bandwidth of the nodes, and send
the sorted lisB’ back to the oracla. The oracleA combines all the sorted lists into a final list,
with the peers in its own AS at the top of the list, followed mdes at AS-hop distance 1, followed
by nodes at AS-hop distance 2, and so on. In this way, nodegleuhe AS are sorted by AS-hop
distance, which are further sorted by their last-hop badthsi

The final sorted list is sent back to the querying nad&he noden connects to the first member
of the listL’. If the first node is offline, it tries the next member, and saintil it finds a peer from
whom it can download the desired content.

7.4.3 Results

Given this simulation setup, we run 3 sets of experiments:

e P2P nodes do not consult the oracle and choose neighbouaemin

e P2P nodes consult the oracle, which sorts the list of passibighbours in collaboration with
other ISPs

e P2P nodes choose the peer with the highest last-hop bardfgidtontent exchange

The last case is used to compare multiple-ISP collaboratitim a bandwidth-based neighbour
selection done by the P2P users themselves without takenig# or network topology into account.
In other words, this case simulates a P2P protocol that dotesolaborate with the ISP, and picks
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Figure 7.2 Network model showing a sub-network of one level-1 AS withitallevel-2 and level-
3 AS connections, along with intra-AS router and node topiel® and link delays. In PeerSim
simulations, ten such subnetworks are connected throwgh1eAS interconnections.
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7 Multiple-ISP Collaboration

up a neighbour by reverse-engineering the last-hop barnkwidpossible neigbhours, and picking
the best one irrespective of its parent AS.

All the results are based on 1@W0 downloads of files, each of which is 1 MB in size. The
online/offline behaviour of P2P nodes, as well as contentadoibty at each node is modeled using
Weibull distributions as explained in Section 6.2.2. To pane the three cases, we use the following
metrics. For each pair of P2P nodes exchanging content ah ether, we calculate the number of
AS-hops, number of router-hops, and the router-to-roatenicy between them. We also calculate
the amount of content exchanged that remains within the a8&,the amount of time taken to
download each 1 MB file. The bandwidth distribution of neights is also calculated. We plot
these metrics across 1@O file download instances in Figure 7.3 on page 90. Runmothar set
of experiments with a different distribution of P2P nodethini the ASes yields similar results.

In Figure 7.3(a) we plot the AS distance between P2P nodésithange content with each
other. We can immediately see that the AS distance redugesicantly with multiple-ISP collab-
oration, implying that most of the content exchange takasepivithin the ISP network boundaries.
Figure 7.3(b) shows that this is indeed the case. With meHipP collaboration, 60% of the content
exchange takes place within the ISP boundaries, as comfzaeedund 10% for the case when P2P
nodes choose neighbours randomly or pick neighbours hdkebighest last-hop bandwidth.

As the oracle uses the router-hop distance as one of thegaotohoose “good” neighbours, we
plot the router-hop distance between P2P neighbours inr€&ig3(c). We see that with multiple-ISP
collaboration, the router-hop count between P2P neigls@duces significantly. This implies that
even within the ISP network, a large amount of content tseg&tesser router hops, hence using
lesser network resources as compared to random or bandagdtd P2P neighbour selection.

Figure 7.3(d) shows the distribution of last-hop bandwsdthpeers from which content is down-
loaded. We observe that using multiple-ISP collaboratietpsito pick more peers with higher
bandwidths, i.e., 50%, as compared to the random case (28&tyever, bandwidth-based neigh-
bour selection results in all (100%) of the peers having thkdst last-hop bandwidth. While this is
a desirable result for P2P users, this does not lead to ademlatistribution of content among P2P
nodes, as all the content is served exclusively by 16 Mbitpedso, network resource utilization is
not optimal, as is evident from AS- and router-hop count leevneighbours, see Figure 7.3(a) and
(c), as well as the amount of content that remains within odtwoundaries, see Figure 7.3(b). Con-
sidering these metrics, we see that multiple-ISP collalmragives more balanced results, which
are beneficial to both ISPs as well as P2P users, and not tmoalpf them.

Figure 7.3(e) further emphasizes this observation, wherplot the estimated download times for
the 100000 files that are exchanged between the peers. Not only dokiplerISP collaboration
results in faster downloads as compared to random neighdlaction, it is also very close in
performance to the bandwidth-based neighbour selectidwe réason for this is that even though
bandwidth-based P2P nodes pick all 16 Mbit neighbours, meattyese neighbours are at a greater
AS- and router-hop count from the querying peer, and thusmapce more link delays as compared
to the oracle-recommended neighbours.

In Figure 7.3(f), we plot the router-to-router latency beem P2P neighbours. In this case, we
find the PoP-level router of both the P2P nodes of a parti®@#t link, and calculate the latency of
the network path between the two routers. The plots showntindtiple-ISP collaboration reduces
the network latency significantly as compared to both rané@m as well as bandwidth-based P2P
neighbour selection.
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We thus show that multiple-ISP collaboration benefits b&@Rd as well as P2P applications.
The ISPs are able to keep a large amount of traffic local to thetiworks, and are able to use
their network resources more efficiently. The P2P users gat-optimal performance in terms
of download times and latency. Also, multiple-ISP colladimm achieves balanced distribution of
content among the P2P nodes, in the sense that the high-lulihgh&ers are not indirectly penalized
by having to serve too much content to other peers.

7.5 Summary

We have proposed and evaluated the concept of collabotagibveen user applications and ISPs on
the one hand, and between different ISPs on the other hatily lasge-scale simulations, we have
shown that multiple-ISP collaboration benefits both P2R<uas well as ISPs. While P2P users
get near optimal download performance, ISPs save immersse and are able to use their network
resources in an efficient and balanced manner. We have atsond¢rated how the multiple-ISP
collaboration concept can be leveraged to build a globaidinate system. The proposed coordinate
system provides accurate network distance informatiangusot only RTT, but also other important
metrics like path capacity, available bandwidth, custosegvice class, AS relationships and routing
policies, without the need for reverse-engineering therhdt by large scale measurements. The
system is scalable, resistant to churn, and less susaefibialicious nodes. The coordinate system
can be used by all kinds of user applications, which need sstimation of network properties to
choose appropriate neighbours.
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Figure 7.3Comparing multiple-ISP collaboration oracle P2P (Mukip6P) with unbiased P2P (No

Oracle) and a bandwidth-only based P2P (Bandwidth)
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8 Reducing Pollution in P2P Systems

In this chapter, we examine the viability of using the oradeeduce pollution in P2P systems,
while at the same time, improving locality. We propose that dracle uses the proximity as well
as the trust information of potential neighbours of a P2R udgle ranking them. With the help
of large-scale simulations, we show that there are perfoceagains for both ISPs as well as P2P
users, when the oracle helps P2P users choose neighbouwls arei proximal and have a good
reputation. We discuss the problem posed by P2P polluti@eition 8.1, introduce our proposal
in Section 8.2, and provide experimental results in Se@i8n

8.1 Introduction

As the popularity of and amount of traffic in P2P file sharingtsyns has increased in the last years,
so has the pollution of content in such systerRsllution is a kind of attack on P2P file sharing
systems, when bogus content is added to popular files in 8teray Pollution manifests in various
forms, principal among them being content pollution andadata pollution.

e Content pollution The polluting party modifies the content of a file, e.g., byffiimg bytes,
adding messages, or simply inserting white noise.

e Metadata pollution In this case, the content of a file is changed so that it doematch the
title any more. When a user downloads the file, he gets cothanis completely different
from what he expects.

The sources of pollution are intentional as well as unimbeal. Sometimes the music industry
employs companies to deliberately insert polluted instaraf popular music songs in the P2P file-
sharing systems [121]. The aim is that P2P users will getriited by wasting bandwidth and not
finding the desired content, and thus abandon the use of ysténss. Such pollution is termed
intentional On the other hand, a user accidentally picking up noiseent@tording a song and
putting it up for sharing in a P2P system is an examplerofitentionalpollution.

Studies have shown that pollution can constitute up to 50%ooftent in popular P2P sys-
tems [58]. Even systems like BitTorrent are susceptibleditupion [67]. While polluted content
can normally be detected through user inspection aftersittte®n downloaded, the bandwidths of
the peers have already been wasted in this case. Besidas pbluted content contains viruses or
trojans, the security implications can be more grave.

Various systems based on trust and reputation have beensmwpo reduce the download of
polluted content in P2P systems, e.g., Credence [119], BRI, etc. Trustimplies the subjective
probability with which a peer assesses that other peergredtl it fairly during content exchange.
In other words, the amount of trust a peer A has in another Berormally reflected by a score, is
a measure of the confidence that A has in B, that B will provigedontent which A expects it to.
Reputationof a peer is a reflection of its trustworthiness as seen by timenxcommunity of peers.
An overview of various trust- and reputation-based teahesg as well as attacks on them is found
in [133].
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8 Reducing Pollution in P2P Systems

8.2 Proposal

We propose that the oracle uses the proximity as well asuiseitrformation of the potential neigh-
bours of a P2P user while ranking them. The advantage willredwaction in the amount of polluted
content exchanged in the network, which will not only impraustomer satisfaction, but also save
the ISP’s network resources from unwanted (polluted) tafi/hile the benefits of using network
proximity to select neighbours have been well researchdlokiprevious chapters, we will now run
experiments with the oracle using a combination of proxmaiad trust to recommend neighbours
to a P2P user. This will enable us to investigate the vighilftsuch a scheme, and the performance
gains to ISPs as well as P2P users.

Most trust-based schemes rely on querying other peers dwueputation of potential neigh-
bours through voting/polling [8], or build a reputation sedased on a statistical measure of the
reliability of a peer’s past behaviour [119]. We assume thatoracle maintains a centralized list
of nodes within its ISP with their trust scores, in additiorthieir network connectivity information.
Maintaining the list at the oracle should lead to a reduciioaverhead, and reduced susceptibility
to attacks like sybil attack, unfair rating, front peers ollesion. This will be possible because ISP
has detailed and authentic knowledge on peers within itwor&f and does not need to verify it
through polling or other mechanisms, which makes othet-tstased systems susceptible to such
attacks [133].

We agree that this opens the argument that the oracle is ne lmgited to being a network
mapping service, rather it is directly colluding with P2Fe fdharing systems. However, we also
note that using trust as a factor in sorting potential neagink will allow the ISP to better collude
its node-sorting algorithm, and will help to reduce divuige of network information. Also, it
promotes customer service, leading to better customesfaetion.

The exact implementation details of achieving centraliradf trust scores, or the legal argument
of the ISP hosting a service directly facilitating P2P filensfer is outside the scope of this work.
In this chapter, we restrict ourselves to examining theilidag of combining trust with proximity
for neighbour selection in P2P systems. We foresee theprogimity service as a separate add-on
service component of the peer mapping oracle service. HBnide a viable service offering at least
for legal P2P applications that rely on a notion of trust farger functioning.

8.3 Experiments and Results

To run representative experiments, we use the network nauklexperimental setup from Sec-
tion 7.4, where we have 11800 P2P nodes distributed in 200 ASes, with Weibull distrdns for
content availability and churn. We use, 800 content files in our experiments, of which 50% are
polluted, while the rest are genuine. Each P2P node statfisantrust value of 50, on a scale of
100. When a node comes online, it starts with the trust vatom fts last session. For each good
(genuine) download, the trust value of the peer providirggdbntent increases by 3, while for each
bad (polluted) download, the trust value of the peer deeselay 2. This is done to give a benefit
of doubt to P2P users who may provide polluted content unkmgiwto other users, as they them-
selves might have received the polluted content from amgiber without realizing it. The oracle
knows the network connectivity (last-hop bandwidth, rodteps, AS distance) as well as the trust
score of each peer within its network.

When a P2P user sends the oracle a list of potential neigbbitngroracle sorts the list once based
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on the trust scores of the peers, and once based on proxiirifyen combines the two sorted lists
into one list, depending on the weightage given to trust aosimity. We run 6 sets of experiments,
varying the weightage or importance that the oracle givesust and proximity while sorting the
list of neighbours, as listed below. P2P users consult thel®ito choose neighbours in all the sets
of experiments except the first one.

e No oracle: P2P users do not consult the oracle. They choos@hbour for file download
randomly, without considering trust or network proximity.

e 100% trust: The oracle sorts the list of potential neighbdaased only on trust. Proximity is
not considered.

e 70% trust - 30% proximity: The oracle gives 70% weightagetsttand 30% weightage to
proximity.

e 50% trust - 50% proximity

e 30% trust - 70% proximity

e 100% proximity: The oracle sorts the potential neighbowaselnl only on proximity, trust is
not considered.

The experiments help to evaluate the performance gainathate to ISPs as well as to P2P users,
when the oracle considers trust and proximity to rank pakneighbours. Also, the experiments
help to determine how much weightage needs to be given totugduce pollution in the P2P
network.

In Figure 8.1, we show the results for 1000 file downloads using the following metrics: amount
of polluted content exchanged, amount of downloads withiA&, and the download time per file.
We see in Figure 8.1(a) that even with 30% weightage givenust,tthere is a significant reduc-
tion in the amount of polluted content exchanged in the nekw@he amount of polluted content
reduces from 50% in the no oracle or 100% proximity case, & When only 30% weightage is
given to trust. The amount of content exchanged within thebA@ndaries increases slightly, see
Figure 8.1(b). We also notice a reduction in the time taketiotwnload content, see Figure 8.1(c),
as compared to the no oracle case. With increasing weiglfiaga to trust, the improvement in
results is marginal.

Overall, we see that for content locality and download tintless benefits of using trust along with
proximity to rank the potential neighbours of a P2P user ateas significant as when the oracle
considers proximity only. However, due to a significant i&aun in the amount of polluted content
exchanged in the P2P network, both ISPs and P2P users benefit.

8.4 Summary

We have shown that when the oracle uses trust as a factortingstite potential neighbours of a
P2P user, the amount of polluted content in a P2P networlkcesdsignificantly. Even with 30%
weightage given to trust (and 70% to proximity) by the ISR&obe to sort the potential neighbours
of a P2P user, the benefits to ISPs as well as P2P systems arly @edent. The amount of
content exchanged that remains within the AS boundarigsases, and the download time for files
decreases. At the same time, there is a significant reduititme polluted content exchanged in
the P2P network. This not only improves customer satisfactbut also saves the ISP’s network
resources from a significant amount of polluted (and heneeaated) content.
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8 Reducing Pollution in P2P Systems

Figure 8.1 Effects of combining trust and proximity for P2P neighboelestion
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9 Conclusions and Future Work

In this chapter, we summarize the contributions of thisithesd discuss some of the ongoing and
future work that is inspired by this thesis.

9.1 Conclusions

We begin with a measurement study of the Gnutella P2P prhtacd find that its overlay topology
is not correlated with the underlying Internet topology. eT$ession length durations in Gnutella
are very short, and a large humber of overlay peerings cr&dbdundaries multiple times. A
deeper analysis using a unique visualization techniquéromnthis result, and shows that overlay
topologies differ from random networks as many overlay ipgesrlie in top-tier ASes where there
is a higher prevalence of high-bandwidth connections.

We then propose a simple, general and unique solution ttedilesn ISPs and P2P systems to
collaborate with each other. We propose that an ISP hostsrarserhich we call theoracle, that
helps P2P users choose “good” neighbours. Each P2P userlisaofpotential neighbours to
whom it can connect or download content from. Instead of simgpneighbours independently, we
propose that the P2P user sends the list of its potentiahbeigs to the oracle. The oracle ranks
this list of IP addresses based on a number of factors, th&Rdecides individually. For example,
the ISP can prefer peers within its network, to prevent trdfbm leaving its network. Further, it
can choose better bandwidth or lesser delay nodes, or thasare geographically closer (same
city, same PoP) within its network. The oracle returns tbigesl list to the P2P user, who can then
benefit from the knowledge of the ISP and connect to a neighfemommended by the oracle. This
will not only reduce costs and ease routing for ISPs, butalslb provide improved performance for
P2P users in the sense of higher bandwidth and lesser deltys way, ISPs and P2P systems can
cooperate so that both of them benefit.

We conduct a comprehensive analysis of this proposal usiaghgexperiments, testbed imple-
mentation, Planetlab deployment, and packet-level sitionis on various models of P2P systems.
The graph results show that P2P users, on consulting thiepease able to keep most of their peer-
ings within the ISP boundaries, without any adverse effectihe overlay graph structural properties
like small node degree, small path length, small graph diemand graph connectedness. The P2P
topology is correlated with the Internet AS topology, wittnde subgraphs of peerings local to the
AS boundaries.

A theoretical analysis of the congestion caused by shoetvark paths of P2P links reveals that
the congestion in the network is close to the theoreticahaph. This comes with the advantage
that almost all the overlay peerings are formed in accorglavith the ISP policies. This means that
P2P users experience shorter network paths and lessemaattls, with overall network congestion
close to the theoretical optimum. At the same time, ISPs isareense costs by keeping P2P traffic
local to their networks, or letting it flow along desirablels outside their network while respecting
their routing policies.
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Through testbed implementation and Planetlab deploynmemishow that the ISP-P2P collabo-
ration scheme for neighbour selection in P2P systems ithfeasgith real P2P systems. We exper-
iment with various underlay topologies as well as unifornd &ariable content availability in the
testbed. The experiment results show that the scalabfliB2® systems improve considerably due
to areduction in the overhead traffic by 50%, and there is nerse effect on the query search phase
of P2P networks. The testbed experiments also demonsiratt¢he source code of P2P protocols
can be easily modified to enable ISP-P2P collaboration. d.tbia Planetlab infrastructure, we show
that biased P2P nodes (which consult the oracle for neigtdseaction) interact well with unbiased
P2P nodes running in the Internet. Furthermore, we verifthaltestbed results in the Internet, and
show that the P2P users, when consulting the oracle, are@bdeate all available content from
P2P nodes at shorter network distances.

Having gained insights from the testbed and Planetlab expets, we implement the Gnutella
P2P protocol in the SSFNet packet-level simulation franrt&ywand perform a rigorous analysis
of the various aspects of the ISP-P2P collaboration concsipg extensive simulations. First, we
verify the graph structural properties results with the @Ha P2P protocol under churn. We then
quantify the performance improvements for ISPs and P2B ugsing metrics like intra-AS content
exchange and content download times. We simulate multipiednd P2P topologies, as well as
a range of user behaviour characteristics, namely, chummient availability and query patterns,
using different mathematical distributions. This enabig$o study the effects of realistic, best-case
and adverse scenarios on end-user performance. We shothé¢haenefits of our proposed ISP-
P2P collaboration scheme hold across a range of user beihagenarios and ISP/P2P topologies.
The ISPs are able to save costs by keeping large amount fif trafhin their network, perform
better traffic engineering, and provide better service &tamers. The P2P users benefit through
faster content downloads, increased locality of queryarses, and improvement in P2P scalability
through reduction in overhead traffic. We also show that evthie ISPs benefit by keeping traffic
within their networks, improvement in download times folP&sers comes about when the oracle
considers the last-hop bandwidth of potential neighbourgevsorting them.

We extend the ISP-P2P collaboration concept to proposatmthtion between multiple ISPs by
exchanging summaries of network information through trspeetive oracle servers. This will en-
able P2P and other applications to get estimates of the paplerties to potential neighbours/servers
both within and outside their ISPs. Using simulation reswlith very large topologies, we show
the benefits of multiple-ISP collaboration by comparingpéformance with a bandwidth-based
neighbour selection scheme in P2P systems. The resultsnd¢rai@ that multiple-ISP collabora-
tion achieves near-optimal performance in terms of corltaatlity, network latency and download
times. The scheme leads to a balanced distribution of cbateong P2P nodes in the sense that
the high-bandwidth peers are not indirectly penalized byritato serve too much content to other
peers. The ISPs are also able to use their network resouraes éfficient and balanced manner.
We further show how the multiple-ISP collaboration concegth be leveraged to build a global
coordinate system, and discuss its advantages as compaggidting coordinate systems.

Lastly, we examine the viability of using the oracle sentizeeduce pollution in P2P file-sharing
systems while preserving network locality. We propose thatoracle uses the proximity as well
as the trust information of the potential neighbours of a B2 while ranking them. Experiment
results show that the major advantage is a reduction in treuatof polluted content exchanged
in the network, which not only improves customer satistactibut also saves the ISP’s network
resources from unwanted (polluted) traffic. We also noticengrease in the content locality, as
well as a reduction of content download times.
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9.2 Ongoing and Future Work

To sum up, this thesis proposes collaboration between I&PBAP systems so that both of them
benefit, and makes a thorough analysis of the proposal argtéasions as outlined above.

9.2 Ongoing and Future Work

The Internet Engineering Task Force (IETF) is considering proposal along with the P4P pro-
posal [126] for adoption as a standard to enable ISP-P2Rbwltion. We were invited to present
our work at the IETF P2P Infrastructure Workshop at MIT, BostUSA on 28 May 2008. We wish
to pursue the standardisation effort and enter into cloBatmration with the P4P group to achieve
a common standard for ISP-P2P collaboration.

A prototype of the oracle service is being implemented basgedhe BIND protocol. It will
rely on real ISP network information of a major telecommatimns network provider and interact
with popular P2P applications like BitTorrent, eDonkey dputella. We will modify the source
code of BitTorrent and eDonkey clients so that they can comaoaite with the oracle service and
choose neighbours based on the oracle’s recommendatianorile service software as well as
the software patches for the P2P clients will be publiclyilaide. A homepage has been made for
this project [47] which will be kept up-to-date with the lstelevelopments.

A number of ISPs have shown keen interest in our proposalwandre currently involved in
developing a product prototype for a major telecommunicetinetwork provider. This is likely to
lead to a product offering, as well as applications of thecleraervice in various other projects of
this network provider.

Another direction of future work is to analyze the use of thacte in P2P-TV [74] applications.
We are in touch with the P2P-Next [73] project consortium dredTribler [116] software develop-
ment team, and intend to enhance collaboration with thigeptdn the near future.
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