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Abstract

The trend of the last years in the industry of gnéged circuits has shifted more and more
from the analog toward the digital world. Thanksthe CMOS technology an impressive
miniaturization of the electronic active elemengs tbeen made possible, which allows for
low cost and mass production of complex circuitasingle chip. The natural candidates for
very large-scale integration (VLSI) technologies atigital circuits since these can be
relatively easily scaled down with large improvensem the operating speed. On the other
hand virtually all natural signals are of analogune, requiring dedicated circuits converting
these signals in the digital form, in order to m®x them with the digital circuitry. Such
circuits are named analog-to-digital converters CARand find wide diffusion in all devices
dealing with natural signals like images, soundjgerature, radio signals, etc. In order to
reduce the equipment cost the integration of th&CAID the same chip containing the digital
circuits is highly desirable. Actually, modern higiminiaturized CMOS technologies are not
very suitable for analog circuits, as they feattather poor analog electrical properties. To
cope with this, particular ADC topologies are reqdi which are robust enough to be
implemented in CMOS technology with a feature sizehe order of 100 nanometers. One of
the most promising architecture for CMOS processéise continuous-time sigma-del&A)
modulator. This achieves very large accuracy antbpeance by optimally using the main
advantage of the modern CMOS technology: high spkeetthis work a study of low-power,
high-speed continuous tin@ modulators is presented. A possible applicatiothisfclass of
modulators is represented by high-speed portablanmamication devices of the next
generation. The author focuses on design strategieschitectural and transistor level in
order to keep to power consumption to a very lovoamt without sacrificing the modulator
resolution.

The modulator proposed in this work is based orl& fdm CMOS process and achieves an
effective resolution of 11 bits at a signal bandWidf 12.5 MHz dissipating 11.4 mW of
power. It is shown how to compensate for the urdalaie excess loop delay which degrades
the performance achievable, applying this technitjue resonator-based continuous-time
loop filter. A model is illustrated enabling thesiign of RC-integrators based on two-stage
Miller compensated operational amplifiers. Furtherena resistor-based feed-forward loop
filter topology is implemented to reduce the powensumption of the filter. Another low-
power benefit is achieved by merging two DAC intesiagle DAC without altering the
functionality of the modulator.

The proposed modulator obtains a very good figuremerit according to post-layout
simulation results when compared to the literatiia¢e-of-the-art.



Zusammenfassung

Der Trend der letzten Jahre in der Industrie degmerten Schaltungen hat sich immer mehr
von der analogen zur digitalen Welt verschoben. kDder CMOS Technologie ist eine
beeindruckende Miniaturisierung der aktiven elekisohen Bauelemente moéglich gewesen,
welche eine Reduzierung der Herstellungskostenesdigi Massenproduktion von komplexen
Schaltungen auf einem einzigen Chip ermoéglicht. Diattrlichen Kandidaten fur
Technologien mit sehr hohem Integrationsgrad (VLShd Digital-Schaltungen, da diese
relativ  einfach  verkleinert werden konnen mit effeder Erhdhung der
Betriebsgeschwindigkeit. Andererseits sind geradeltel natirlichen Signale analog und
bendtigen dedizierte Schaltungen fur deren Umwangdlin die digitale Form, um diese
Signale mit Digital-Schaltungen weiter verarbeitan kdnnen. Diese Schaltungen werden
Analog-Digital-Umwandler genannt (ADC) und findem ipraktisch allen Geréaten
Anwendung, welche sich mit natidrlichen Signalen wB#dern, Ton, Temperatur,
Radiofrequenz-Signalen, etc. befassen. Um die Koder Gerate zu minimieren, ist die
Integration der ADC auf demselben Chip, welcher Migital-Schaltungen enthalt, héchst
wiunschenswert. Moderne hochminiaturisierte CMOShhetogien sind aber nicht sehr
geeignet fur Analogschaltungen, da sie bescheidmmsoge elektrische Eigenschaften
aufweisen. Um dies zu meistern, werden besonder€-Ag@pologien benétigt, welche
genugend robust sind, um in einer CMOS-Technolagieeiner Strukturgrof3e von ca. 100
Nanometern implementiert zu werden. Eine vielvezspende Architektur fir CMOS-
Prozesse ist der zeitkontinuierliche Sigma-DeltadiMator £A). Diese Architektur erzielt
grof3e Genauigkeit und Performance, indem der Haugi moderner CMOS-Technologien
ausgenutzt wird: die hohe Geschwindigkeit. In diedebeit wird eine Studie Uber
leistungsarme zeitkontinuierlichBEA-Modulatoren mit hoher Geschwindigkeit prasentiert.
Diese Klasse von Modulatoren findet eine maoglichenwAdndung in tragbaren
breitbandfahigen Mobilfunkgeraten der nachsten Gaims. Der Autor konzentriert sich auf
die Design-Strategien auf Architektur- und Tramsisbene mit dem Ziel, die Verlustleistung
des Modulators ohne Beeintrachtigung dessen Auifigzu reduzieren.

Der in dieser Arbeit prasentierte Modulator baseart einem 0.13 um CMOS-Prozess und
erzielt eine effektive Auflésung von 11 Bits benei Signal-Bandbreite von 12.5 MHz und
einer Verlustleistung von 11.4 mW. Es wird gezewie das unvermeidbare Excess-Loop-
Delay, welches die erzielbare Performance vershidet; kompensiert werden kann. Diese
Technik wird auf ein resonator-basiertes, zeitkangrliches Schleifenfilter angewendet. Ein
Modell fir das Design von RC-Integratoren, welché¢ aveistufigen Miller-kompensierten
Operationsverstarkern basieren, wird erlautertnéremwird eine widerstandsbasierte Feed-
Forward Filterarchitektur implementiert, um die Wstleistung des Schleifenfilters zu
reduzieren. Ein zusatzlicher Vorteil bezuglich darlustleistung ist erzielt worden, indem
zwei verschiedene DAC-Stufen, welche BestandtekeModulators sind, in einem einzelnen
DAC zusammengefasst werden ohne die Funktiona@gtModulators zu verandern.

Der vorgeschlagene Modulator erzielt gemald Postl@imulationen im Vergleich mit
dem heutigen Stand der Technik einen sehr guteefékiior.
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Chapter 1

Introduction

1.1. Motivation

The trend of the last decades clearly shows thatirtiplementation of devices for signal
processing in every possible field, such as telensomcations, video, audio, medical
equipment is moving toward the digital world. Thg because of the large number of
advantages, which digital devices offer: high iné#ign, simple size scaling, robustness
toward noise and other sources of disturbance ranogability. Hence the famous motto “the
world goes digital’. Nevertheless the world is aggain all its aspects, therefore devices are
needed, which allow an interface between the analogd and the digital devices. This
interface consists in the analog-to-digital conmextand their counterpart, the digital-to-
analog converters. The domination of digital citsuin the semiconductor market has led to a
technology optimization primarily toward this sofftcircuits. Because of its good suitability
for digital circuits the CMOS technology has nowgslahe largest market share. This
technology provides considerable advantages towtrer technologies, such as MOS self-
alignment, which enables the fabrication of extrignsenall components and low static power
dissipation, a precondition for the implementatidriow-power devices. The most important
aspect taken into consideration from the industwyfar is the miniaturization of the
transistors, maximizing the number of componentdh@nsame area hence minimizing the
cost of the equipment. On the other size the coatis scaling of the dimensions of the
transistors has led to a worsening of the analegt®tal properties of these fundamental
elements. Going into detail, we can observe thatpitogressive reduction of the transistor
channel length has led to a reduction of the marinawailable gain, the so called transistor
self-gaing./gqs i.€. the ratio of the transconductance to th@ututonductance. Furthermore,
the continuous reduction of the oxide thickness |ais stringent limits on the maximum
available supply voltage. This reduces in turnrtteximum available signal amplitude, hence
limiting, considering the circuit thermal noise stemt, the maximum achievable SNR. To
counteract this trend, the thermal noise must lbdeiaed, which is obtained increasing the
power consumption.

Another issue of modern sub-um CMOS technologieseesented by the difficulty in
reducing the threshold voltagér at the same rate as the supply voltage [I1to08]s T
desirable to enable low-voltage analog circuitge¢aerate large signal swing. A bound in the
scaling of the threshold voltage is representethbyieakage currents of transistors which are
supposed to be in the off-state, which rise exptoalynwhen reducing/r, hence increasing
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the power consumption. The trend of the most ingmdrianalog parameters for different
technology nodes is depicted in Fig. 1.1 [Pek04].
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Fig. 1.1. Trend of the most important analog paramiers for different technology nodes [Pek04]

1.2. Objective and outline of this work

The objective of this research work is to show fibsibility of a low-voltage, low-power,
high-speed Sigma-Delta analog-to-digital conve(®DC) for portable telecommunication
devices. The proposed ADC could be employed inadsvibased on the mobile wireless
standard WiMAX [WimO06] or for video or medical imiag. The priority is given to a low-
cost device, which should be achieved using a atah@€MOS technology. This writing
focuses on solutions at both architectural andstsaor level to reduce the power consumption
without sacrificing speed and performance.

The work is articulated as in the following: chap® introduces the basics of the A/D
conversion and analyzes the Sigma-Delta family antipular; chapter 3 concentrates on
system level considerations and on the high-lexahitecture of the proposeth modulator;
chapter 4 describes into detail the blocks of thppgsed modulator up to the layout and
shows the simulation results; finally chapter 5 marnzes the achieved results comparing
them with the state of the art.
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Chapter 2

Basics of analog-to-digital conversion

2.1. Analog-to-digital conversion

The analog to digital conversion is the processarfverting an analog signal into a time-
discrete, amplitude-discrete digital signal. Theeragpion is performed in two steps: the
sampling and the quantization. The device realitivgge two operations is called analog-to-
digital converter (ADC).

Consider a continuous-time sign&lt) as shown in Fig. 2.1a. This signal is sampled at
constant time instants which are multipleTgf A time discrete signal is obtaingfk]=x(nTy).

The process of ideal sampling can be mathematisan as the product of the continuous-
time signalx(t) with a Dirac comb signad(t) with periodTs. We obtain:

X(NT,) = x(t) Cp(t) = > x(nT,) B(t - nT,) 2.1)

n=-c0

Transforming this signal in the frequency domaimigans of the Fourier transform we find:

X,(@ =5 -X(@* P@ == 3 X(@ j ix[ 2’*‘} (2.2)

s k=-o0 s k=-o0 s

Equation (2.2) clearly shows that the spectiXytr) of the time-discrete signal is periodic.
An important consequence of this is that, as styetthe Nyquist-Shannon sampling theorem,
the minimum sampling frequendy allowing a perfect reconstruction of a low-pasgnai
with a limited bandwidtHg is f=2fg. This limitation avoids the unwanted effect ofaalng,
namely the superposition of “replicas” of the sigmathe frequency domain which would
cause signal deterioration and information lossoraher to satisfy this condition the analog
signal must be bandlimited by means of a so catadaliasing filter.

Fig. 2.1a-b and Fig.2.2a-b show the process of Bagpoth in the time and in the frequency
domain.

11
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Fig. 2.2.Sampling in the frequency domain

The quantization process consists in mapping thaite possible amplitude values of the
input signal into a finite set of discrete valu€sg( 2.2c). This is done by comparing the
signal with a finite set of equidistant thresholdues and associating the signal to the nearest
threshold. This process is unavoidably associatiélal wformation loss, which is depending
on the deterministic error introduced by the quamion. Assuming an N-bit quantization,
hence 2 quantization levels and a signal with limited aitygle, such that the quantizer is not
overloaded, the introduced quantization egepwill be limited to:

—£S£ _& (23)
2 2

where AU is the width of the quantization interval, that tise distance between two
consecutives thresholds. This is equal to:

VFS

2N—1

AU =

(2.4)

Ves is the full-scale input signal aridl again is the resolution of the quantizer in ig.2.3
depicts the input-output static characteristic tir@e-bit (eight level) quantizer and the signal
depending quantization error.

12
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2.2. Performance metrics

For the characterization of an analog-to-digitat\werter we can distinguish two categories of
performance metrics: static and dynamic.

2.2.1. Static metrics

All static metrics can be determined by comparisbithe input-output characteristic of the
ADC under test (real ADC) with that of the ideal EDIn the following the main static
parameters are described.

Linear errors

— The offset error (Fig 2.4a), defined as the intpta# the line interpolating the input-
output characteristic with the horizontal axis. sTkrror typically arises because of a
shift of all reference voltages used as threshfddshe ADC, i.e. because the ground
voltage is larger than zero.

— The gain error (Fig 2.5b), given by the ratio beswéhe slope of the line interpolating
the input-output characteristic of the real ADC dhd slope of the ideal ADC. This
error typically arises because all reference vekagre larger (or smaller) than the
nominal value of the same relative amount, thatlisjuantization steps are larger (or
smaller) but still identical. For instance, thighe case when the threshold voltages of
the ADC are generated by dividing a reference geltay means of a resistive voltage
divider and the reference voltage is larger (orlEmeahan the nominal value.

13



Non-linear errors

These parameters are measured after removal ofwtbelinear errors listed above and
typically arise because of mismatch of the elemesed in the A/D conversion, which are
supposed to be identical (i.e. resistors or capes)it

14

Differential non-linearity (DNL) (Fig 2.5c), definefor each quantization step as the
difference between the step width of the real AD@ the ideal quantization stefy
normalized to thefU

V(n)-v(n-1)-au

0 (2.5)

DNL(n) =

DNL typically arises in presence eindom mismatch of the elements used for the
conversion and provides information about lineal deviation of one step toward the
ideal one.

Integral non-linearity (INL) (Fig 2.d) is defineds dhe sum of the DNL of the real
ADC over the whole input-output characteristic.

INL(n) = Y "DNL(k) (2.6)

INL is theaccumulatednismatch of the elements used in the conversidnpaovides
information about thanaximum(global) deviation of the real ADC characteristic
toward the real one. It is also interesting to nibtat, while the DNL has a high-
frequency spatial content, the INL has low-frequespatial content because of the
accumulation as in Eq. (2.6).

aur ‘;:::RQJT aur
A E<——>5A A

—>
OFFSET LSB + D\L

(a) (b) (c) (d)

Fig. 2.4.Static errors in the ADC characteristic: a) offsef b) gain, c) DNL, d) INL



2.2.2. Dynamic metrics

Dynamic metrics refer to the dynamic behavior & &DC and are determined by examining
the output spectrum of the ADC. The most importdpwhamic metrics are listed in the
following:

Signal-to-noise ratio (SNR) is the ratio of thergijpower to the noise power in the
signal band, expressed in dB

SNR= 10Iog% 2.7)

N

— Signal-to-noise-and-distortion ratio (SNDR) is tfaio of the signal power to the
noise power in the signal band and the power okigihal harmonics in the signal
band, expressed in dB

SNDR=10log s (2.8)

N+D

— Spurious free dynamic range (SFDR) is defined asdifference in dB between the
signal amplitude and the amplitude of the largpstisus signal in the signal band

P
SFDR=1010g—2— = Ps 45 = Py saxcis (2.9)

D,max

— Total harmonic distortion (THD) is defined has ttaio of the total power of the
harmonics to the signal power, expressed in dB

2P,
THD =10l0g— (2.10)

S

dB i
A / Signal

Noise

floor l /
i W

Fig.2.5.ADC output spectrum. Signal, harmonics and noise dlor are highlighted
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2.3.Linearized model

It is difficult to mathematically model the detemistic error introduced by the quantization
process, since we have to cope with a nonlineanei& the quantizer. The problem can be
simplified by making following assumptions:

1) the number of quantization levels is large;

2) the quantizer is not overloaded;

3) the input signal changes “rapidly”, in such a wagttsuccessive output values are not
correlated.

While the first two conditions are not difficult twe satisfied, the third one is hardly realized.
For example just consider a constant input signahis case also the output will be constant
and the output values are fully correlated. Newdetbs these assumptions lead to an
approximate but in the reality good working moddiieh is a very powerful instrument for
designing an ADC. It can be shown that, if all éhrassumptions hold, the introduced
guantization error presents white noise properti¥s. can then simplify the problem by
replacing the quantizer, a strongly nonlinear bjdmk a linear amplifier with gaiky and by
adding white noise at its output (Fig. 2.6). Thengs given by the slope of the line
interpolating the static input-output charactecisti the quantizer.

Fig. 2.6.Left: nonlinear quantizer. Right: linear model with added white noise

By replacing the quantizatioarror by quantizatiomoise a purely deterministic process is
modeled as a stochastic process. To quantify thesaent white noise we need to calculate
its variance. If condition 3) is valid, that isetlnput signal changes continuously and in a
non-regular way, we can assume that the probaliidy the signal lays somewhere between
two thresholds is uniformly distributed, i.e. thelpability p(¢g) of the quantization error is
uniformly distributed in the interval JU/2; 4U/2] (Fig. 2.7).

A p(gQ)

>
AU AU &,
2 2
Fig. 2.7.Probability distribution of the quantization error

If assumption 2) applies no overloading of the dizen takes place, hence the error is
certainly limited to the interval JU/2; 4U/2]. This means that:

16



f p(gQ )LEQ =1 (2.11)

From (2.11) and considering a uniform distributibfollows that:

1
[AU =1 =— 2.12
p = P75 (2.12)

The variance of the zero mean random variaple given by:

AU AU
e 1 7 11 2 AU?
o? = £, Jelde, =—— [€2de, =—| =& = .
__[op( Q) Q Q AU _A[UQ Q AU (3 Qj_AU 12 (2 13)

2 2

that is, the variance of the quantization noispragortional to the square of the quantization
interval. This result agrees with the intuitiontasger4U means a larger quantization error,
hence more “noise”.

The power of the stochastic zero-mean variables its variances”. Because the quantized

signal is also sampled (time-discrete), the whalangization noise power will be aliased in
the frequency rangef{f2; fs /2] leading to a power spectral density (PSD):

w(f)

2 AU 2
=Uf— = (2.14)

©12f,

Since the quantization noise is white, the speqiader density will be constant in the
frequency range {42; fs /2] as depicted in Fig. 2.8.

Aw(f )

A A

2 2

Fig. 2.8.Power spectral density of the sampled quantizatioerror
The signal-to-quantization noise ratio (SQNR) ifird=l as the SNR of the modulator when
the only noise present is quantization noise, )all other noise sources (i.e. thermal noise,
other disturbances) are assumed to be zero. ThenmaxSQNR is achieved with a full scale

input signal because the quantization noise powgraccording to the linearized model,
constant and not depending on the signal. Assumiingl-scale sine input signal

x(t) = 2" AU sin(at) (2.15)
the signal power is

17



P, == Yau? (2.16)

Hence the SQNR in dB is:

1 DZZ(N—l)AU 2

SONR= 10I0g% =10log2

N

= 10|Og(g 2" j =176+ 602N (2.17)

U2

12

Eq. (2.17) shows that an SQNR improvement of 6dBadkieved by incrementing the
resolution of the ADC of one bit.

Once we know the SQNR of a certain ADC we can d@efis effective number of bits
(ENOB) as the number of bits of an ideal ADC whwbuld have the same SQNR as the
ADC we are considering. By simply rewriting (2.1v¢ get:

SONR- 176
6.02

ENOB= (2.18)

2.4.Oversampling

As previously seen, the minimal required sampfiggjuency in order to avoid aliasing is,
according to the Nyquist-Shannon sampling theotamee the maximum signal frequency. In
order to limit the signal bandwidth, a low-passefilis required, called anti-aliasing filter. A
low-pass filter has a transition frequency rangevben its pass-band and its stop-band, the
width of this range depends on the order of therfitthat is, on the number of its poles. More
precisely, the slope of the frequency responsd@ffitter in the stop-band is equal k620
dB/dec, whereM is the filter order. In order to relax the requients on the filter order it is
useful to increase the sampling frequefidyeyond the minimum required value. As shown in
Fig. 2.9, the greatdt, the simpler the anti-aliasing filter that canused to limit the signal
bandwidth. Aliasing will be negligible if the filteds designed to have large attenuation for
larger frequencies thdg2, while it is not of concern if the attenuatiennoderate betwedp
andfy2.

N X(a) g

> >
fo=f_12 f fs /2 f

Fig. 2.9. Amplitude response of anti-aliasing filtes for f4/2=fy (left) and f42>fz (right)

A sampling process at frequencies above the Nydp@igtiency is called oversampling. Apart
from the benefits described before, oversampling haother important advantage. To
analyze this we will make use of the already désdrilinear model for an ADC. Again,
considering a clockeN-bit quantizer and modelling the quantization easmwhite noise, we
get following PSD for the quantization noise:
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o®> _NAU?
W(f)==-=
(f) 1, (2.19)

As expected, the whole noise power will be aliasgd the frequency rangef§2; f42]
because of sampling. A substantial difference tdwahe Nyquist converter case can be
observed: in order to calculate the SQNR of thevedrr we need to integrate the noise PSD
in the signal band, that is, in the frequency vaé[-fg; fg].

This leads to a noise power

AU 2 AU 2
p =22 === 2.20
" 12f, 7 ° 12[DSR (2.20)
where we defined the factor
fS
OSR= (2.21)

21,

This factor is called Oversampling Ratio (OSR). élthhat in a Nyquist converter OSR=1
sincef<=2fg. Following SQNR is obtained.

1 E22(N—1)AU 2

SQNR= 10Iog% =10log2

N

=176+ 602N +10logOSR (2.22)

2

12[OSF

Comparing equation (2.22) with the equation (2.¥Aljd for Nyquist converters, a 3-db
SONR improvement can be achieved by doubling th& QRat is, the sampling frequency.
Applying (2.18) this means an improvement of 0.t lef ENOB, hence we can achieve a
better resolution by simply sampling faster. Inestlwords we can trade off speed for
accuracy. This result is particularly important whealealing with modern CMOS
technologies: on the one side these offer, thaoksniniaturization, very high working
frequencies, on the other size they allow only maigeprecision of the analog parts. For this
reason oversampled ADC are becoming very populrenimodern CMOS industry.

2.5.Sigma-Delta ADC

In order to further improve the resolution of theesampled AD conversion architectural
changes of the converter can be introduced. Thidoise by means of a Sigma-Delta
modulator. The Sigma-Delta architecture joins tbeaatages of oversampling with those of
feedback. In Fig. 2.10 we can see the general agyabf such a modulator. This consists of
three main blocks: a filter, called loop filter la@ise of its position inside a loop; a clocked
guantizer which is typically a comparator or &hbit flash ADC; a Digital-to-Analog
converter (DAC), usually a bank of switched capasitor an array of identical current
sources.
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Fig. 2.10. Scheme of principle of a generiEA modulator

The loop filter is constituted by one or many caschintegrators, connected by a series of
feed-forward and/or feedback paths. A strongly hieear element is present, the quantizer,
making it difficult to analyze the modulator with axact analytical model. To understand the
way this architecture works we can describe it lBans of the linear model.

2.5.1. Linear model

At first we will consider the DAC as ideal, name@lgrfectly linear and delay-free. The filter is
also assumed to be linear and time invariant (lank can thus be modeled by means of its
transfer functionH(z). At this point we assume the filter is discratee (DT), typically
realized with switched capacitor techniques, siticss allows an easier mathematical
modeling. Finally, the quantizer is replaced byamglement followed by an adder in order
to take the quantization noise into account. The Bais the slope of the line interpolating
the quantizer characteristic. Fig 2.11 shows tinedi model of a generic Sigma-Delta
modulator.

Y(2)

. =<“>- > H(z)

Fig. 2.11. Linear model of a generi&A modulator

This linear time-invariant system has two inp&z) and E(zZ) and one output. Assuming
ko=1, we can calculate two transfer functions:

STH2)= Y(z) - H(Z)

X(2) " 1+H(2) 229
and
NTF(z) = 28 == a 0 (2.24)
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STF is called Signal Transfer Function, NTF is Wwse Transfer Function. Equations (2.23)
and (2.24) show that two different filter functioase obtained, depending &t(2), for the
input signal and for the unwanted quantization @oldsing the superposition principle the
output of the linear model is:

Y(z) = STHz) X (z) + NTF(z) (E(2) (2.25)
In order to see the frequency respons8FandNTF we replace the variabieas following:

H (ei“’TS)

STHjw)=STHz) _.n. = W(G‘T)

(2.26)

and

1

NTF(jw)= NTF(z) _,n :W(eiTTs) (2.27)

whereTs is the sampling frequency of the system. Forratijdiencies where

H(e)>>1 (2.28)
we get:
STHjw) 01 and NTF(jw) O - 1ij (2.29)
e,
By inserting (2.29) in (2.25):
. v E(ja)

Y(jow) OX\|jw)+—- 2.30
(J ) (J ) H(Ja)) ( )

Therefore, ifH(jw) is designed to have a high gain at frequenciedénsignal band, the
modulator output contains a replica of the nonratated input signal and largely attenuated
guantization noise in that band.

The transfer function (TF) of the loop filter ca@a &xpressed as:

H(z) =$ (2.31)

~—

V4

~—|

whereN(z) andD(z) are the numerator and the denominatoH(#) respectively. Both are
polynomial functions of z.

By substituting (2.31) in (2.24) we obtain:

NTF(2)= ol D(Z?JEZIZI 6

(2.32)
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This equation shows that teros of the NTF are the poles of the loop filter

The loop filter contains one or more integratoh& humber of the integrators is call@dler
of the modulator. In the following some basic tagies are shortly analyzed.

2.5.2. 1% order modulator

Assuming the loop filter is a forward Euler DT-igtator, that is:

H(z)= 2.33
(&)= (233)
following STF and NTF can be derived:
H(z) _ . 1 L_z-1
STHz)= = NTF(z)= =1-z"=——
=~ IO @39

The STF is a simple delay of one clock period, wiile NTF is a differentiator. A sigma-
delta modulator using a single integrator as ldberfis called  order modulator. The NTF
obtained has a zero fer1 that is at DCfE0) and a slope of +20dB/dec. The maximum of the
NTF is achieved for=—1, that is forf=f42 and is equal to 2 (6 dB). The frequency respoise
NTF is shown in green in Fig. 2.12.

20

Magnitude (dB)

0

Normalized frequency f/f,

Fig. 2.12. NTF of a ¥ order (green) and 2“ order (red) modulator.

The main advantage of the sigma-delta architegsurew evident: the quantization noise is
frequencyshapedi.e. high-pass filtered. Therefore we expecttéebeesolution than that of a
simple oversampled ADC. To calculate the SQNR effhorder sigma-delta modulator we
need to calculate the output noise powgrtogether with the signal pow®&s. Assuming a
purely delaying STF, the latter is simply equalthe signal power at the input, namely, as
shown in section 2.3, eq. (2.16):

P, = % 22NTAy 2 (2.35)
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Considering an N-bit quantizer, following input seipower spectral density (PSD) is added
by the quantizer:

_ o’ NU?
w(f) AT (2.36)
the PSD at the output is:
2
W, (f)=W(fINTF(f)’ _% (-27) o] :%\1 R
) ) ) ° (2.37)
:&‘eﬂ-]ﬂs (ejﬂTS —g 7T 12 :&‘(ejlﬂ—s - e_j]ﬂs]z
12f, 12f,
By using Euler’s formula:
jidTs 7T
e —e ™ gin(T) (2.38)
2j
W ()= in(AT, )| (2.39)

S

By integrating the PSD of the quantization noisthatmodulator output in the signal band we
obtain:

P, = in(7#T, )] df nAu (21EBTS)3_AU T SR (2.40)
1 12 3 3
This result is obtained adopting the approximation:
sin(7T,) O 7T, (2.41)

which is valid forfTe<<1, that is, for frequencies which are much smahan the sampling
frequency. This is normally the case by oversample@€s. Looking at (2.40), the first term
of the final product is the input quantization mpishe second term is a constant while the
third one shows that the output noise power isrisely proportional to thepower of the
OSR.

The SONR of aorder modulator is:

} [22(N—1)AU 2

SONR= 10Iog% =10log 2 5 =176+ 602N —10Iog§ +10logOSR (2.42)

N

12 3

Equation (2.42) shows that 9-dB SQNR improvementbmachieved by doubling the OSR,
that is, an improvement of 1.5 bits of ENOB.

23



2.5.3. 2" order modulator

A 2" order sigma-delta modulator makes use of two fategs in the loop. Since each
integrator causes a phase shift of -90 degreesubecaf its pole at DC, this structure is
unsuitable for a system with feedback because alfilgy issues. In this case the phase
margin of the modulator would be zero. An additionegative zero is required in order to
improve the phase margin. As known, a negative zatses a phase shift of +90 degrees.
The zero can be introduced by means of an additif@esl-forward (FF) or feedback (FB)
path. Fig 2.13 shows for instance"d @der modulator with an additional feedback paithe

1% integrator is a backward Euler non-delaying integrand its TF is:

H,(2)= 1_12_1 (2.43)
the 29 integrator is a forward Euler delaying integratdtvil F
-
H,(z) = T (2.44)
The loop filter transfer function of the modulatorfig. 2.13 is:
V(z z* z* -2z+1
=3 D ) e &4

whereV(2) is the quantizer input. Eq. (2.45) shows the preseof a zera,=—1/2, which
arises from the additional feedback path.

X(2) o] 1 1V v(2)

- 1-z* A - 1-z7

Fig. 2.13. 29 order A modulator with additional feedback
By calculating the STF and the NTF we obtain now:

STHz)= ;—(ZZ))

z*! (2.46)

and

NTF(2)= % =(L-27)

2 (Z—l)2
=

(2.47)

N—
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As in the f' order case, the STF is simply a delay of one cfmrodTs. The NTF is now a
differentiator of 2% order, i.e. it has two zeros at DC. Its frequeresponse is shown in red
in Fig. 2.12. The slope of the curve is now +40dB/déile the maximum of NTF is again
for z=-1 (f=f42) and equals to 4 (12 dB).

To calculate the SQNR we recognize that the sigoakep is the same as in th& drder case,
since we deal with a simply delaying STF. The outprise PSD is, by taking into account
the new NTF (2.47):

2

2 AU?
12f,

W,

out

(f) =w( INTE(f ) = 2% 4 Y

12f, p-ermf

f;fz [e—jzﬂs (ejzﬂs — T )]2 2 f;fz o127, (ein‘TS —e 7T )22 (2.48)
S)]2‘2 _%165m (7£T,)

By integrating the PSD of the quantization noisthatmodulator output in the signal band we
obtain:

e AUZ 7 AU?
= 1 T 21T, R®
[ 6sin*(7£T, ) 15 5( S = T (2.49)

5

Again, the result is approximated and valid onlyffts<fs. In this case the output noise power
is inversely proportional to thé"jower of the OSR.

The SQNR of a® order modulator is:

1 mz(N—l)AU 2

SONR= 10Iog% =10log—2— = 176+ 602N —10Iog§ +10l0gOSR  (2.50)

N

12 5

Equation (2.50) shows that 15-dB SQNR improvementlmachieved by doubling the OSR,
that is, an improvement of 2.5 bits of ENOB.

2.5.4. L-th order modulator

A loop filter of L-th order is constituted bl cascaded integrators. By generalizing the
calculation for a modulator @f-th order with a pure differentiating NTF in therfa

z-1)

2L

(2.51)

NTF=(1-z7) = (

This NTF hasL zeros at DC and a maximum of fr f=fJ2. By calculating the output
guantization noise power in the signal band solvihegintegral:
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B

(f) df (2.52)

-fg

we obtain, similarly to the previous cases:

L

SONR= 176+ 602N —10log un
2L +1

+10logOSR* (2.53)

This means a (21)3 dB SQNR increase for each doubling of the OSRf ik, an
improvement of (R+1)-0.5 bits of ENOB. Fig. 2.14 plots the theoreticalshievable SQNR
as a function of the OSR and the modulator otdeFhe number of bits of the quantizer is
assumed to be 1. For each additional bit the mlditees are simply shifted upwards by 6.02
dB (eq. 2.53).

SONR (dB)

-50
1

Il Il Il Il Il Il Il
2 4 8 16 32 64 128 256
OSR

Fig. 2.14. Achievable SQNR with 1-bit comparator fopurely differentiating NTF=(1- z%)*-

As explained later, it is not possible to realizeuse differentiating NTF of arbitrary order
since instability issues occur. The graph aboveplkinplots the theoretical achievable
resolution.

2.5.5. Stability analysis

Although the linear model proves very useful tomeate the achievable resolution of the
modulator depending on the sampling frequency,ntleeulator order and the resolution of
the quantizer, it gives not much information abitwat stability of the modulator.

One criterion to estimate the stability is the el of the root locus, that is, the position of
the filter poles on the-plane. Even if the filter is designed to be stabée,all poles are inside
the unit circle, the modulator can get instablges&ling on the amplitude of the signal at the
guantizer input. Here we distinguish two cases:

a) one-bit quantizer (i.e. a single comparator); mas straightforward to define the gain
of the quantizer in the linear model, as the shraimes interpolating the comparator
characteristic are infinite (Fig. 2.15). Moreovke tinstantaneous gain depends on the
amplitude of the input signal, since the outpuinsted to only two values ¥
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Fig. 2.15. Gain of a 1-bit (left) and multibit (right) quantizer

As depicted in Fig. 2.15, when the input signddesinded in the interval ;V] a gain
larger than one is obtained, otherwise the gasmialler than one (the comparator is
overloaded).

[Ris94] defines the gain of the comparator as:

_ covv,y)

kq = 02—(\/) (2.54)

This is the value which minimizes the power of theamtization error sequence
[Sch05]. To demonstrate this, consider the lineadehof the quantizer (Fig. 2.16).
The output is:

y=kyv+e (2.55)

wherev is the comparator inpuy,its output and the quantization error. Assuming a
zero-mean quantization errgrthe error power is equal to its variance, namely:

o?(€) = a2(y - k,v) = 7%(y) - 2k, corv, y) + k2% (v) (2.56)

Differentiating (2.56) with respect ty the value ok, minimizing the error variance
is found to be the same as proposed by [Ris942.54. Equation (2.54) shows that
the gaink, can only be defined if the statistical propertiéshe quantizer inpwt are
known.

Fig. 2.16. Linear model of the quantizer

multibit quantizer: in this case it is possible define the gain as the slope of the
straight line interpolating the input-output chaeastic (Fig. 2.15). The larger the
number of quantization levels, the better the axpration made. This model works
correctly as long as the quantizer is not overldadé this happens, the output
amplitude remains constant even when the inputeasgs (clipping), leading to a
reduction of the effective gain.
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The linear model can be enhanced by taking intolatdca variable gain for the quantizer. We
can define the point at which instability occurs,the point where the closed loop poles, i.e.
the poles of the NTF, move outside the unit cir@lleis can be made by plotting the closed
loop poles for different gains of the amplifier whimodels the quantizer in the linear model.
For example, Fig. 2.17 plots the root locus of%ao&der NTF with three zeros and three poles
against the quantizer gaky. By decreasindg the poles eventually move outside the unit
circle, leading to instability of the modulator. $hanalysis is useful to get an insight, how far
the system is from instability.

Pole-Zero Map
1 S
e I
| x X x
0.5 1 x/\x ]
/ | \ O NTF zeros
% ? o
= | ! - X NTF poles
& OF X XXX O
=1 ‘ | (0]
E | >
- " | / Pole shift for
-0.5 ' ‘ X 1 decreasing k
N | 7 X g Q
| X x x
. ‘ %
. 1 .
1 | | - - = | |
-1 -0.5 0 0.5 1

Real Axis
Fig. 2.17. Root locus of the NTF singularities asifiction of the quantizer gain

Intuitively, a smalleikg leads to instability and, as seen previously, dlesurs if the quantizer
input becomes too large, such that the quantizevésloaded. Assuming a non overloaded
multibit quantizer with unity gain as in Fig. 2.1&e can estimate the amplitude of the
qguantizer input, by calculating the TF betweenitiput signalX(z) and the quantizer input
V(2) and between the “quantization noise sourE€’) and V(z). Using the superposition
principle we can expred4z) as the sum, of a signal and a noise contribution.

V(Z) = V(Z)signal +V(Z)noise = STFD( (Z) +NTF |:E(Z) - E(Z) (257)
E(z)
X(z=) :() > H(z) V@ > é =Y @
A=

Fig. 2.18. Linear model with unit quantizer gain

Typically the STF is one in the signal band and n#than one for higher frequencies. From
Eg. 2.57 we can see thé{z) contains a replica of the input signgk) plus high-pass filtered

guantization noise. Qualitatively, two factors adnite to saturate the quantizer: the
amplitude ofX(2) which is replicated by/(z) and the amount of high-filtered noise which is
fed back toV(z). These considerations suggest the introductiotwof parameters to get a
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measure of the modulator stability: MY Fyax, the maximum ofNTH(Z)|, gives information
about the high-frequency gain of the NTF; b) theximaim stable amplitude (MSA) defines
the maximum amplitude of the input signal, so thatmodulator remains stable.

An empirical criterion based on experience and olag®n states that a modulator is likely to
be stable for NTfax<1.5' [Sch05], although this condition is neither neeegsnor
sufficient.

From this point of view it becomes clear that higleeder purely differentiating NTFs
necessarily lead to instability, since their maximgain increases exponentially with the
orderL (NTFuax=2"). A countermeasure consists in deliberately reduthe maximum of
the NTF by introducing poles in its TF [Sch05].

NTF, = (2.58)
° Dy(2)
Dn(2) is a polynomial irz in the form:
D,(z)=2"+a_,z" " +..+az+1 (2.59)

the poles oNTFy are usually chosen so that the NTF is a Chebysoch®&utterworth high-
pass maximally flat filter. The result of this opgon is, as depicted in Fig. 2.19, a reduction
of the high-frequency gain at the expense of ameamed low-frequency gain, that is, an
increase of the noise floor in the signal band. phee for a better stability is thus a worse
noise suppression, hence a lower SQNR of the mtmtulgince the numerator of Npks the
same as that of the purely differentiating NTF ve@ calculate the increaseof the noise
floor, assuming the NTF poles are at much highegufencies thafg, as:

(IZNTHAAI 1 1 (2.60)

NTF(z)|,, Dy(z=1) 1+a_ +..+a+1
The assumption that the poles are at much higleguéncies thafs means a constant in-
band increase of NTF, which is evident in Fig. 2.Mere both curves are parallel in the

lower frequency range.
20

—— NTF=(1-2*f

R E— =(-2*}/D(2)
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Fig. 2.19. Example of reduction of NTlgax by introducing new poles for NTF

! This condition is applied to modulators with bindopne-bit) comparators. Multibit modulators are moobust
against instability and tolerate higher values o ax .
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2.5.6. Zero spreading

So far only a purely differentiating NTF was assdimabtained with a loop filter constituted

of one or more cascaded integrators. This kind ©F Mloes not ensure an optimal noise
shaping. For a given modulator orderthe optimal NTF can be found by minimizing the
guantization noise power in the signal band, thaby finding the minimum of the integral:

B

(1) df (2.61)

-fg

Once the poles are chosen based on stability cenagidns, the solution of the problem
consists in finding:

min{ j IN(2) .. df} (2.62)

whereN(2) is the numerator of the NTF in form of a polynaihofz of order L.

By solving (2.62) numerically, the frequency of theros which minimize the in-band noise
and the SQNR improvement can be calculated [NordHhe results of the numerical

calculations are shown in Tab. 2.1. The optimal N'Bfos are always located on the unit
circle (|=1), that is, the damping factor is zero. Theyatieer at DC or complex-conjugate
and cause the NTF frequency response to have h abthe frequencies of the zeros.

Order L of Freq. of the zeros Location of the zeros on the- | SQONR improvement (dB)
NTF normalized to fg plane
1 0 1 0
2 +0.577 0.994+0.113] 3.5
3 0, £0.775 1, 0.988+0.152j 8
4 +0.34, +0.861 0.998+0.067j, 0.986+0.168j 13
5 0, +0.538, £0.906 1, 0.994+0.106j, 0,984+0.177j 8 1

Tab. 2.1. Location of the NTF zeros for optimal supression of the quantization noise (zero spreading)

Complex-conjugate NTF zeros on the unit circle abtained with a local feedback path
across two consecutive integrators of the loogriilforming a circuit called resonator (Fig.
2.20) with transfer function:

=— — (2.63)

X(2) 1 M

Fig. 2.20. Resonator for generation of complex-congate NTF zeros (filter poles) on the unit circle.
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Fig 2.21 shows exemplary a NTF of 5th order witi ed) and without zero spreading (in
blue). The notches are introduced by two pairsoofglex-conjugate zeros on the unit circle.

50

Pure differentiating NTF
NTF with zero spreading

50 - - - -

-100} - - - -

Magnitude (dB)

150 - - -

200} - -/~

10° 10° fo 10
Normalized frequency f / f,

Fig. 2.21. Gain response of a"5order NTF: pure differentiating (blue) and with zero spreading (red)

The zero spreading allows stronger noise suppmessithe higher signal band at the expense
of lower suppression at very low frequencies. Tdtaltin-band noise power is nevertheless
smaller than in the purely differential NTF.

2.6. Quasi-linear model

All previous calculations of the performance of sa@ydelta modulators were based on
linearized models. Although these models are vanple and powerful, they are not exact
and base on assumptions, which are not alwayysueh as the non-correlation of the input
samples). Starting from these considerations, saathors have developed non-linear or
guasi-linear models. These models are very contplictp apply and often become unsuitable
for practical design implementations. For exampRis94] models a 1-bit sigma-delta
modulator with a technique which is known from thecuit simulation. The problem is split
in two parts: a DC operating point and an AC modiblee approximations are made:

— the input signal has zero frequency (DC). This agsion is valid if the sampling
frequency is much higher than the signal frequeti@t, is, if OSR>>1

— the mean output value of the modulator is suppdsdoe the same as the constant
input signal. This assumption is correct if thedagain of the modulator is very large
at low frequencies, so that the output (which i eack) can track the input. This
constant output value can be seen as the opernatimg of the comparator, which
determine its AC (small signal) parameters

— the quantization error is modeled as noise, likéhe well-known linear model. The
comparator is replaced by a gain element whiclp@ied only to the AC noise and
not to the DC signal

In summary the output binary flow is the sum of twanponents:

— the mean value is a replica of the (constant) ismral of the modulator
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— the variance, i.e. the AC power of the outputhis high-pass filtered noise according
to the formula

AU? "8
a’(y)= 12

2
NTF, (f )df = Aluz Alk,) (2.64)

0

HereNTF« denotes the NTF of the modulator as a functiothefquantizer AC-gaiky:

1
1+k,H

q

NTF, =

(2.65)

wherek, is the comparator gain defined as in (2.54).

This quasi-linear modeling allows to get informatmbout the stability of the modulator and
to predict non-linear phenomena like limit cycles will not be used in the present work.

2.7.Single loop / Cascaded

It was shown that the maximum of the NTF givesratidation about the stability behavior. In
particular, larger values dfiTRyax denote a modulator which is more prone to instgbil
Apart from the technique already shown, consisitintipe introduction of poles in the NTF to
lower the maximum NTF gain at the expense of legsensuppression, another solution is
possible. The idea is to process the quantizatmsenn more than one loop, making a more
aggressive noise shaping possible without saargithe stability of the modulator. Fig. 2.22
shows the main blocks of such architecture. Tworooee loops are cascaded: the first loop
processes the input signal while the latter thtieatquantization noise introduced by the first
loop. The digital outputs of the single stages pum@cessed by a digital block called Error
Correction Logic (ECL). This logic block filters eéhdigital inputs with appropriate transfer
functions.

In the following an example of a 2-2 cascaded maiul (Fig. 2.2) is explained: the

modulator consists of two identical DT%rder sigma delta modulators. The digital outputs
of the modulators are:

OUT, = STEX + NTF, [E,

2.66
OUT, = STE [E, + NTF, [E, (2.66)

whereSTR, STF, are the signal transfer functiodTF;, NTF, the noise transfer functions
andE,, E, the quantization noise of thé' and 29 stage respectively. Digitally filtering both
OUT; andOUT, and summing them, following output signal is po®d by the ECL:

OUT =OUT,STE, —OUT,NTF, (2.67)
Substituting (2.66) in (2.67) the digital output is

OUT = STESTE, X + NTF,STF,, E, - STENTF,E, - NTF,NTF,E, (2.68)
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Integrator N-Bit-Quantizrer

IN 1 = JJIr ~ OUT1 ECL
X | 1-27 - | 1-27
STFyq4
DAC \ ouT
d+—
E1 )
\ -
Integrator N-Bit-Quantizer NTF 4
J 1 71 OUT2
- 1 1-27 _ 1-271 _Frrr
DAC
Fig. 2.22. A 2-2 cascaded DT sigma-delta modulator
By choosing:
STE, =STE, =z" (2.69)
and
—1\2
NTF, = NTF, =(1-z) (2.70)
we obtain:
OUT = STESTF, X - NTE,NTF,E, = 22X - (1-2*)'E, (2.71)

We see that the digital output is the sum of tipaiirsignal delayed by two clock periods plus
the 4" order shaped quantization noise of tAits?age. The quantization noise of tiiestage
has been completely canceled. In general the mois&ined at the output is the quantization
noise of the last stage, the order of noise shaigitize sum of the orders of the single stages.
The other noise terms from all other stages areatka by the ECL. The advantage of a
cascaded architecture is that we taeoreticallyachieve a noise shaping of very large order
by simply cascading many stages of lower order. edeer, we can get very stable
modulators by keeping the order of the single stdge (typically<?2).

On the other hand this architecture suffers fromagor issue: mismatch between analog and
digital part of the modulator. In fact, we needeafect cancelling of the analog generated TF
with the digitally generated ones. This is not fassin a real implementation of the circuit:
while the digital filters behave ideally, the ampaldTF and STF of the analog loop depend on
circuit non-idealities like integrator gain, bandivi, settling error, etc. and therefore deviate
from the ideal form. In the 2-2 modulator, for exaa) a residuun-E; of the unwanted noise
of the first stage leaks to the output worsenirgyrttodulator resolution (SQNR):

OUT = STESTE, X +aE, - NTF,NTF,E, (2.72)
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For this reason seldom more than two stages acaded, since the leakage noise eventually
dominates the other noise terms and further casgadbuld have no more benefits.

2.8.Discrete time / continuous time loop filter

Another important distinction in the family of sigatelta modulators concerns the
implementation of the loop filter. There are bakycawo categories of loop filers: discrete
time (DT) and continuous time (CT) filters.

2.8.1. Discrete time filter

Discrete time filters are implemented by meanswitched capacitor (SC) circuits. These
circuits are constituted by operational amplifiefgpamp), capacitors and switches.
Additionally, two clock phases are necessary ta@gwihe capacitors. A typical SC integrator
is depicted in Fig. 2.23.

a S

1 . @ “

Vy o—" | & | ; l+ > Vou
Y)Y o

Fig. 2.23. Discrete time, switched capacitor integitor

We can distinguish two operation phases: a samlirage, whem; is high andyp; is low,
where the input voltage is sampled on the capa€igpan integration phase when is high
andgs is low, where the charge storedGg is transferred int&,. The ideal opamp forces the
voltageva to stay at zero (virtual ground). The output vo#tan the time domain is:

V[l = Vouln =g v, [n -0 @279

By z-transforming both terms of equation (2.73):

Vo Vo2 +V, 70 28 (2.74)
|
that is:
\Y/ zt C
H(z)=—vwt =-_= =S 2.75
@)=y =1¢ (2.75)

namely the TF of a forward Euler integrator. Thengaefficient of the integrator is the ratio
C4C,. The most important advantage of SC circuits & #ensitive circuit parameters can be
made dependant on capacitor ratios. This pecylipritves useful in integrated circuits were
large process-related variations affect #iisolutevalues of the components. In contrast to
this, therelative variations of elements of the same type, whichpdgsically contiguous on
the chip are relatively small. Hence, even a lavgdation of the absolute value of the
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capacitorsCs and C, in (2.75) has a very small influence on the capaaiatio. SC-based
integrated circuits can achieve a precision of wP.11% despite fluctuations of the absolute
values in the order of £20%.

2.8.1.1. Errors in the TF because of non-idealities

Deviations from the ideal TF are caused by nonlities of the analog circuit realizing the
DT integrator:

mismatch of the capacito€ andC,
finite DC-gain of the opamp

finite bandwidth of the opamp
slew rate of the opamp

The effect of capacitor mismatch is straightforwardl, according to (2.75), a gain error in
the integrator TF is introduced. This error is b, thanks to the good matching properties
of capacitors which are contiguous on the layoutiartypically on the order of 0.1%.

Let us consider an opamp with finite DC-g#ipc. Now a non-zero voltage, is present at
the opamp inputs (Fig. 2.23):

—_ VOUt
Vp = _K (2.76)
C

Analyzing the DT-integrator in the time domain vwanaalculate the total char@ein the
capacitors according to the polarity shown in Ri@¢4. Wherp, is high (Fig. 2.24a):

Q[n _1] = Vin [n _1]Cs + (V

out

[n-1-v,[n-)c :vm[n—llcswm[n—l](u ! jc. e77)

C

wheren denotes the discrete time point considered. Whes high (Fig. 2.24b), noting that
capacitorCs is turned upside down because of the switchirgytithe-domain equation is:

Q= vl + bl - vl =il +vadf 2+

C

! jc, (2.78)

C

Rearranging the terms:

1 + 1 +

Vi,
¢ - V, T'— - V,
+ out + out
T Cs VA _ >H CS——|;+ VA _
1" Tt - C*

(a) (b)

Fig. 2.24. Switched capacitor integrator: samplingphase (a) and integration phase (b)
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Q] =v,,[n] [E(u A:[L)c jC' ¥ ACDS } (2.79)

C

Equating (2.77) and (2.79), according to the pplecof charge conservation:

on-1= = v, [-1c. +vom[n-1][1+ . Jcl v [l [E[l - ]c, G } (2.80)

C C

Transforming this time-domain equation into th@éomain:

V, z2'Cq +Voutz_l(1+ Ai' jCl =VoutHl+ Ai' ]Cl + :DS } (2.81)
C C C

Hence, the TF of the integrator will be:

-1
H(Z):\\//Out ) (ZZ - 2.82
in (1+ 1 jcl + S _ Z_l(l'i' 1 jcl ( . )
C ADC ADC
The DC-gain of the integrator is:
H(z) ., = Aoc (2.83)

which is, as expected, the same as the DC-gaitefoperational amplifier used for the
integrator. Furthermore, a pole shift can be olesbhwy equating the denominator of (2.82) to
zero:

[1+At jCl + AC;S —z‘1(1+A1 jCl = (2.84)

C C C

z, = i =
o oS e S @3
Aoc ) Ao (1+ ! jADC
Z, D;CDl— Cs =1-A,
1+ G CiAc (2.86)
CIADC

where the last approximation holds for large valoésAoc. While the pole of the ideal
integrator is at DCz=1), its location is shifted inside the unit cirddg an amountlp in case
of finite opamp gain.
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Fig. 2.25. Bode diagram of a DT-integrator with firite DC gain. The pole is not at DC like in the idelecase
(blue)

This pole shift has directly an effect on the NTF tbe modulator and hence on the

guantization noise suppression. Remembering tleazdinos of the NTF are the poles of the
loop filter (sect. 2.5.1), we can deduce that & @biift of the integrator causes a worsening of
the noise suppression by shifting the zero of thé& N

Also other opamp non-idealities modify the TF o€ timtegrator and, in turn, worsen the
suppression of the quantization noise. The fingedwidth of the opamp, for example, slows
down the process of charge transfer in the intemrgthase, thus causing an error on the final
voltage across the integration capacita@celhe same happens in case of finite slew rate of
the opamp with the important difference that tharop does not work as a linear amplifier.
These errors will not be examined in the presemkyfor an extensive explanation the reader
can refer to [Fer06].

The non-idealities of the analog devices describedar directly affect the noise transfer
function of the modulator introducing error termsdaaffecting the suppression of the
guantization noise. In particular, cascaded modtdatre very sensitive to the mismatch
between the analog and digital TF and great attemtiust be paid when designing opamp for
cascaded topologies.

2.8.1.2. Switches

A critical aspect of DT modulators in modern sub-geuhnologies is the relatively poor
quality of switches, which are realized with MO@nsistors. The trend of the last years
[Pek04] shows that the reduction of the threshalidage for new technology nodes has been
slower than that of the supply voltage. As a counsaqe, the overdrive voltage which can be
applied to the switches is becoming smaller, makinlifficult to bias conducting switches in
strong inversion. This means a progressive incrgagbe on-resistance of the conducting
switches, hence slower sampling and also non-limesbecause of the dependence of the
resistance on the input signal. In order to makeatfi-resistance less dependent on the signal,
transmission gates can be used, realized with assrand a pmos transistor in parallel as
shown in Fig. 2.26.
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Fig. 2.26. Transmission gate schematic

Ideally, when the gate is switched on, for everggiale input voltage at least one transistor
must be in the inversion region (Fig. 2.27a). Tdoadition is satisfied if one transistor starts
to conduct before the complementary transistorches off, namely if:

Vin €Vop =N = Voo 2Vp, +Vp,| D2V, (2.87)

rR(Q) R(Q)

A A

>»5

>'E g Vout>: \/in (V ) -

(@ > (b)

Fig. 2.27. Qualitative characteristics of the on-rsistance forVpp-|Vip|>Vin (&) andVpp-|Vip|<Vin (b)

Tp‘
<
IIv
<
=

DD

This means that the supply voltage should be &t leo times larger than one threshold
voltage, which is not the case in Fig. 2.27b. I ltktter case it is evident that an input voltage
range exists, situated approximately in the miadigne characteristic, in which both switches
are in the off-state (more correctly they work e tsub-threshold region) hence providing a
high resistance path.

Fig. 2.28 shows the simulated on-resistance ofithesr,,, that of the pmos,, and the total
resistancdr; of a typical transmission gate in the UMC 0.13uM@S process used in our
work. The total resistand®; is larger in the middle of the range increasirgtharging time
for voltages in that range. Moreover, the depengearid?,; on the input voltag®/in= Vout
causes non linear errors since the time constdg(Vin)-C is signal dependant.

Bootstrap techniques mitigate these issues byrgasie transistor gates at voltages higher
thanVpp and by keeping the gate-source voltage of thechwig) transistors constant. This
can be accomplished by using switched capacitob®98]. On the other hand the required
additional circuit increases the power consumptod the area requirement of the circuit.
This problem is not present in CT modulators, sitttey do not use sampling switches,
except in front of the quantizer. However, in ttése the sampling switches are located inside
the loop, where all non-idealities are strongly peth by the preceding integrators, thus
relaxing the requirements on the linearity and catahce of the switches.
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Fig. 2.28. Simulated on-resistance of a transmissigate in UMC 0.13um CMOS. Transistor sizing:
Wp=6um, W,=2pm, L ,;=L,=L1in=120nm.Vy,=1.2 V, V=0 V

2.8.2. Continuous time filter

It was shown that DT modulators suffer from pooalgy of the switches in low-voltage
CMOS sub-um technologies. Another peculiar asped¢he settling behavior of SC filters
used in DT modulators. Since these are clockeasystthey must handle a charge packet in
a defined time window, typically in half the cloplkriod. As clearly visible in a time-domain
analysis, the voltages of the circuit nodes chaageptly when a switching operation takes
place. These “staircase” signals require fast amwdep-hungry active circuits, which are able
to manage fast and short signal changes. An atteen#o SC filters is represented by
continuous time modulators. A generic modulatohvatCT filter is depicted in Fig. 2.29.

Quantizer

x(i) . Hi) F—e o— I,_,_,—'I YLn]

DAC

AN

Fig. 2.29. Generic continuous-time sigma-delta modator

The input signak(t) is processed by the CT loop filtel(s) and is sampled only just before
the quantizer. Hence, smooth internal signals witkabrupt amplitude variations are obtained
with positive effects on the speed requirementthefanalog blocks. On the other hand, all
signals processed are allowed to contain only dlsn@r all the time, that is, the whole
waveform is important. An additional advantageiigeg by the location of the sampler after
the loop filter: all errors introduced by the saerplsuch as settling error and nonlinearities,
are suppressed by the gain of the preceding filfar.filters are constituted by opamps,
resistors and capacitors.

The basic block of a CT filter is the integratoealizing a transfer functiol/s. Many
implementation ways are possible:
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— 0n/C integrator: a voltage controlled current produtgda transistor is fed into a
capacitor (Fig. 2.30a). This type of integratoroa# low-power operation as no
opamp is required and provides good adjustabifithe integrator gain by calibration
of the transistor transconductangg. Nevertheless the linearity is poor, as no
feedback regulation is provided.

— Active g./C integrator: the current is generated by a tramsibd fed to a capacitor,
which is located in the feedback path of an opaFig. (2.30b). The advantage is a
better linearity, while the current is fed into thietual ground of an opamp, i.e. to a
node with constant potential. An additional advgetaf the active topology is the
suppression of the parasitic capacitance at theubwf the V/I converter (transistor),
since the voltage across it is constant. Howevenesaon-linearity persists, as the
current is generated by an active element withlmear V/I characteristic, i.e. a MOS
transistor.

— Active RC-integrator: this topology provides thesbinearity, as the V/I conversion is
done by a resistor located between the input aadittual ground of an opamp (Fig.
2.30c). Assuming the opamp as ideal, the transifection of the active RC-integrator

IS.
1 k
H S)=-— :_l 288
(s) o (2.88)
C
Vou It
% o S~
Om C Om
1" L 1"
(a) (b)
9 CII
VIN R V|N é
— W - '_YOUT ._\/\Ié\/ I + _A(S _"_.VOUT
v
e L Cpl S

(© (d)

Fig. 2.30. CT integrators, schematic diagram: a) git, b) active gm/C, c) active RC, d) active RC with
non-idealities

wherek; is the integrator gain. The most significant pesblof CT integrators is here evident:
the gain coefficient is the product of a capacitalue with a resistor value. The accuracy of
this product is poor when the integrator is reaizeth integrated components, since it
depends on the value of two different componeRtarfd C) which underlie large process
variations. In a typical CMOS process tRE time constants have a variation of +30%. This
large variability can be counteracted with spectfadibration circuits: after chip fabrication
the RC time constant of the integrator is measured amdviddue of the resistor or of the
capacitor is corrected. A possible way of on-chgasurement and calibration is described in
sec. 4.3.1.1. Despite this drawback this soluti@s whosen for the proposed work thanks to
the very good linearity achievable.
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2.8.2.1. Errors in the TF because of non-idealities

This section analyzes the effect of the non-idiealiof the opamp on an actiR€-integrator.

A more realistic model for the opamp is that ofn@-wole system with finite DC gafyc and
includes the parasitic capacitan€Cg at the virtual ground node (Fig 2.30d). The opamp
transfer function is modeled as:

Aoc
Als)=——F— ,
( ) 1+s/s;, (2.89)
By applying Kirchhoff’s current law at node A ing=2.30d we obtain:
% =V,C.s+(V, ~Vy,r ) [Cs (2.90)
whereV, is the opamp input voltage, namely:
\Y
Vv, =-—-2% 291
=R (291)
Inserting (2.91) in (2.90) and solving fdbu/Vin:
V, Als
ouT — _ ( ) (2.92)

V,  1+RC.s+R[1+Afs)|(Cs

By inserting the opamp transfer functia(s) with one pole (2.89) into (2.92) the integrator
TF becomes:

Apc
RC+RG,)/s,]s? +(1/s, + A,cRC+RC+RG, )s+1

(2.93)
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Fig. 2.31. TF of an ideal integrator (blue), an iregrator with finite DC-gain and GBW (green) and an
integrator with finite DC-gain, GBW and parasitic capacitanceCe.
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Eq. 2.93 shows that the DC gain of the integrad@o and the presence of two poles. Fig.
2.31 compares the ideal TF with those including fthite opamp gain and GBW with and
without the parasitic capacitanCe.

By assuming that the gain-bandwidth product ofdpamp GBW=s,-Apc is much larger than
1/RCthe TF can be simplified:

A
RC+RG,)/s,]s? + A,.RCs+1

(2.94)

H(S)D—[(

A generic low-pass TF of"2order is:

H(s)= - ec
e
Spl sz

Assumings, <<s,, and equating the denominator of (2.95) with tHa{2093) the poles of
theRGCintegrator can be estimated:

1 GBW
s, O- 5,, O-— 0% —_ (2.96)
A.RC 1+C,/C  1+C,/C

Hence, a smaller DC-gain shifts the dominant palayafrom DC toward larger frequencies
while a smaller GBW of the opamp as well as a la€geshift the non-dominant pole toward
lower frequencies. The location g ands,; influences the TF of the filter and consequently
the NTF of the modulator which is based on thitefil Furthermore, the non-dominant pole
Sy worsen the phase margin of the filter becausenaidalitional phase shift of —90 degrees.
Its position is fundamental to avoid instabilitytbe whole modulator.

2.8.3. DT-CT equivalence

For historical reasons, most of the sigma-delta utaidrs found in the literature are discrete
time. Only in recent years the advantages of CTtmwis (in particular, the high speed

achievable) toward DT are starting to overwhelm tisadvantages. To facilitate a

comparison of the achievable performance of CT Bidmodulators, some mathematical

instruments are needed. The objective of theseumsints is to transform a continuous-time
modulator into a discrete-time equivalent and badth having the same dynamic behavior.
For simulation purposes it is also convenient &amdform a CT modulator in the equivalent
DT, saving much computing power as DT simulatiome much faster. Moreover, the

analytical modeling of a DT modulator is easier amdpler than that of a CT one, since the
latter is a mixed system CT/DT. Last but not ledlse modulator design is facilitated by

reiterated CT-to-DT transformations and vice veFsa.instance, it is usual to start the design
with a given NTF, which is a discrete time TF, cédting the relative DT loop filter and then

transforming it into a CT equivalent. The non-idigad of the CT are then added and their
effect is simulated by transforming the modulatackto a DT equivalent.

One instrument for a CT-to-DT transformation andckoas the Impulse Invariant
Transformation (IIT). This transformation is basad following definition: two modulators
are equivalent if they provide the same output dasijpr the same input signals [Che02].
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This is the case if both quantizer inputs are idahat all sampling instants, that is:
Vo (t) o, = Vel (2.97)

wherev, denotes the quantizer input of the CT modulatal\gpthe discrete time one. Fig.
2.32. shows the scheme of a generic CT and theaD3f modulator.

l Quantizer Quantizer
X(E) . (ﬂ) M) Va(t)_~, veln] Ir,_,_l'r y[_”] Q) Xm[nl- ‘? HE) Vi [N] JJJ_,—'I yd_‘[n]
N N
DAC DAC

@ (b)
Fig. 2.32. Continuous-time sigma-delta modulator, hdiscrete-time sigma-delta modulator

We can redraw both modulators as depicted in EBB Prao99], namely by moving the filter
and the sampler of the CT modulator or just theerfibf the DT modulator to a different
location. The so obtained systems are totally edent to the original systems in Fig. 2.32,
that is, for the same input they provide exactl same output of the original modulators.

Block A Block B

fS
)| H(s) _,/{ gln] D voln] JJIFFF ‘ YEn] >:(i)/ .@ H) 9.[n] T vy [nl I‘JIII y'm[n]

— —H(s) DAC -H(2) DAC

@) (b)
Fig. 2.33. Different representation of the same nalulators as in Fig. 2.32

The advantage of this representation is that btiibkb A and B, as illustrated in Fig. 2.33,
have discrete-time inputs and outputs making isfixs to find a condition that makes both
parts equivalent.

By setting the input signal to zero, opening thep®and eliminating the quantizers we obtain
the schematics in Fig. 2.34. The outputs of thekec#cuits are the quantizer inputs of the
respective modulators. The discrete time DAC carlminated, since this ideally does not
modify the signal; it must simply provide an anategresentation of its input at constant time
intervalsnTs. The continuous-time DAC on the contrary can neteliminated: its output

waveform must be exactly known because it direaffects the internal signals of the CT
modulators.

fs
yln| l Ve ] Yaln]

« | DAC “H(s) L) il B _vd;[n]

Fig. 2.34. Subcircuits of the CT and DT modulatorsto be equalized by means of the IIT
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The two sub-circuits in Fig. 2.34 are equivaleni(2f97) applies. This is the case if the
sampled impulse responses of both circuits (CT@2hdare identical:

e, (t)|t:nTs =hppc (t) U hf,ct (t)L:nTS =hy [n] (2.98)

wherehpac(t), hrct) andhgn] are the impulse responses of the CT DAC, the iidr fand
the DT filter respectively and is the convolution operator.

If (2.98) holds both blocks A and B in Fig. 2.33vbahe same input-output behavior, i.e. the
same transfer function, although they are inteyrdifferent. Applying the linear model:

Yl _Yald _ 12
Gl G,/ 1+H(Z

= NTF(2) (2.99)

where Y(z) G(z) Ya(z) and Gg(z) are the z-transformed of[n], g[n], Ya{n] and gafn]
respectively (Fig. 2.33).

This means that both modulators have the same NTE.98) applies. In fact, they have
identical outputs when the input is zero, thatwen only quantization noise circulates
through the loops.

Nevertheless they have different STF. Looking af .33 it becomes clear that the input
signal is processed differently: the CT modulatost ffilters x(t) with H(s), than samples it
and finally filters it again with the TF of block AFig. 2.33a); the DT modulator at first
samples the signal, then filters it wit{z) and finally processes it with block B (Fig. 2.33b)
The fundamental difference consists in gusition of the samplein the modified schemas:
the CT samples the signafiter low-pass filtering it, that is, an intrinsic amtilasing filtering

is provided, without additional costs. This is arfethe main advantages of CT modulators
over DT ones, enabling low-power applications, sinften no additional power-hungry anti-
aliasing filters are required.

Again, applying the linear model to the modifieddutator of Fig. 2.33b, the STF of the DT
modulator is:

STF,(z) = H(z)NTF(2) (2.100)

The STF of the CT modulator can not be expressdtigrz or ssdomain since the system
realizing this function is mixed CT/DT. Therefomgcording to [Sho95] only the frequency
response will be given. This is:

STE,(w) = H(jw) @42 Gma(;)%/z)mw(z)tze% (2.101)

that is, the product of the TF of the CT loop fill&s), aT4/2 delay term, a sinc-function and
the DT NTF. The delay term and the sinc filtering ariginated by the sampling operation
after the CT filtering. This can be better undesstdy looking at the differently drawn CT
modulator in Fig. 2.33a.

It is also possible to convert a CT modulator td& equivalent and back with other
mathematical instruments, such as the modifiddansformation ([Jur64], [Gao97]) or using
the state-space time-domain representation. Thadeijues will not be covered in the
present work.
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2.8.4. Circuit noise

The SNR achievable by a modulator is significamtifected by the noise of the electronic

components of the circuit, typically thermal whiteise of resistors and MOS transistors and
Flicker (1f) noise of MOS transistors. The most sensitive s@ie situated at the input of the

modulator: while disturbances such as noise orlm@arities inside the modulator loop are

suppressed by the gain of the preceding blockss¢nshaping) and can thus mostly be
neglected, this is not the case of disturbancéseatnodulator input. In the following the most

important noise sources at the input of a CT andridfulator are briefly analyzed.

C

VIN S”R R S/,opamp S/ Ron C % S/ ,opamp
TS T D

SDA M |DAC - S/,Ron
T

(@) (b)

Fig. 2.35. Main circuit noise sources of a Sigma-Da modulator: a) CT, b) DT. The phasep;=1 is shown

VDAC

2.8.4.1. Circuit noise in CT modulators

Basically three circuit noise sources are presérihe input of a CT modulator: the input
resistor noise, the DAC thermal noise and the opapyit referred noise (Fig. 2.35a).

The PSD of the resistor thermal noise, express&t/iiz, is:
S,(f)=4kTR (2.102)

wherek is the Boltzmann constanf,the absolute temperature a@dhe resistor value.

A multibit CT-DAC is a bank of identical unit current sources connected in pakavhich
can be switched on and off. The current sourcesnade by MOS transistors biased in
saturation with a reference gate voltage. The noigachsource is essentially thermal noise
generated in the transistor channel and Flickesenoaused by random trapping of electrons
at the oxide-silicon interface [Raz99]. The noipedral density obne unit current source
expressed in AHz is:

ki 1
Sl,u(f ) = 4kT}'ngAc +T€NLT griDAC

(2.103)
where Cox IS the specific oxide capacitanc®, L and gmpac the width, length and
transconductance of the transisfahe frequencyk a technology depending constant ansl
about 2/3 for long channel transistors or largersfort channel transistors. The latter term of
(2.103), accounting for Flicker noise, can be reduby choosing a large area for the DAC
current sources. Assuming all noise sources arertglated, the total DAC noise is the sum
of all single noise contributions:

45



n

Sonc(f)=>.8,(f)=nms,,(f) (2.104)

i=1

wheren is the number of current sources in the DAC, ibathe number of quantization

levels used in the modulator. To calculate the D#uise the switches were eliminated, that
is, the DAC is assumed to be always connected.allgtnot all DAC elements are switched

on during a clock period since the switches ardrotiad by the bit sequence coming from
the quantizer; hence this evaluation is a rathssip@stic estimation.

The opamp input-referred noise is calculated assgrai CMOS differential topology. Fig.
2.36 depicts a typical input stage of a low-voltagamp. The noise of possible further stages
can be neglected if the gain of the input stagarige. Moreover, the equivalent input noise
current is neglected, since this is significantyaat high frequencies.

Using the small-signal equivalent circuit the totaput-referred noise PSD, expressed in
V?/Hz, is obtained:

2k 2
S, oy 1) = ST | g 4 Grioma | S | L, O (2.105)
’ gm,in gm,in Cox f W L gri,inW I—Ioad

in =in load

where the subscripia andload refer to the input and load transistors respelstivehe first
term accounts for the white thermal noise, thetdtir Flicker noise.

Fig. 2.36. Input stage of a typical low-voltage CM@ opamp

The total circuit noise PSD referred to the inputhe modulator is then (Fig. 2.35a):

S/,in (f ) = SVR(f )+ Sv,opamp(.f )+ S|,DAC(f ) mZ (2106)

In order to calculate the SNR due to circuit noig&106) must be integrated in the signal
band:

P

S

SNRircuit noise — 1009 fg
j Sv,in (f )df
0

(2.107)
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wherePs is the signal power.
2.8.4.2. Circuit noise in DT modulators

The input sampling capacitor of a multi-bit DT mdattor is a bank o identical unit
capacitorsC, connected in parallel. These capacitors samplanttet signal and the DAC
voltage by means of noisy switches (Fig. 2.353lized by means of MOS transistors biased
in the triode region. The main noise source ighieemal noise generated in the channel of the
switching transistors, which is sampled by the cépg causing a charge error. Modeling the
closed switches with the on-resistar®g of the transistor, the noise power is, for each uni
capacitor, that of RC member [Nor97]:
KT
I:)n,swnch Cu

(2.108)

This power is aliased in the frequency band{@], wherefs is the sampling frequency of the
switches, leading to the one-sided PSD:

2KkT

Sv,switch(f ) = C—f (2109)

u-s

Considering two sampling per clock cycle (two plsasgand¢,) two random uncorrelated
charge errors are given, hence the noise poweitgénsioubled:

4KT

Sv,switch(f ) = C—f (2110)

u-s

Thetotal noise power introduced by alswitches is then:

4KT

Sv,switch,tot (f ) = nF (2111)

u-s

The other noise source is the input-referred opaoige of (2.105) as depicted in Fig. 2.35b.
The total opamp noise power is:

Pn,opamp = S/,opamp |:Bn (2112)

whereB,, is the noise bandwidth of the opamp [Nor97]. Tinsver is aliased in the signal
band [0,f/2] because of sampling, leading to the one-sided:P

2P

S/,op,sampled(f ) = w (2113)

S

In conclusion, the total in-band noise power is:

Pn,tot = (Sv,switch,tot + Sv,op,sampled)df (2114)
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A more detailed description of the circuit noiseadDT integrator can be found in [Fer04].

2.8.5. litter error

Jitter error is caused by an uncertaidtyin the sampling time, that is the time at whick th
clock edge occurs. This uncertainty is caused bgenm the circuitry for clock generation,
i.e. phase noise of the PLL and thermal noise.nbst jitter-sensitive points of a sigma-delta
modulator are the output of the DAC and, only in @ddulators, the input sample-and-hold
circuit. This is because all other internal noddgere sampling occurs are located inside the
loop where all errors are suppressed by the higih gathe preceding blocks in the loop
[Tao99]. In the following the effect of the clockt¢r in both CT and DT DAC will be
described. The DAC converts the digital output loé fjuantizer into an electrical analog
signal (a current in CT modulators or a charge aagacitor in DT modulators, Fig. 2.37) and
feeds it back to the thé'Integrator of the loop filter.

G “

VI N

s T b
T

Fig. 2.37. Conceptual scheme of a DAC in a sigmailtemodulator. Left: continuous-time, right: discrete
time

The qualitative current waveforms of both DAC types depicted in Fig. 2.38.

itk t AL A, t %Atb t
(@) (b) (c)

Fig. 2.38. Qualitative waveforms of DAC currents. ANRZ continuous-time, b) RZ continuous-time, c) SC
discrete time

2.8.5.1. NRZ DAC jitter
Fig. 2.38a shows a jittered, rectangular, non-retarzero (NRZ) DAC current, typical for

continuous-time modulators. Since the DAC output beé integrated by the®lintegrator of
the loop filter, the uncertainty in the samplingéi introduces a charge er@t
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T,+At

Q = [Dlpuc(t)dt (2.115)

whereTs is the nominal sampling timalpac the difference between the actual DAC current
and the current at the previous clock cycle (Fi§8a) andit the time error because of clock
jitter. In multibit modulators the current variatid\lpac is an integer multiplé of the unit
currentl sg

Al e = #KI o (2.116)

The unit current,sgis equal to the full-scale DAC curreg divided by 2"

e (2.117)

| . =_Fs
LSB N
2

whereN is the DAC resolution in bits. Inserting (2.117)2.116) we obtain:
I
Al ppe =% ﬁ (2.118)

In case of an NRZ DAC with rectangular pulse fohm tntegral (2.115) can be simplified,
sincedlpac is constant within a clock period. We obtain:

Q = Al gt :J_rk'ZLNSAt (2.119)

At is a stochastic variable, usually with Gaussiai P&ro mean and standard deviation
o(4t). According to (2.119) the charge error introdudgdthe same time uncertaintf is
halved for each additional bit. It follows thaultibit modulators are less sensitive to jitter
noise

Furthermore it should be noted that the amplitufieghe DAC current variationAlpac,
depends on the output signal of the modulator, lwiigves the DAC. For example, if the
modulator output is constant no charge error i®dhiced, even if clock jitter is present, since
the DAC output does not change, thak#® in (2.119). On the other hand if the DAC is
driven by a sigma-delta modulated digital signahsitions of up to two or three times the
unit currentl sg are possible, as confirmed by simulations. Thislue to the large high-
frequency content of sigma-delta modulated sigri@sause of the high-pass filtered
guantization noise and is reflected in fast trams# in the time domain. Since the amplitude
of the DAC current variation at each clock cyclegg known a priory, we can model this by
means of its standard deviatie(lpac). Therefore, we can calculate the standard dewiati
of the jitter noiseurrent, namely the charge error over one clock periotbi®wvs:

o - U(Qi) — J(At)ﬂ?’(N DAC)
i, jitter T T

S S

(2.120)

Assuming the jitter noise is white, the whole nom®mver will be aliased in the frequency
range [f4/2, f42], fs denoting the clock frequency of the modulator. ¢éethe PSD of the jitter
noise current is:
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Sl,jitter(f):f_ (2121)
The total in-band jitter noise power is:
fg o? 2 2
P =[S juer (F)df = 2fs o2=—=2 LIk (Az' onc) (2.122)
S fq OSR OSRT;
and the SNR for a modulator affected only by jitierse is:
P V22 1(2r?)
SNR =10log—> =10log N
i P a?(t) w3 (Al ) (2.123)
OSRT/

wherePs is the signal power ang is the jitter power. Since the SNR is dimensios|eke
signal power must also be expressed as squareehtufihe input signal power is obtained
assuming a sine signal with amplitudg applied to the input resist& of the modulator.

Alternatively, the standard deviation of the jiteenrrent can be expressed as [Ris94]:

o(At)Al
O-j — ( ) DACAF (2124)
TS
where an empirical signal activity factde was introduced, which accounts for the average
number of signal transitions per clock cycle, basedimulations. Hence we can also express
the jitter caused SNR as:

V2 1(2R?) Vv 1(2rR?)
SNR =10log-—~2" /=10 N
g o9 o’ o9 o?(At)Al 2, A2 (2.125)

OSR OSRT?

2.8.5.2. RZDAC jitter

Another common DAC pulse in CT modulators is theineto-zero (RZ) pulse (Fig. 2.38b).
The DAC current is nonzero only in a time intervahich is shorter than a clock period.
Usually the time at which the signal is active 3% of Ts. In order to provide the same
charge as a NRZ-DAC in half the time, the currealtig must be doubled.

RZ DAC are very sensitive to jitter noise. Assumagon-zero signal, the RZ-DAC output
has always two edges per clock period, while th& IRC has zero (constant signal) or one
edge per clock (if the signal changes)

Additionally, while the NRZ current typically chaeg of one or two steps, the RZ current
must be zeroed at each clock period, hence, therdurariation is large increasing the charge
error (2.115). Also consider that the current doupto compensate for the reduced activity
time further doubles the charge error induced tbgrji

Because of their considerable jitter sensitivitg-BAC are seldom employed as main DAC
in sigma-delta modulators. Nevertheless they proseful as auxiliary DAC for stability
improvement, as shown later in this work.

50



2.8.5.3. SC DAC jitter

Switched-capacitor DAC are typically employed in Bibdulators. Capacitors are charged by
means of switches to a reference voltage, henceutlient waveforms changes exponentially
in time with time constant=R,,C, whereRy, is the on-resistance of the switches &nhthe
charged capacitor (Fig. 2.38c).

The current waveform has its maximum value at #xgrining of the pulse and a very small
value at its end (Fig. 2.38c). The edge uncertaattythe beginning of the pulse is not
problematic, since this simply represents a (snafige shift of the pulse. The charge error
occurs at the end of the pulse where the currergrig low, therefore the error is negligible if
T <<Ts. By a timing errout the charge error is:

T, +At T +At
Qj = IlDAC(t)dt = _[Ioe_Ro"C/tdt (2.126)
Ts Ts

Because of their robustness against jitter erraresattempts have been made to employ SC
DAC in CT modulators [Ort02]. Nevertheless SC DAdfer from a major problem: the
current value at the beginning of the pulse is ‘arge and very fast opamps are required to
integrate it. The consequence is a large poweripdissn of the I integrator of the
modulator.

2.8.6. Excess Loop Delay

Excess loop delay (ELD) is defined as the delaycvlglapses between the time when the
guantizer output changes and the actual changeeidAC output. This delay occurs in CT

modulators because of the nonzero response timbeoDAC plus the delay caused by

parasitic resistances and capacitances of the mé&tatonnections. Fig. 2.39a shows an ideal
rectangular DAC waveform and its delayed version.

iDAC(t) A iDAC(t) K

e
iDAC (t) iDAC (t)
! td Ts + td =t ! by -I::Ts + td ;t

(@) (b)
Fig. 2.39. Ideal DAC waveforms (black) and delayeBDAC waveforms (red). Left: CT, right: DT

ELD is detrimental for CT modulators, as it redutks stability margin of the loop and
eventually leads to instability. DT modulators afeected by ELD only in a limited amount.
In fact, a DT DAC consists in a reference voltagpli@d to one or more capacitors by means
of switches, which are controlled by the quantizetput. Fig. 2.39b shows the current of a
DT DAC charging a capacitor characterized by areeptial waveform. At the instantsT,

the DAC is disconnected from the capacitors. EL®@y shifts the starting point of the
capacitor charging process by an amotntausing a small error because of incomplete
settling. Since the current is relatively smalitta¢ end of the pulse (the capacitor is almost
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completely charged), the error is usually negligibsimilarly to the jitter error in DT
modulators.

In order to quantify the effects of ELD on CT maaloks the impulse-invariant
transformation (lIT) proves very useful [Che02]. d&nder to obtain a certain NTF a DT
prototype loop filter is designed. After definingetimpulse response of the CT DAC to be
used, the DT filter is transformed into an equindl€T with the IIF. An additional delaty
placed before the DAC shifts the impulse respoifiskeoCT system composed of the DAC in
series with the loop filter (Fig. 2.40). Heng,{t) andh(t) denote the impulse response of the
DAC and of the loop filter respectively.

fs

v
yﬂ» th— hpclt) >  h(t) —»—o/o——i(k)

Fig. 2.40. Subcircuit with ELD of the CT modulatorwhich must be equivalent to the DT prototype

As a result the sampled impulse response is noverdift from that of the prototype
modulator. Transforming the sampled delayed imprdsponse back into tzedomain a new
H(2) is obtained, which is different from the origirmaie. In particular, according to [Che02]:

— A delay which shifts the DAC pulseithout exceedinghe clock period’, typical for
RZ DAC with pulse length of 50% of the clock perjathuses a variation of the
coefficients of the equivalenH(z) and hence ofNTHZ). Therefore, the noise
performance is degraded, since the new equivaleRE M not optimal. This
degradation can be compensated by adjusting tiee ¢ibefficients in order to restore
the originalH(2).

- A shift of the DAC pulsebeyondTs causes not only noise degradation but also
possible instability of the loop. When this casews, the order of the DT equivalent
modulator is increased by one. This is always #eeavhen using NRZ DAC, as the
pulse length is equal to a full clock period. Ititely, a rectangular DAC pulda(t)
exceedingTs can be seen as the sum of two rectangular phiggsand hy(t) (Fig.
2.41): one pulse inside the time window betweem® T, the second one inside the
next time window fronils to ZTs. Since the second pulse start3at can be regarded
as a rectangular pulse delayed by one clock pefibis. delayed pulse generates’a
term in the DT equivalent modulator, obtained wvitik 11T, and is responsible for the
order increase of the equivalent modulator. In ptdecompensate for ELD in such a
case an additional feedback branch must be provaéue CT filter to gain one more
degree of freedom [Che99].

2.8.7. Summary of pros and cons of CT and DT modulators
In the following pros and cons of CT and DT are marnized:

— Mismatch sensitivity.: DT modulators are very robust against processedl
variations because they rely on precise capaaiors. CT modulators underlie large
variations of the filter coefficients and need aidaial calibration circuitry

- Speed DT filters work with fast changing, abrupt sigsalputting stringent
requirements on the speed of the operational awwslif CT modulators process
smooth, relatively slow changing signals, enablthg use of slower, low-power
opamps.
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Fig. 2.41. Decomposition of a delayed NRZ DAC pulse two components

— Anti-aliasing: DT modulators require an anti-aliasing (A/A) iltdirectly at the input
increasing the total power consumption. In CT mathrs the sample-and-hold block
is located after the loop filter. Since this hagadly a low-pass behavior, no A/A filter
is usually required, enabling low-power solutions.

— Sample-and-hold(S/H). This circuit is located directly at the utpf DT modulators,
that is, on the most sensitive location of the niabw. This means that the S/H must
feature very good linearity properties and limitedors. On the contrary, CT
modulators perform the sampling just before thentjmar, that is, after the loop filter,
largely relaxing the requirement on the S/H circuit

— Circuit noise: the overall circuit noise of a DT modulator imntrdbuted in large part
by the thermal noise of the input switches, whiglsampled on the input capacitors.
This puts a limit on the minimum size of these capas. This limitation is not
present in CT modulators, as sampling occurs sdiefgre the quantizer, where any
noise contribution is largely suppressed. Furtheendhe white noise terms are
aliased because of sampling in DT modulators, wimlea CT modulator this takes
place only after filtering. Hence, CT modulatore axpected to exhibit less noise.

— Jitter noise: CT modulators are more sensitive to jitter ndisen DT modulators
because of rectangular instead of exponential DA&veforms. Nevertheless, this
error source can be strongly attenuated by inangagie number of quantization
levels.

— Excess Loop DelayDT modulators are, in a similar manner as fdejjierror, very
robust against ELD because of the exponential veawes of the DAC. CT modulators
are instead sensitive to ELD. Compensation is requio avoid performance drop
and/or instability issues.

2.9. Single-Bit / Multibit

The resolution achievable with a sigma-delta madulavas calculated in (2.53). We can
simply enhance the resolution by one bit, thaivis,can improve the SNR of 6 dB, by adding
one bit to the quantizer. When increasing the nundfequantizer bits also the DAC
resolution must be increased of the same factoes@tarchitectural enhancement have pros
and cons, which will be examined in the following:

53



Power consumption each additional bit of the quantizer, typicallyflash-ADC,
means a doubling of the circuitry for the A/D corsien, basically comparators and
latches for synchronization. The total power constiom of the quantizer therefore
approximately doubles for each additional bit.

Chip area: for the same reason also the quantizer area ee@itat each additional bit.
Jitter sensitivity: as seen previously, the jitter error is proparailoto the amplitude of
the DAC output variation. Each additional bit halwhe amplitude of a step of this
electrical signal, hence halving the charge emtoduced by the jitter.

Slew rate Each additional bit halves the amplitude of g sté the output DAC,
therefore reducing the required slew-rate of thenop of the T integrator.

DAC linearity : a one-bit DAC is intrinsically linear because it two-level input-
output characteristic, that is, it can only be etiéel by gain error or offset. On the
other hand multi-bit DAC suffer from non-lineargi®ecause of mismatch of the DAC
elements (usually capacitors in the DT case, ctursenrces or resistors in the CT
case).

Modulator stability : multibit modulators are more robust toward ingigb Each
additional bit halves the quantization interd&l, that is, the quantization noise power
circulating in the loop is also halved. Thankshista more aggressive noise shaping
with higher values of NTiax can be tolerated when using more bits.

The most important pros and cons are summarizéteifollowing table.

Single-bit modulator Multibit modulator
Power consumption low high
Chip area low high
Jitter sensitivity high low
Slew rate required high low
DAC linearity required low high
Stability low high

Tab. 2.2. Pro and cons of single-bit and multibit mmdulators

The choice of the most appropriate architecturetlier proposed work is discussed in the
following chapter.
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Chapter 3

Low-power high-speed CTXA modulator: system
level design

This chapter illustrates the system specificatiointhe modulator and the high level approach
in order to define the circuit properties fulfiljrthe specifications. Target of this work is the
realization of a high-speed, low-power Sigma-Ddlia\) modulator. The modulator is
intended to be used in high-speed portable broatibammunication devices, such as mobile
telephony of the next generation, enabling datsrap to some tenth of Megabit per second.
In order to reduce fabrication costs, a mainstreandard CMOS process is used.

3.1. Specifications

The table below summarizes the specifications ®ntiodulator:

Resolution (ENOB) 11 bit
Signal Bandwidth 12.5 MHz
Power dissipation <15 mwW

Technology CMOS

Tab 3.1. Modulator specifications

Hence, the modulator should provide a resolutionlddbit at high sampling rate when
converting an input signal with a bandwidth of 1R1Bz. The total power dissipation should
not exceed 15 mW, which is a fairly stringent speation for the required bandwidth and
resolution. The very low power requirement shouldlde the employment of the modulator
in portable devices. The bandwidth and speed reopgénts are compatible with the
specifications of the wireless broadband WIMAX stard [WimO06], which uses a scalable
channel width from 1.25 MHz to 20 MHz [KimQ9].

3.2. Architecture choice and loop filter synthesis

The first decision to be taken concerns the modul@mily: CT or DT? As the total power
consumption must be kept as low as 15 mW CT modidappear to be the natural choice.
As explained in chapter 2 this family of modulat@~ery promising in the low-power field,
enabling the use of slower operational amplifierghie loop filter. Therefore, a CT modulator
was chosen.
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The second step concerns the choice of a singfe-teanulti-loop (cascaded) architecture.

The only publication to date known to the authoplementing an on-chip CT cascaded
modulator is [Bre04]. Cascading requires good matchetween the analog transfer function
of the loop filters and that of the digital errarection logic in order to avoid quantization

noise leakage from the first stage. This technigutus more convenient in DT modulators,
where the integrator coefficients depend on capaaiatios and allow therefore good

accuracy. On the contrary, CT filter coefficiengtyron RC time constants which are subject

to large variations due to process variations. Adicg to this, we decided to employ a single-
loop architecture.

Starting from a generic CT single-loop modulatod d@aking into account the speed and
resolution specifications, we have some degreedredom regarding the modulator

architecture. In particular three parameters sgkd to be defined: the modulator order, the
oversampling ratio (OSR) and the number of bithefquantizer. In fact, more solutions exist
satisfying the specifications.

Obviously these parameters can not be increasédaaitl). The maximum OSR is limited by
the transit frequency of the transistors of theilalbke technology and by the power
consumption of the circuit blocks. Increasimgthe quantizer bits, improves the stability and
also reduces the necessary slew-rate of the opéhgwidth of a single DAC step halves for
each additional bit); nevertheless, each additibitadloubles the quantizer area and its power
consumption. Furthermore a largerimpacts the complexity of the DAC and that of the
circuit appointed for the DAC linearization. Forighreason most of the CT modulators
published so far do not exceed 5 bit in the quanti& one-bit solution was excluded because
of the poor resolution achievable. Finally, inieg the ordet of the modulator reduces the
stability of the loop and increases linearly thewpo consumption of the loop filter. In
practice, more than 5 integrators are seldom usedthe reduced stability must be
compensated at expense of a less aggressive nugeng (s. Sect. 2.5.5), so that the
resolution improvement because of the order inergasishes.

With these considerations in mind following paraenetet was chosen:

— Modulator ordet=3
— Oversampling rati®@SR=16
— Number of bits of the quantizer4.

The OSR selected implies, assuming a signal bge2.5 MHz, a clock frequency of the
modulator of:

f, = 2[OSRf, = 400MHz (3.1)
This clock frequency is adequate for the 0.13 pm3d@Mechnology at our disposal.

The optimal NTF is calculated with the aid of theh&ier's algorithm [Sch05, chapter 8].
This algorithm places the zeros of the NTF accagrdmm Tab. 2.1 in chapter 2, in order to
minimize the quantization noise power in the sigratd. Moreover, the location of the poles
of the NTF is determined iteratively in order toii the maximum of the NTF (NTf&y to a
value selected by the user. Since a multibit qaantivithn=4 was chosen, a more aggressive
noise shaping with largerNTFRnx Is allowed. For the proposed modulator
NTFna=3.1623=10dB was selected. The transfer functiaefprototype NTF calculated by
the algorithm is:
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(z-1)(z2 -1.9772+1) (z-1)(2% - 2zcosa, +1)

NTF = =
(z-0.3387)|22 - 05965 + 0.2823  (z-0.3387)(2> - 0.5965 + 0.2823

(3.2)

wherey is the resonating frequency (notch) of NTF(z) nalized tofs. The notch frequency
fn is thus located at:

— a)O ijs
21T

f

n

= 9.664MHz (3.3)

The Bode diagram and the location of the poleszamnds on the complexplane are plotted
in Fig. 3.1. The TF has one zero at DC and two deraponjugate zeros on the unit circle,
realizing a notch in the frequency response, oakpele and two complex conjugate poles.
The expected resolution is, according the formuiahe linear model with the selected
parameters:

L

SONR= 176+ 602N —10log L

+10logOSR*"" + ZS =88+ 8 = 96dB (3.4)
2L +1

where the termZS accounts for the SQNR improvement with zero sprepdTab. 2.1,
chapter 2).
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Fig. 3.1. Bode diagram and pole-zero diagram of theTF of the DT prototype modulator
3.3. High level simulations of the prototype DT modulato
The subsequent design steps include:

— generation of a prototype DT modulator with thecakdted NTF
— high-level simulations of the DT modulator
— generation of the equivalent CT loop filter by meanthe IIT

The discrete-time loop filter realizing the propd$¢TF is, rewriting (eq. 2.24):

H(z)=—=—-1 (3.5)

Substituting (3.2) in (3.5) we obtain:
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H(2)= 2.0422° - 24932+ 0.9044 _ 2.04272° - 2.493z + 0.9044
(z-2)(z% -19772+1) (z-1)(z% - 2zcosw, +1)

(3.6)

As expected, the poles of the filter are the zefdhe NTF in (3.2) The Bode diagram of the
TF of the DT prototype filter is plotted in Fig.23.
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Fig. 3.2. Bode diagram of the DT prototype filter

So far a prototype NTF and the relative DT loopefilH(z) were calculated by means of
considerations which are based on the linear mawlerder to get more realistic simulation
results a high-level numerical simulation of thedulator is required. This was done by
means of the simulation tool Simulink® includedtire software Matlab®. The simulation

bench for the DT "8 order modulator is depicted in Fig. 3.3 and inelsican input sine signal,

a zero order hold, the DT loop filter modeled with TF and a 4-bit quantizer. A Matlab®
function calculates the FFT and the SNR of thetdigiutput flow.

ADC \ ——pp| out
’J-I'L > H.num{1} p.( ADC-DAC
\/ H.den{1} DAC To Workspace

Sine Wave o5 -Order Discrete ADC-DAC-4-bit
Hold Transfer Fcn

Fig. 3.3. High-level simulation bench of DT prototpe modulator

The maximum stable amplitude (MSA) of the inputnsibis at about -1 di (one dB below
the full-scale input) and the maximum achievableNBamounts to 91 dB, namely 14.8 bit.
This result is in good accordance with the valuedeen by the linear model (3.4), which was
calculated for a full scale input signal. For apunsignal of -1 dBs 95 dB are expected from
the linear analysis. Although the SNR specificatamounts to 11 bit, a large margin is
needed, since circuit noise and other circuit rawaiities significantly lower the achievable
SNR. Fig. 3.4 plots the SQNR of the DT prototypeduoiator versus the input signal
amplitude in dBs.
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Fig. 3.4. SONR of the DT prototype modulator agairtsinput signal amplitude

3.4. Calculation of the transfer function of the CT filter with the IIT

The next step consists in transforming the DT pyq® into a CT equivalent loop filter. The

mathematical instrument used for the equivalenadesimpulse Invariance Transformation

(IIT). The DT filter TF is expanded in partial fitaans and then each term is transformed in
the CT equivalent on the basis of conversion tatdesd in the literature ([Che02],[Sho94]).

A generic DT transfer functiokl(2) hasi zeros and poles withi<j because of causality and

physical realizability. The numerator and denonmongblynomials can be factorized:

Z- an)(Z - an)...(Z - Zni)

" (Z) i A Zpl)(z_ sz)"'(z_ ij)

(3.7)

—_——

wherez,; andz, are respectively the zeros and the poles of théobj filter and can be real
or complex.

The partial expansion consists in rewriting (3rvjhe form:

— R] Rz Rj
Hlz)= k
(2 z-2, * z-2, Tt z-z, +K(2) (3.8)

R are called residues and are real or complex nusnbes direct ternk(z) is nonzero only if
i=.

The partial fractions in (3.8) are converted thitotige impulse invariant transformation (11T)
into CT equivalent terms, considering the CT DACIspuform. For the proposed CT
modulator a NRZ-DAC is chosen, due to its low fitensitivity and lower slew rate
requirements on the'integrator.

For NRZ pulse forms the equivalence for the paftadtions is [Che02]:

B . B (3.9)

z-1 S
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if zyi =1 (that is, the pole is at DC), otherwise

R RfiInz,
z-z, (zpi —1)(5— foIn zpi)

pI

(3.10)

wherefs is the clock frequency of the modulator, in ousecg=400 MHz. The IIT maps the
complex-conjugate DT poles located on the unitleinato purely imaginary poles located on
on thej waxis according to the relation:

Zpi :eiwdth - Spi = fs|n Zpi = fsijs = jwct (311)

whereay: anday; are the DT and CT frequency respectively.
The CT equivalent loop filter is the sum of all fp@rfractions in thess<domain. The prototype

functionH(z) has one pole in DC and a pair of complex-conggatles. Expanding (3.6) in
partial fractions we obtain:

H(z):R1+R2+R;

z-1 z-z, z-z,

(3.12)

Where () denotes the complex conjugate operation. Theluesi and the poles of (3.12) are
indicated in Tab. 3.2.

Ry 19.7182

R, -8.8382-j 4.4329
R —8.8382 + 4.4329
Z 0.9885 +] 0.1512
z, 0.9885- j 0.1512

Tab 3.2 Residues and poles of the partial fractioaxpansion of the prototype filter

When using a NRZ-DAC the TF of the CT equivalehéfiis:

R, .Inz R, Of.InZ
Hig)=f, By, 2me 2 o To fsZ (3.13)
S (zp —1)(5— fIn zp) (zp —1)(3— fn zp)
Replacing the coefficients in Tab. 3.2 and addipghe partial fractions we get:
8 o2 7 25
H(s)= 561M10°s® + 182[10"'s+ 29110 (3.14)

sls? + 369110°)

Fig. 3.5 plots the Bode diagram and the step respohthe DT prototype and CT equivalent
filter. The step response instead of the impulsporse is shown for convenience, as it is
difficult to simulate an ideal pulse generator. Tthets show that theampledstep response of
the DT filter and that of the system composed leystries of a NRZ-DAC and the equivalent
CT filter are identical.
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Fig. 3.5. Left: Bode diagram of the DT filter and & the CT equivalent filter. Right: step response othe
DT filter and of the NRZ-DAC+CT filter system.

The filter stability margins are plotted in Fig63ogether with the location of the singularities
(poles and zeros) on the s-plane. The poles optbtype DT filter are located on the unit
circle and mapped by the IIT. The CT filter hassading to (3.9) and (3.11) one pole at DC
and two purely imaginary poles. Furthermore, twonptex-conjugate zeros guarantee the
stability improving the phase margin (PM) of thepdilter.
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Fig. 3.6. Equivalent CT loop filter. Left: stability margins, right: singularities on thes-plane

The main filter parameters are described in Tab 3.3

Phase margin (PM) 56.2°
Gain margin (GM) 11.6 dB
Unity gain frequency 91.7 MHz
Pole frequencies 0, 9.66 MHz (double)
Zero frequencies 36.2 MHz (double)

Tab 3.3. Main parameters of the CT loop filters
3.5.CT loop filter architecture
3.5.1. CIFF and CIFB topologies
The next step of the modulator synthesis conaistee implementation of the CT filter with

an appropriate architecture. At this point theefilis described at high level as a system
composed ot integrators, where is the filter orderl(=3 in our case) connected together by
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means of feed-forward (FF) and feedback (FB) paBasically two main filter topologies

exist:

H CIFF,CL (S) =

62

Chain of integrators with feed-forward paths (CIFF). Fig. 3.7 shows a modulator
with a CIFF loop filter. The filter is character@zdy only one feedback path ahel
FF paths, which converge in an adder block locafest the last integrator. The filter
transfer function is:

Hepe (S) = V(s) _ V(s _ Akss" ™+ AiAzkzsL‘L2 +..+ AA LA K

~X(s) Y(s) s (3.15)

wherelL is the filter orderA; are the integrator coefficients akdhe FF coefficients.
Eq. (3.15) shows that this filter hagoles at DC and-1 zeros. The zeros are needed
to ensure the stability of the loop, increasing piese margin. To estimate the
frequency response of the STF of the modulator areremove the sampler and the
guantizer, replace them with a short and calcuteeclosed loop TF of the filter:

_Y(S) o Hew(s) _, AksT+AAKS T+ +AA Ak
X(s) 1+Hce(s)  s"+AkST+AAKSZ +AA Ak

(3.16)

this filter has the disadvantage that the closeg livequency response has a peaking
at high frequencies because of the zeros in thabkath (cp. [PhiO4]). In some cases
pre-filtering of the input signal could be requirddevertheless CIFF filters are the
best solution when implementing low-power modulgtait first, only one feedback
path is provided, that is, only one DAC is theaaty required to convert the
guantizer output to an analog signal. Secondlyhé loop gain is large, only the
guantization noise flows through the integratorsaose of the subtractiof(s) Y (s)at
the very input of the filter. In fact, the outpyfs) contains both the quantization noise
and the input signal; the latter component is cetteout by the subtractor at the
modulator input. As the quantization noise powetymcally much smaller than the
signal power, larger integrator coefficients canseéected without saturation of the
integrator outputs. This allows the use of smalpenyver saving integrator capacitors.
Because of its low-power advantages this solutigh some major modifications was
preferred for this work.

Chain of integrators with feedback paths (CIFB) Fig. 3.8 shows a modulator with
a CIFB loop filter. The filter exhibits feedback paths and no FF paths. Two filter
transfer functions can be defined, one for the aigmd one for the output of the
modulator which is fed back:

_V(s) _AA.A
Hcirs x (S) = X(S) ST (3.17)
and
Here v (S) _Vls) = AksT+ AL_lALkL_lfL_Z ret AR AK (3.18)

“Y(s) s



Again, the frequency response of the STF can bmatsd by replacing sampler and
guantizer with a short. The closed loop TF of ilterfis, considering the inpu(s):

_Y(s) _ AA,..A
X(s) s"+AksTH+A Ak ST AA L AK,

Hersc (S) (3.19)

The frequency response blcirs ci(S) IS monotonic and has no frequency peaking
since no zeros exist in the signal path. The maadyantage is that a scaled replica
of the input signal appears at each integratorwuffo understand this let us assume
that all integrators have large gain in the sigraaid, that is, at low frequencies. Each
adder of the filter has two inputs, the first oaehe output of the preceding integrator,
the second one is a scaled version of the quantizgrut. The large loop gain will
force both inputs to be nearly the same at lowuesegies, that is each integrator
output provides a signai(t)Ckiy(t) Ckix(t), wherevi(t), y(t), x(t) andk; are the output of
thei-th integrator, the quantizer output, the inpuhaigand the coefficient feedback
respectively. Since all loop integrator must previdrge amplitude signals, larger
integration capacitors are needed to prevent daioraf the integrator outputs,
increasing the power consumption. Moreover, eaobdddack path requires an
additional DAC. For this reason we discarded thEBCAs not suitable for low-power
solutions.

Loop filter H,(S)

A4

A- s s £
Fig. 3.7. Generic CIFF modulator
f
Loop filter H,,5(s) ‘
X(s) V(s Y(s)
:@_: % D> % — —> (D % ( )/o—> J_r'_r >
I(L
A

Fig. 3.8. Generic CIFB modulator

Both topologies in Fig. 3.7 and 3.8 can be modibgdadding a direct feed-forward path from

the m
CIFB
integr

odulator inpuX(s) to the quantizer inpui(s). This is particularly useful in the case of a
modulator, as the additional FF-path avoidg the input signal is processed by all the
ators but the last one, hence relaxing thy@ration. On the other hand an all-pass, unit

STF without filtering is obtainéd which is detrimental if high-frequency interfeseare

prese

nt at the input of the modulator.

2 This can be easily verified with the help of tireehr model. With the additional FF-path STF=1hsained.
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3.5.2. Adder removal

As explained in the previous section CIFF loopefdt are superior in terms of low power
consumption. One issue of this technology is tlesg@nce of an adder after the last integrator.
This adder can be implemented with a summing araplithat is, an opamp with input
resistors and a feedback resistor which conveesigmnals from the FF paths in currents, sum
them up, and converts them again to a voltage [Bed®is choice is unavoidably associated
with additional power consumption (because of thanop) and delay, thus worsening the
stability behavior of the loop. In the literaturés@ solutions exist with current mode
guantizers ([D6r04], [Pat04], [Phi04], [Yan04]). & klisadvantage of this solution is the high
linearity required in the transconductance ampbfieonverting the integrator output voltages
into currents. A third possibility consists in rexs the virtual ground node of the last
integrator to implement the addition, saving thdidnal summing amplifier [Sch04]. Since
the feedback impedance of the last opamp is a tapaibhe integrator output voltages must
be converted into currents by means of FF capacitoorder to get a frequency independent
coefficient (Fig. 3.9). Considering an ideal opaniyg output voltage of the last integrator is
then:

Cq, Ci, C V, = A
V, =—V,—+V_,—+..+V XL+ L I=_NkV ——LV 3.20
oL |: ol CL 02 CL oL-1 CL SR_CL ; "ol s oL-1 ( )

whereC;; are the capacitors in the FF patis,is the output of theth integrator and\_is the
coefficient of the last integrator. Hence, all term the sum of Eq. (3.20) except the last one
implement the frequency-independent FF-coefficiavitde the last term, obtained with the
resistorR , realizes the integration coefficient of the le$egrator. This architecture provides
also a good linearity, as the voltage-to-curremvension is done through passive, linear
capacitances. Thanks to its advantages in ternfigezrity and low-power consumption, an
adder-free solution was chosen for the proposeduratat. The final implementation will
make use of resistors instead of capacitors forsipeal FF paths, as explained later in this
work.

v, Cn
Ol.—| |7
V020—| f———¢
Crz
C:L
CfL—l ——|}—
VoL ’E 2
VO
RL D—OL

Fig. 3.9. Sum of the FF-pathgthrough feed-forwaradapacitors
3.5.3. Resonator for zero spreading and architectural modication

In order to improve the modulator resolution wedeeintroduce complex-conjugate zeros in
the NTF, which are located on the unit circle (zepveading). As previously shown, this

results in purely imaginary poles in the CT equawlloop filter. These poles are generated
by means of resonators. Limiting the analysis 8 @rder modulator the local feedback path
required for the resonator can be placed eithaysacthe last two integrators (Fig. 3.10a) or
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across the first two (Fig. 3.10b). At this poinsltould be noted that the schematic diagrams
in Fig. 3.10 are high-level representations of fh&r blocks in thevoltage domain.
Therefore, the adder locatedter the last integrator is merely symbolic, as theitaau is
actually performed in the current domain at itduafl ground node. Hence, in the real circuit
the integrator output voltage can only be tappethatnodeV(s), i.e. after the adder in Fig.
3.10.

(@) (b)
Fig. 3.10. Filter type a) and b)

The transfer functions of filter of type a) anddog, respectively:

_A kS + Ak S AAK,
Hals)=—3 d; At AR (3.21)
Hy(5) = 2 oS * Adkest AR, (3.22)
s S HAA
[k

AL
A >

D >

T |
y |
|

(©)
Fig. 3.11. Filter type c) [Dig10]

17 L;P
\i
P
\j

Filter of type a) has a damping factor in the deimator because of the non-zero coefficient
of the sterm. The reason for this is that the proportiopath k, starts and ends inside the
feedback loop. This topology will be discarded csirit realizes poles which are not purely
imaginary, associated with less effective noise psegsion. Topology b) enables the
generation of purely imaginary poles. On the othand the feedback path typically
realized with a large resistor, directly affects thput-referred thermal noise. Furthermore the
large capacitance associated with the resistivebimek pathy loads the virtual ground node
of the T'integrator, affecting its transfer function. Besawf its position at the modulator
input, the I integrator must have a possibly ideal behaviorargigg noise, frequency
response and linearity. We prefer therefore to thet feedback path across the last two
integrators. In order to get an ideal resonatoheut damping factor an architectural change
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is needed. The architecture chosen is shown in &gl and has no FF paths which start
inside the resonating loop [Dig10]. The FF plttieeds the output of thé'integrator to the
output of the ¥ integrator. The coefficieri; was incorporated in the integrator gain

The transfer function of thé®rder filter in Fig. 3.11 is:

_A kS HAKSHAA _ A kST +AKSHAA
s SPHAA s 2 +of

H(s) (3.23)

This topology allows the generation of purely inmegly poles and has reduced input noise
compared tdHy(s), since the feedback path is moved after thmtegrator. The value of the
filter coefficients,A;, ki, y in (3.23) can be obtained equating them to thdil@r TF obtained
with the IIT (3.14):

_ 561M0°s? + 182110 s + 29110%
H(s)=

ss? + 369110°) (5.2
A linear equation system with 4 equations and Gomi is obtained:
Ak, = 56110
A Ak, =18210" (3.25)

AAA, = 291107
WA A, = 369[10%

As the system is over-determined, we select the@egabf the FF coefficients arbitrarily as:
k =k, =1 (3.26)

With this choice all other unknowly andy can be determined:

A =561010° A, = 160010°, A, = 324010°, y=0.071 (3.27)

3.6. Excess Loop Delay compensation

As explained in section 2.8.6, CT modulators suffem excess loop delay (ELD) which
influences the dynamic behavior and the stabilitthe modulator. In the case of a NRZ DAC
with constant delayy the rectangular DAC impulse response will starhattimety and end
Iag-lt-)srggr to quantify and compensate the effectsSldd the CT modulator with delayed NRZ

DAC is transformed back in the DT domain by meafhghe [IT. Assuming that the
coefficientsk; are one, the CT transfer function (3.23) can b®bfied:

_A SSHASTAA

s s+

H,(s) (3.28)

ExpandingHi(s) in partial fractions and transforming the termsingkinto account the
delayed NRZ DAC waveform, an equivalent H\rAz) with the same sampled impulse
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response is obtained [Che02]. For the calculatieréader can refer to Appendix A. The DT
equivalent filter of the CT modulator affected biylEEhas the form:

N(z7,)
2(z-1)\z2 - 2zcosw, +1)

H\rz (Z’ Ty ) = (3.29)

whereN(z, 74) is a polynomial inz whose coefficients are function of the normalizistay
7¢=ty/Ts. Comparing (3.29) with the prototype (3.6) it daa noted that the numerator of the
equivalent TF is affected lwy: this means that the zeros of the DT equivaleop Idlter are
shifted because of the delay, which affects the &tability [Gao97]. On the contrary tpele
location is the same as in the ideal case apam fifee introduction of the term in the
denominator, i.e., a delay of one clock period.sTdelay arises because the NRZ DAC pulse
is partially shiftedafter Ts due to the excess loop delay, as described in 58&. To fully
compensate the effects of ELD, the CT filter caidints must be adjusted in order to make
the transfer functiorHyrAz) identical with the prototype DT filteH(z) (3.6). Since the
delayed NRZ DAC ends afté@g, not only coefficient mismatch toward the ideadtptype DT
filter results but also the order of the equivalBit filter is increased [Che02]. Hence 4 3
order CT filter with NRZ DAC and excess loop delagds to a % order DT equivalent filter
(3.29).

Although ELD-caused coefficient mismatch can bepdyncancelled by correcting the CT
filter coefficients, the elimination of the ordercrease of the DT equivalent filter requires an
additional half-return-to-zero (HRZ) DAC for the GWodulator [Ben97]. An HRZ-DAC is
characterized by a pulse form startingf@® and ending af.. It is advantageous to insert the
additional path at the back-end of the filter, véhdre large gain of the preceding integrators
relaxes the requirements on the DAC linearity. Seolations exist, adding the DAC current
directly at the quantizer input ([Red08], [Ben9Fjet this would require an active adder after
the filter, increasing the power consumption. Ardiidn in the current domain was thus
preferred, feeding the DAC current to the virtuedughd node of the last integrator. A similar
approach can be found in [Mit06] with the differenthat here the compensation is obtained
by moving the DAC from the quantizer input to timput of the last integrator by digitally
differentiating the output data flow of the moduolatThis is not completely correct: since the
last integrator is located in a resonator loop, TRefrom the integrator input to the resonator
output deviates from a pure integration, this aagisi slight error. The approach of this work
was the analytical calculation of all coefficierdtthe modified modulator in Fig. 3.12 in
order to make its sampled impulse response the aarttet of the prototype DT modulator.

—>| Als :(A) » Als >J‘:}> Als D \=/(S)
&
X ez (9) e
' X9
NRZ DAC EJ HRZ DAC
L ¥(s)

Fig. 3.12. Additional HRZ DAC for ELD compensation(in red)
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A description of the symbolic calculation of theefficients, performed with the aid of the
software Maple®, can be found in Appendix A. A nset of coefficientg\ andy, different
from those in (3.27)are found, which together with the additional HRAD® fully
compensate for the ELD.

To simplify the mathematical calculation both DAQrents are represented by their
equivalent voltages. Using the superposition pplecthe impulse response of the system in
Fig. 3.12 can be calculated by superposing the isepesponses of the filter at the nas)
for each DAC pulse. The transfer functidnrAzz4) of the DT equivalent filter for the system
composed by the main NRZ DAC and the loop filtegiieen in Appendix A (Eq. A.14).
Concerning the auxiliary HRZ DAC (Fig. 3.12), therl Gilter transfer function to be
considered is:

_ V(S) _ KiurzAsS
HHRZ(S)_ XHRZ(S) - vl (3.30)

wherekyrz is the gain factor of the auxiliary HRZ DAC. Decpasing HurAS) in partial
fractions the equivalent discrete time filter istadbed with the IIT. The calculation is
explained in Appendix A. Following DT transfer fuiumn is obtained:

o oot sl lostan)

w, 2(2% - 2zcosw, +1)

H HRZ(Z’ Td ) =

Hence, the TF of the equivalent DT filter for th& @odulator affected by ELD with both
DAC (Fig. 3.12) is:

Ny (2.7,)
2% - 2zcosw, +1)

Hd(z’ Td): HNRZ(Z' Td)+ HHRZ(Z' Td): Z( (3.32)
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Fig. 3.13. Left: impulse response of the delayed NRDAC+filter (blue) and DT equivalent (red). Right:
impulse response of the delayed HRZ DAC+filter (ble) and DT equivalent (red)
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The ELD is completely compensated if the coeffitseare chosen in order to make (3.32)
identical to the prototype DT filter (3.6). Sindeetdenominators of both TF are the same
except for a factoz, both TF are identical if.

nun{Hy (@7, _ Na(22) _ s ) (3.33)

z Z

(3.33) was solved numerically for a giveywith the aid of the symbolic software Maple®. A
fixed 74=0.5 was chosen, that is, an excess loop delaglbfilclock period is assumed. This
can be easily realized by latching the quantizeépatuwith a constant delay dt/2. Equating
the coefficients ofNy with the polynomialznum{H(z)} results in a linear system of 4
equations in 4 unknown. A'sequation fixes the filter resonating frequency:

WA =) (3.34)
Following results were obtained:
A A, As y K1 Ko Khrz
3.73f;| 0.33f; | 0.36f; | 0.189 1 1 9.37

Tab 3.4. Coefficients for compensation of an ELD=T42
3.7. Coefficient scaling

The coefficient set in Tab. 3.4 fully compensates ELD. Nevertheless the®lintegrator
coefficient A; is one order of magnitude larger thAmn and As. Large integrator gains are
associated with saturation of the integrator ouytpince distortion term and clipping are
unavoidable in a transistor level realization. Rartnore the coefficient of the HRZ DAC is
nearly 10 times larger than that of the main DAGrEL), meaning that a large current must
be provided by the secondary DAC. To cope with é¢hessues coefficient scaling was
accomplished. The scaling does not alter the tearighction of the circuit: it is performed in
such a way that consecutive blocks are respectimelyiplied and divided by the same scalar,
keeping the product of the both TF constant.

The scaled filter is shown in Fig. 3.14, followingefficient scaling was performed:

. _ A .5 . Ve .5 « _ Kigz
Ai‘? AZ_ZAZ A =4A Y _g k1_5k1 kz_zkz kHRZ_ 4 (3.35)
The new obtained values are indicated in Tab. 3.5.
Al* Az* Ag* }’* k ]_* k2* kH RZ*
0.746f, | 0.418f; | 1.456f, | 0.0378 5 5/4 2.342

Tab 3.5. Scaled coefficients for compensation of d&LD t;=T42
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Fig. 3.14. Modulator filter with scaled coefficiens for compensation of an ELDt;=T42 (conceptual
drawing)

3.8. Circuit implementation

This section describes the implementation of tlog Iblter, based on the conceptual drawing
in Fig. 3.14, by means of following electrical cooments: resistors, capacitors and
operational amplifiers (opamps). The objectivehis tealization of a circuit, whose transfer
function is identical with that of the conceptuabwing. The single-ended circuit used to
realize the loop filter is depicted in Fig. 3.16.should be noted, that while the conceptual
drawing in Fig. 3.14 shows the relation betweenesodavhich are exclusively in the voltage

domain, the real circuit in Fig. 3.15 is based oecessive transformations from the voltage to
the current domain (V-1) and viceversa (I-V). Thmstfoccur from the modulator input or the

low-ohmic opamp output or the DAC inputs to thetwat ground nodes of the integrators.

The latter occur from the virtual ground nodes e tntegrator outputs by means of the
integration capacitors.

N
VWA
Rf 2
VW
—Ci:l—o C“:Z 0—(1:}—
V(s)
*-—/ \\—4¢ ———— M —4 ——— W —4 °
X(s) R Va R Voo Ry Vos
-R, p: :A, Iii
NRZ m
PAC I W R, B,Ffé
Xy (S) NRZ DAC X ez (9)

Fig. 3.15. Single-ended schema of the circuit impieentation of the loop filter
Assuming at this point all opamps as ideal (i.&nite gain and bandwidth), the dimensioning
of the passive components (resistors and capdacitersilone by comparing the transfer
functions of all signal paths in the conceptualdng with those of the circuit in Fig. 3.15.

1. Integrator sizing. At first the three integrator blocks are realizeith an activeRC
topology, leading to following equivalences:
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1 . 1 . 1
=A =A
RC, RC, R,C,

= A, (3.36)

2. Local feedback path.Concerning the local feedback Qath of the resenatothis
multiplies V3, the output voltage of the®3ntegrator, byy *and feeds it back to the
input of the 2% integrator. This in turn integrates the voltagé,s providing:

Voo ==V Vo % (3.37)

The voltageV,,' in (3.37) is the contribution of the feedback ptthihe voltage at the
output of the ¥ integrator. By looking at the equivalent circuit Fig. 3.15, the
contribution of the feedback path, implemented \lig negative resistoR-is:

V
03 1

Volz =~
R C,s

(3.38)

where the result is obtaingdy integrating the current\i/R. by means of the
integration capacitandg,. By equating (3.37) with (3.38) we get:

W AV, 1
— V0 L = 339
PV o= R s (3.39)

T

that is:

— 1 _RGC, _&
yAC, yC, y

R

T

(3.40)

where the valué, =1/(R,C,) as found in (3.36) was inserted.

3. NRZ DAC and HRZ DAC. Both DAC are modeled as voltage DAC in the
conceptual drawing. To simplify the treatment tlaeg represented as resistors driven
by voltage sources in the schematic of Fig. 3.@5he real implementation they are
replaced by fast switched current sources. Neviedbkehe ratio between the driving
voltage of the DAC and the value of the resistasduto represent the DAC contains
the information about the current to be providedtiy DAC. Concerning the main
NRZ DAC at very input of the modulator, as the te@ck coefficient is one, the same
current as the that generated by the input signai fde provided. Furthermore, a sign
variation is needed, as the feedback must be meg&tence, a negative resistd;+s
used to model the main DAC. Concering the auxilidtiRZz DAC for ELD
compensation, this is depicted in Fig. 3.14 asealfack path with gain factbrry .
The contribution of the feedback path for ELD tee thutput voltage of the™
integrator is then:

Vs = X8 K S F @41

® The negative resistor is implemented in the ffaly-differential circuit by simply cross-couplindpe two
differential outputs of the"8integrator.
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while from the circuit in Fig. 3.15 following is tdined:

D Xprels) o1
V. = ZHRZ
= (342)

[7)]

Equating both equations we can find out the vafug,n

X 1
HRZ HRZ Rh GC:S (3-43)

that is:

1 R,
Rh = * * = * 3.44
CSkHRZAE; kHRZ ( )

where the last term is obtained by inserthag1/(RsCs9) as in (3.36).

. Feed-forward paths. The feed-forward pathk, andk, can be realized either with
capacitors or with resistar3he latter solution is the best choice for low-Vtage,
low-power applications. The reason for this is that, since no Cascodetsires are
allowed in low-voltage circuits, all opamps are lempented as two-stage, Miller
compensated amplifiers. This topology, when assediavith short channel output
transistors, has a relatively lo®,,. Hence, the resistive loading of the opamps
because of the resistive FF-paths causes only hgitdgy DC-gain drop. On the
contrary, capacitive FF-paths would load the prewgdopamps, reducing the
bandwidth and/or increasing the current requiretheir output stage. To understand
this, we can briefly analyze the AC behavior of IBticompensated two-stage
opamps. The two dominant poles, located at the ubutp the £ and 2¢ stage
respectively, are split away by the compensatigraca@ance. The capacitive load due
to the capacitive FF-paths tends to shift the aupmle of the 2 stage, which is at
high frequency because of the Miller capacitor, &oWlower frequencies, hence
reducing the stability phase margin. This can benteracted by increasing the
transconductance of the output stage, i.e. the paeasumption. This is highly
undesirable in low-power applications. On the othand the resistive FF-paths
increase the circuit noise of the modulator. Howgetgeir contribution is negligible
since they feed their noise current in the virgralund of the % integrator. From this
node the noise currents flow in@; where they are integrated. When referring the
output noise voltage of thé®antegrator to the modulator input, this must beictd

by the gain of the preceding integrators. Hence, itiput referred noise of the FF
resistors in very small. In addition the FF resistealues are kept small to further
reduce their thermal noise. In [Mit06] one resistivF-path in the CT loop filter is
also implemented with resistors but no explanadioiinis choice was published.

The contribution of the FF-patlks andk, in the conceptual scheme (Fig. 3.14) to the
output voltage of ther%integrator is:

Vi =B X [+ 2 XX G e B

S




The two FF pathk;,” andk,” are implemented with the resistdts, —R; andRy,. Their
contribution to the output voltage of th& ttegrator of the circuit implementation
(Fig. 3.15) is:

. 1 1 1 1 1 1
V03 = X(S) + B + XNRZ (S) - - E (3-46)
R{;C;s RC;s R;,C;s R,C;s RC;s R;,C;s

Collecting (3.46) with respect to the common temesobtain:

vg;=[X(s)—XNRz(s)]E§ L+ 1 gt ] (3.47)

R,C;s RC;s R;,C,;s

Equating (3.45) and (3.47), i.e. equating the dciefits of the 1/s and f/serms,
following is obtained:

KA = and  KAA = ©

T—— 3.48
RiCs RCR,,C; (3.48)

Replacing the coefficiens; andAs , which are already known from (3.36), we get:

Ky 1 R, =& k, and e _ 1 R

= =Ry = = = Ry, ¥
RC, RuC Cs RC;RC,  RCR;,C; K,

(3.49)

The feed-forward resistoRy provides the signayrAS) to the virtual ground of the
3% integrator. In the real implementation it shoutdreplaced by a third current DAC
(see Sect. 3.9).

3.8.1. Thermal noise considerations

As the integrator coefficients specify only tR€; products, i.e. the integrator time constants,
one additional degree of freedom is given in theiah of the resistor and capacitor value.
These values are selected according to two critdreamaximum resistor value is limited by
thermal noise, the minimum capacitance by the parasapacitances which limit its
controllability. In particular the resist®; is placed directly at the input of the modulatod a
contributes in large part to the overall noise midéReminding the calculation in Chap. 2,
Sect. 2.8.4.1, the input-referremds noise voltage oR; in the signal bant is:

Vi = V2R, (350

where the factor two accounts for a differentialpiementation. For a signal band of
12.5MHz both input resistoi?; produce amms noise voltage of 35.2uV if their value is3k

To estimate the limits on the achievable SNR sossumptions have to be made on the
power of the input signal. Assuming a supply vaitad 1.2V the input signal will have a DC
level of Vpp/2=0.6V. Even if an input amplitude of 0.6V is thetically allowed Vrs=Vpp/2),

this is not possible in practice. The reason fa ihtwofold: the input signal of the modulator
is provided by the output stage of a voltage bufférose transistors must be operated in the
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saturation region; furthermore, the input signatr@fquantizer(after the loop filter) contains
the input signal as well as shaped quantizatiosendihe sum of both components can easily
saturate the output of the last integrator of thaplfilter. For this reason a full-scale signal
amplitudeVgs=0.325V was chosen which gives a margin of 0.27bMe single-ended input
signal at both input terminals as well as the ddfeial input signal are plotted in Fig. 3.16.

v(t) A

Voo =12V margin= 0.275/

Vs =0.325%/ V* (t)

in

— 0

in

/ \/ \ - —— Vi (1) =V (1) -V, (1)
—0p WV — — — =N

Fig. 3.16. Graphical representation of the singlereled and differential input signals

V., /2= 06V

Assuming the differential input signal is a sinevewavith amplitude ¥rs, the squaredms
value of the signal is:

2
Ps - (2\/53) - Z\/FZS (351)

the SNR with the only thermal noisef will be then:

PS
SNR, r, =10log (3.52)

2
Van

For the given bandwidth of 12.5 MHz andRywvalue of 3 K2 an SNR of 82.3 dB is obtained,
corresponding to an ENOB of 13.4 bits. The valu€pfs then fixed since the reciprocal of
the R,C; product is given by the integrator gaa . The thermal noise of the main DAC and
of the F'integrator will be examined in the next chaptene thermal noise of the other
resistors in the circuit is not problematic, siribeir noise contribution is suppressed by the
large gain of the preceding amplifiers. Hence,rédsestorsR, andRs are dimensioned as large
as possible, in order to reduce the loading ofpifeeeding stage and to keep the integration
capacitorC, andCs small. A lower limit of 150 fF for each capacitwas selected in order to
make them much larger than the parasitic capa@&anc

The selected values of the passive componentedEthloop filter are indicated in Tab. 3.6.

Ry C Ry G, Rs Cs Riy Rro R Ry’

3kQ | 1.12pF| 20K | 300fF | 9.4 K | 183 fF 37K 7.51Q 529 I 4.01 K2

Tab 3.6. Values of the passive components of the dop filter

The fully differential circuit implementation of éhloop filter is depicted in Fig. 3.17, feed-
forward paths are in blue, feedback paths in rdwe 3ix resistors circled in the figure are
actually implemented with three differential cutreteering DAC.

* This resistor and the resister®, and -R; are actually implemented with switched currentrees.
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Fig. 3.17. Loop filter: fully differential circuit implementation. FF paths are depicted in blue, FB @ths in
red. The circled resistors are actually implementeds current steering differential DAC.

3.9. DAC current dimensioning, DAC merging

As already mentioned, the DAC are realized by me&ssvitched current sources. In order to
track the input signal, the main DAC must be ablprovide a maximum current:

l NRZ,max

(3.53)

whereVes=0.325V is the full scale amplitude of the inpugral. Similarly, the HRZ DAC
must be capable to provide the current:

Ves _18104uA

I HRZ,max =+

(3.54)

Finally, an additional NRZ DAC is required to realithe FF-path indicated with the negative
resistor-Ry; in Fig. 3.17. The current fed by the second NRZDA:

\Y
| NRz2max = iR_FS = +88.56uA (3.55)
f1

As visible in Fig. 3.17 the current generated by HRZ DAC (resistoR,) and that of the
NRZ DAC realizing the FF-patky (resistor Rq) are injected in the same virtual ground node
of the 3% integrator with opposite polarities. In additiduth currents have nearly the same

absolute value (Eq. (3.54) and (3.55)). We can esgithe sum of both DAC currents, as
plotted in Fig. 3.18, as the sum of two components:

mza () + ez () =i () +i.(t) (3.56)
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The first componenirAt) is a RZ data-depending current (Fig. 3.18d) witle same
amplitude ofiyrzAt). Its maximum value amounts to 88.56pA. The seqmartlis a relatively
small HRZ data-depending current (Fig. 3.18e) witaximum value 7.52pA. Since these
currents are injected in the virtual ground of tast integrator, a™ order noise shaping is
obtained referring the signals at this node toitipeit (there are two integrators between the
input and this node). The error introduced by reipig the latter current with a zero value is
therefore negligible as confirmed by simulationutess For a coarse estimation, considering
the current error as a DC current, its input ref@value is:

: [
oy = 3.57

" Ao, (857
whereApc: andApc; are the DC gain of theland 29 integrator respectively. Assuming a

DC gain of 200 for each integrator an input-reféri2C amplitude of merely 0.18 nA is
obtained. The full-scale input signal current is:

= ~Fs = 22 - 10833uA (3.58)

The latter is 6L0° times larger then the error, hence the error éhtced is far smaller than an
LSB by 11 bit resolution. Hence, the combinationtlttd HRZ DAC and the second NRZ

DAC realizing thek; FF-path is replaced by a single RZ DAC, saving @oand circuit
complexity.

iNRZZ(t)A

>t N [ ] (d)

|z (t)T

iNRZ2(t

+|HRZ(t)% | (C) Ft
| SENESE R

1

Fig. 3.18. a) NRZ current waveform at the input otthe 3 integrator; b) HRZ current waveform for ELD
compensation; ¢) sum of both currents; d) RZ compaoent of the sum; e) HRZ component of the sum

3.10. High-level simulations
3.10.1.Finite opamp gain

The fully differential CT modulator was simulatedl lsgh level with the software suite
Cadence® to confirm the architectural approach. Sihulated filter topology is that of Fig.
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3.17 with the difference that the DAC resistors ianplemented with ideal switched current
sources. Moreover, all passive elements are asstoneel ideal. The three filter opamps are
modeled at this level as differential voltage coléd voltage sources, with frequency
independent gain in order to simulate SNR degradatiue to non-infinite DC-gain (Fig.
3.19). The quantizer is modeled with a bank of élagifree ideal comparators, that is, only a
14-level quantizer is used instead of a 4-bit,eM@l one. This was done to further save power
consumption as simulations show that the first thiedast comparator were never used. In the
real quantizer implementation a signal-dependingydes unavoidable (s. Chapter 4) which
has similar implications as jitter noise. To prevéms, a latch is placed after the quantizer,
fixing the delay between the quantizer clock aralttime at which its output changeshig®.

Fig. 3.19. Simple model of a fully differential opanp with DC-gain Apc

The input signal used for this simulation is a smth a frequency of 1.5625 MHz, its single
ended amplitude i¥,=250mV corresponding to 0.%s. The SQNR curve as function of the
opamp DC gain is plotted in Fig. 3.20. It is dedieithat the proposed architecture is
adequate for modern sub-um technology, thankstgabd performance by low gain opamp.
The modulator gets eventually unstable for a gaialer than 30 dB. For the 0.13 um CMOS
technology used an intrinsic gain of about 15 pgage was simulated. Hence, a two-stage
opamp can achieve a DC-gain of approximately 48H50which does not significantly affect
the obtainable resolution.

SONR (dB)

30 35 40 45 50 55 60
opamp DC gain (dB)

Fig. 3.20. SQNR as function of the opamp DC-gain,,£1.5625 MHz, \4=0.77 Vs

The histograms in Fig. 3.21 plot the distributiontloe amplitude of the integrator outputs
normalized to the full-scale voltagés=0.325 V. The gain of the™lintegrator was sized with
the objective of keeping the output signal smadl, inside an interval £O\2s. This allows a
very good linearity of the®lintegrator, as the output transistors are nevieedrclose to the
triode region. On the other hand, large amplituatesallowed at the output of th&’2and &
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integrators, as their non-linearities are respebit® and 29 order shaped when referred to
the modulator input. The high-level simulation slsavat these vary in an interval £¥¢%.

1st integrator output 2" integrator output 3 integrator output
250 300 200
250
200 150
200
[} [} [}
2 150 Q Q
S 3 150 3 100
S 100 2 2
- — 100 -
0 0 0
-0.2 0 0.2 - -
VoutNFS Vout/ VFS

Fig. 3.21. Distribution of the integrator outputs,f;;=1.5625 MHz, \4=0.77 Vs

3.10.2.DAC jitter

The CT modulator with the filter described in thepous section including the additional
path for excess loop delay compensation was sieullat high-level with Simulink® to
define the maximum tolerable jitter noise. Theejitts assumed to be white with Gaussian
distribution [Ol1i98] and is modeled with a varialdelay element, whose value is defined at
each clock period by a random number generator @Rf), resulting into a data flow from
the quantizer output with random varying rising daliing edges. The random number has a
normal distribution with mean valug/2, which models the delay introduced by the latiche
guantizer and standard deviatiefit), which models the jitter noise. This kind of silation

is very time consuming, as the maximum simulatieep smust be of the same order of
magnitude of the jitter standard deviation.

A real-life jitter spectrum is not white since & related to the phase noise of the PLL
generating the clock signal [Dad02]. This is usudibminated by the VCO phase noise and
depends on the PLL transfer function. As no infdiorawas provided about the PLL, the
spectral density of the jitter was assumed to bgéewhlevertheless this assumption gives a
perception of the jitter sensitivity of the propdseaodulator.

DATA,

Triggered
random number
Ry ——> DATA,,

outt »

£ Variable
4 Transport Delay

ﬂﬂ—

Clock

Fig. 3.22. Block schema of the high-level jitter geerator

The simulated SNR of the modulator with the jig@nerator in Fig. 3.22 is plotted in red in
Fig. 3.23 against the jitter standard deviatione Bimulations were performed with a sine
input signal with half full-scale amplitude andraquency of 1.5625 MHz.
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Fig. 3.23. Calculated (blue) and simulated (red) SRlof the modulator against normalized jitter standad
deviation

To evaluate the correctness of the results, these wompared with the analytical formula
(2.123), reported here for convenience:

V. /(2rR?)
a?(0t) T (Bl pac ) (3.59)
OSRT?

SNR = 10Iog% =10log

J

Since the main DAC is modeled in Simulink® as aagé DAC, (3.59) is rewritten as ratio
of squared voltages:

V7 12
*(Bt)o? (AVp ) (3.60)
OSRT?

SNR =10log

AVpac is a discrete-time, discrete-amplitude signal Wwhigpresents the variation of the DAC
output at every clock cycle, expressed in volisla measure of the DAC signal activity. A
gualitative plot of a generic multibit sigma-deltaodulated signal[n] together with the
corresponding!Vpac[n] is depicted in Fig. 3.24.

y[n] A
L LT
=
)t T,
=N

AVDAc[n] A ®

+2LSB |-+ —

+1LSB

-1LSB )t = n'|'S

-2LSB

Fig. 3.24. Multibit sigma-delta modulated signal (hove) and signaldVpac (below)

In order to characterize statistically the DAC wityi the jitter-free CT modulator presented
before was simulated with a sine input signal 6#Bs with a frequency of 1.5625 MHz.
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The signaltVpad[n] was obtained by calculating the finite difference

AVpac[n] = y[n] - y[n-1] (3.61)
wherey[n] is the output of the simulated modulator.
Fig. 3.25 depicts the first 1000 simulated sampliedVpac[n], normalized to the unit step
height 4V, sg. The variation signal is limited to a maximum of &&ps and has a variance

O'Z(AVDA(:):]..53@V|_SB)2.
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Fig. 3.25. Normalized DAC variations as function ttime (simulated)

P

Normalized step variation (4)

The SNR values according to eq. (3.60) are platidolue in Fig. 3.23. Both simulated and
expected curves show good accordance. The disagmnvery low jitter is due to the
rounding error caused by the discrete simulatiogp.stReducing this step allows the
simulation of very low jitter at costs of longemailation time. Both the analytical formula
and the simulation results show that for a jittandard deviation of-20°T, i.e. 5ps, a SNR
of 72.7 dB, namely 11.8 bits, is achieved, whidfilfuhe modulator specifications.
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Chapter 4

Low-power high-speed CTXA modulator: integrated
circuit design

This chapter deals with the design of the integratecuit realizing the modulator proposed in
the previous chapter. After an introduction abdut technology used it focuses on the
implementation of the main blocks of the modulatttre opamp of the loop filter, the
guantizer, the two DAC and the clock generator.

4.1.Used technology and supply voltage

The integrated circuit in this work is based on @ CMOS 0.13 pum technology [UMC].
This technology features eight copper metal lageis one polysilicon layer. Nmos and pmos
transistors are provided with three different opsiohigh-speed, standard performance and
low-leakage. All transistors used in the proposeddutator are of the high-speed type
because of their low threshold voltage, which edsesvoltage circuit design. Metal-metal
capacitors (MIM) are available with a capacitaneadity of 1ff/unf as well as high ohmic
resistors. All modulator parts are supplied with guerating voltage of 1.2V. The main
technology parameters are synthesized in the tedbtav.

Technology CMOS 0.13 um

Transistor options high-speed std performance low-leakage
Threshold voltage (W/V1p) 0.38/-0.33 0.47/-0.42 0.58/-0.52
Layers 1P 8M copper

High ohmic resistor@/square) 984

Metal-metal capacitor (fF/uth 1

Operating voltage 1.2/3.3

Metal thickness M1/M2/M3/M4/M5/M6/M7/M8 0.32/0/0.4/0.4/0.4/0.4/0.8/0.8

Tab 4.1. Main technological parameters
4.2.Loop filter operational amplifiers
The following section describes the design stepstli@ circuit implementation of the
operational amplifiers used in the loop filter.

Because of the low supply voltage available of ohlgV transistor stacking such as in
Cascode amplifiers is not allowed, as this woulivedthe transistors in the triode region.
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Folded Cascode should also be avoided when dealitig low Vpp, since at least four
transistors are stacked. A good solution for lovtage applications is the use of multi-stage
amplifiers to achieve sufficient gain. The firsage is a differential amplifier with tail
transistor, the following stages are common sostages with active loads. This choice keeps
the number of stacked transistors to a maximumhodet On the other hand, multistage
opamps suffer from stability issues and compensasi@ften difficult and requires particular
techniques. In our design we decided for a twoes@WIOS fully differential opamp which is
the active part of the actileC-integrators of the loop filter (Fig. 3.17). Pmaansistors are
used as input transistors thanks to their suppadiormance in terms of Flicker noise [Jak96,
Raz99]. An additional advantage of pmos transis®itbat these can be placed in a separate
n-well avoiding body effect, hence allowing low-\6peration.

IET |

’_| - Vi Ce

CC-I-—. -

I IETL'_'VOL‘

Fig. 4.1. Two stage opamp. Common-mode feedback abihs circuit not shown for simplicity

II—‘_'

The proposed architecture has following advantagasie dc level of the input and output
voltages; suitability for resistive loads becaukéhe relatively low output resistance; rail-to-
rail output swing; low-voltage compliance sincetramsistor stacking is used.

Our design goal is to design a high performancegnrator without increasing the power
consumption. To get rid of this problem a good 8otuis the exact modelling of the opamp
in order to get the optimal sizing of the composent

4.2.1. Standard design approach

The standarddesign approach of an RC-Integrator based onvitbestage opamp of Fig. 4.1
is shortly illustrated in this section. The sim@d small-signal equivalent circuit is depicted

in Fig. 4.2.
VB
gmv@ Fi% c,

C
11 Py OET
1

ng %

|||—||—0
II—'\N\,—u
III—I —e
[

Fig. 4.2. Standard design approach: small-signal edvalent CIrCUIt of the loaded opamp

Typically the load capacitand@_ includes also the feedback capacitor of the REguattor
and is relatively large. Assuming th@; the transconductance of the input transistorsf is o
the same order of thg, of the load transistors of theé' ktage and neglecting the noise
contribution of the ¥ stagé, we can estimate the total input-referred thernuise of the
opamp as (see also section 2.8.4.1):

® The noise of the stage can be neglected if the gain of tlistage is much larger than one.
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8 _ 4
S () 03 KT (4.2)

where the factor 4 accounts for the four transssiarthe differential input stage. If these
assumptions applgm: is sized in order to fulfill the noise specificats of the integrator. The
compensation capacitof: are placed across the input and the output oRthstage, i.e.,
working as Miller capacitances.

The capacitorsCc are dimensioned in order to fulfill the bandwidthquirement of the
opamp:

GBW Dg—”‘l (4.2)

C

Eq. (4.2) is valid if the opamp is compensated st the non-dominant poles are located
beyond the unity-gain frequency.

After compensation the dominant pole of the opasnp i

1
m L
RC.A,

S 4.3)

whereR; is the output resistance of th& dtage and\,=gmJR._the voltage gain of the"?
stage. The output capacitanCe of the ' stage was neglected, since this is usually much
smaller than the Miller-magnifieGc.

The non dominant pole [Gra01] is approximately tedaat:

9mCc

S, -
C .G +CcC +CcCy

(4.4)

After compensatiors]y| is much larger thasf| (pole splitting). To guarantee sufficient phase
margin the frequency o$,, must be larger than the unity-gain frequency & dpamp.
Typically [sy2|=2GBW=2g1/C. is selected, giving approximately 63° of phase gimar
Replacing this value o] in (4.4) we obtain:

CLCl + CCCL + CCCl
Ce

Iz = 20m (4.5)

The positive zero which arises because of the fsadpath througiCc is usually eliminated
either by means of a zero-nulling resistor in sevigh Cc or with a voltage or current buffer.
The function of the buffer is to make the path asrdhe compensation capacitor uni-
directional, i.e. the FF direction is blocked, vehthe feedback is maintained. The method
described so far does not lead to the optimal mwiusince it causesver-designingof the
operational amplifier, as we guarantee stability &0 kinds of passive feedback networks
although the opamp feedback is merely capacitivaedver, the load capacitance is typically
assumed to include also the integrator feedbackaiamce, further increasing the required
Omz2- In fact, assuming a constant overdrive voltabe, llias current required in the output
stage is proportional to the requirgg. Another issue of the standard method is repredent
by the introduction of an additional zero when gsihe opamp as RC-integrator. This zero
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arises from the external feed-forward path throtighintegration capacitan€eand must be
taken into account in order to avoid instable béhav

4.2.2. New design approach

To overcome the issues with the standard approacitarnative solution is proposed in this
section. This consists in designing the whole irdgegy without separating the opamp from the
rest of the integrator. The small-signal equivaleintuit of theRC Integrator is depicted in
Fig. 4.3.

—_————

—_—— e —

Fig. 4.3. Small-signal equivalent circuit of the aive RC-integrator with a 2-stage opamp

Applying the Norton equivalence at the input thewit in Fig. 4.4 is obtained.

C
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IN R 0,4V 1 0,0V, C
| ImVa m2VB LT |
] ey T 77 5T

|
1st stage 2nd stage 3rd stage

Fig. 4.4. Norton equivalent small-signal circuit othe activeRC-integrator with a 2-stage opamp

R is the input resistorC the integration capacitancgsmi, R;, C; andgmy R, C. are the
transconductance, the output resistance and thmutoaapacitance of the first and second
stage respectivelyCc is the opamp compensation capacitor a@bg» the gate-drain
capacitance of the amplifying transistor of theosetstage. Both can be joined together into
Cc’, since they are in parallel. It should be notedt tB. doesnot include the feedback
capacitorC but only the capacitive load of the integrator.of the £' and 2¢ integrator used

in the filter topology proposed in this work is dmas only resistive components load the
integrators. On the other hand the load capacitafidcee 3" integrator is relatively large,
since this drives the input capacitance of the tipan

Interestingly this circuit can be seen as a “ttstsgye amplifier”, where the®Istage of the
new amplifier is the Norton equivalent of the sigeaurce and the input resistor and has unit
gain. This representation simplifies the analygishe circuit, since we can make use of the
available literature about three-stage amplifiard their compensation. In particular we can
consider the integration capacitoras the compensation capacitance of the outerrmogtdf

a nested Miller-compensated amplifier. The comp@msaechnique used in this work is that
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proposed in [Leu99], which employs a common zertinguresistor to eliminate the positive
zero arising from the FF paths througlandCc.

With the aid of the symbolic math software Maple® walculate the transfer function of the
small-signal equivalent circuit of the RC-integrato

cle,+C)g, Co

_ Otz Oz
H (S) ADC k3$3 + k232 + k1$+1

s-1
(4.6)

The third ordedenominator has following coefficients:

k, DRR RClc,C. +C,C, +C,C.)
kz O RlRL RCQ (gmz - gml) (4-7)
k, DRR, 9,,(RCgy, +C)

Dominant pole. Since the dominant polg; arises at the input node because of the Miller-
magnified integration capacitan€eand is located at a very low frequency, we canartak
assumptionshi|<<[s,2|, k3| This leads to following:

. 1 _ 1
Ky

" RR,0.,(RCg, +C. C. .
RR,0,(RCG,, +Cq ) ADC( J 4.8)

S

pl
RC+—
Om

where Apc is the DC gain of the opamp. The dominant pRleis due to the integration
capacitance, which appears at the virtual groundenmagnified by the opamp DC-gain
(Miller effect). Eq. (4.8) shows the frequency shuf s,; because o€Cc from the theoretical
value 1/RCAoc). This directly causes a gain error of the integraas the 20-dB-slope range,
in which the circuit works as an integrator, staatsan earlier frequency as required. To
minimize the pole shift because®¢ following condition must be fulfilled:

Ce D& <<RC (4.9)

O Ym

By writing the reciprocals of both size of (4.9) get:
(4.10)

Eq. (4.10) states that the unity-gain frequengyof the opamp must be much larger than the
corner frequencyy of the integrator.

Non-dominant poles.Two other poles are located at higher frequendhigh the dominant
pole approximation they are the solutions of theagign:

k,s* +k,s+k =0 (4.11)
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If (4.10) applies and we replace theoefficients according to (4.7) equation (4.119drees:
(C.Ce +C.CL +C.Ce )8 +(9np = 9 )CeS+ GGy =0 (4.12)

The non-dominant poles can be real or complex-gat@) depending on the circuit
parameters. In order to get a stable system afispolust have negative real parts. This is
accomplished if:

k,>0=0,,>0n (4.13)

Another important aspect is that these poles dalapénd, at a first order approximation, on
the output resistance of the individual stages. gtiess,, ands,s can be real and distinct or
complex-conjugate depending on the discriminandf the quadratic equation (4.12). The
transconductance of the output stagg should be large enough to shift the non-dominant
poless,,, Sz at frequencies, where the integrator gain is niasler than one, that is, beyond
its corner frequency. This is required to presetive integrator transfer function, i.e. 90
degree phase shift and an amplitude slope of -28etBup to the corner frequency.

Zeros. Analyzing thenumerator we recognize two zeros. These are the roots addbation:
ClC, +CL ) +Ce QS = GmOm =0 (4.14)

Eq. (4.14) has two positive and one negative coefit. According to Descartes' rule of signs
one solution is negative and one is positive. Aitpaszero has the same phase behavior as a
pole, leading to a worsening of the phase margmadditional measure against this problem
must be taken. Zeros arise from feed-forward pgblessible solutions to eliminate these
include: path interruption via current buffers [A&3) or voltage buffers [Tsi76]; additional
feed-forward transconductance paths [You97]; insemdf zero nulling resistors [Leu99]. The
last technique was preferred because of its highearity and lower power consumption.
This technique includes a common resistor amongwioefeed-forward paths of the multi-
stage amplifier (Fig. 4.5).

The new transfer function becomes quite complexrasdthe form:

n;s® +n,s’ +ns-1

H(s)= 4.15
(8)= Ao k,s* +k,s® +k,s? +ks+1 (4.15)
(l:l
FF-path 1 e B il |
FF-path 3 - Cqiz opamp
Ce | R ouT

e
<
=
1| ';U
0
I
M
T =
8
g %
o
<
=)
| Py
0O

I—

Vi /R %R
11

Fig. 4.5. Small-signal equivalent circuit of the aive RC-integrator with a 2-stage opamp and zero-nulling
resistor
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indicating the presence of three zeros and fouspdlhe third zero is introduced by the new
FF-path after the insertion 8%, sinceCqyqz is not in parallel witlCc anymore.

Making following assumptionsgm:R:, gmR >>1 (i.e. high stage gainRc<<RR;,R. and
Cga<<C1,C.,Cc the numerator and denominator coefficients cacabeulated, again, with the
aid of the symbolic software Maple®:

ky LRRR.CcRCIC,C, +Cy,C, +Cye,C )
k, DRR RCC,C. +C,C, +C,C.)

kz O R1RL RCC‘C (gmz - gml)
k, ORR g, (RCg,, +C;)

(4.16)

DngchCcC

9 Ym2

C—CcOmRe t Clc
9 Om2

- Ce ~9mR(C+Cc)
1
gm2

3

n, 0OC

(4.17)

where, againCc is the sum o€c andCqyq. The denominator coefficienks, k. andks are the
same as in the case withdeg if Rc is “small”. At first it will be assumed that theles are
largely spaced, except fay, andss:

[Sea] << [Sy2] [ Sps| <<[Spa] (4.18)

This assumption statethat the integrator has one dominant maletwo “middle frequency”
polessy,, Sp3 and one high-frequency pade. Hence, we can calculate the poles as following:

1
oL D-k— (4.19)

1

S

The location ofsy; is the same as in (4.8), hence it is independérR-0 The middle-
frequency poles,, ands,; of the integrator are the roots of the equation:

kys? +k,s+k =0 (4.20)

Since the coefficientk,, k, andk; of (4.16) are the same as in (4.7) the locatiog,0dnds,3
remains, at first order, unchanged after the irmedf a low-ohmidrc.

The high-frequency polg. is given by:

K [c.c.+cc, +c.c)

Spy - =
k4 RcCc (CLcl + ngzcl + ngch)

(4.21)

® The assumption is valid for realistic valuesggf R, C; and under the previous assumptions (i.e. larggesta
gain, Rc andCqyq, “small”). Transistor level simulations of the paged integrator confirm the correctness of the
reasoning.
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Spa goes toward infinity iRc is zero. For realistic, smaic values, this pole can be neglected.
Thezerosof the integrator are the roots of the polynomial:
ns’+n,s”+ns—-1=0 (4.22)
Replacing they; coefficients the nominator is:
Cya2R.C.CS* + C(C1 +C, - chmch)s2 + [CC -9,,R(C+C. )]gmls— Omulm =0  (4.23)
The three roots of (4.23) are the zeros of thegmat®r. The sign of the zeros can be
determined with the aid of the Decartes’ rule stathat the number of positive roots is equal

to the number of sign differences between conseegbefficients.

Following table summarizes the sign of the coedfits and the sign of the zeros for different
values ofRc:

Rc value Sign of the coefficients Sign of the zeros
s | ] s | ¢
_ B one positive, one
BC_O 0 * * negative
0<Rc<Cc /[gmAC+Cc)] + + + - itive. t
Cc[gmAC+C)l<Re<(CrHCe)l(gnc) | + | + [ - [ - O“Gr?é’;;t'xlee wo
Rc>(C1+Cc )/ (gmLc) + - - -

Tab 4.2. Sign of the zeros as function &¢

Clearly the number of sign variations is always areaning that one positive zero is always
present and cannot be eliminated. Still, it carshiéed to higher frequencies, where it is not
an issue for the integrator frequency response.rdtielocus of the zeros as functionRy is
shown in the next section for concrete values efddypacitances and transconductances of the
integrator.

The sizing of the circuit was performed in fourpste

1) Randgm; are given by noise specs, since they give theopne@thnt contribution to the
input thermal noise of the integrator. OrR & obtained, the integration capacitance is
set by the integrator corner frequengyg1/RC.

2) Ccis sized according to (4.10).

3) The transconductanag,, of the output stage is chosen in order to loch&erton-
dominant poless,,, s;3 far beyond the corner frequency of the integraigrl/RC.
This preserves the frequency response of the wmtimgrAn upper limit ofgm; is
determined by the power consumption of the outgages A good compromise
consists in placingy, Syzat frequencies which are ten times larger than

4) The last step is the choice & in order to maximize the phase margin of the
integrator by shifting one positive zero towardnitj.
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4.2.3. Dimensioning of the f'integrator

In the following the dimensioning of the componentsthe f' integrator is explained. As
described in Tab. 3.6, for thé Integrator following values were chosen:

R=3kQ, C =112pF (4.24)

where R is the input resistor an@ the feedback capacitor of the integrator. The eois
contribution of the input resistor was calculatedsection 3.52. The transconductagge of
the input p-mos transistors is chosen accordinthéomal noise considerations. The input-
referred opamp thermal noise is, neglecting thekEli noise:

Weorm =\/2§£(1+g—”“}fs (4.25)

3 gml gmn

where the factor 2 accounts for the differentigbliementationfg is the signal bandwidth and
Omn IS the transconductance of the load current sswtéhe opamp input stage. Eq. (4.25) is
an approximate formula valid for long channel tistzss; nevertheless it is sufficient for an
estimation of the noise. Assumigg: 0On~=1.2mS and a signal bandwidth of 12.5 MHz, the
resulting input-referredms noise voltage amounts to 21.4uV.

The maximum SNR due to the opamp thermal noisavlgn an input sine signal with a
single-ended amplitudé-s=0.325V is applied:

2
SNR, oparmp = 10|og% = 86.6dB =14.1bit (4.26)

VnOTAl

Eq. (4.26) shows that the thermal noise introdunethe opamp with the selectgg is very
small for the intended modulator resolution of itl Bhis choice is dictated in order to let
some margin for other noise contributors. In patéic a large contribution to the overall
input-referred circuit is produced by the curremtirges of the main DAC as explained later.
A further contribution is given by the Flicker neisf the active elements.

The compensation capacitor is dimensioned according4.10) so that the unity-gain
frequency of the opamp is a factor 10 larger tlm@ncorner frequency of the integrator:

— gmlR
C.= —: 4.27

Eq. (4.27) leads to a compensation capacitor ofcqapately 400 fF.

The transconductance of the opamp output sggges chosen so that the polgs, S are
larger than the unity-gain frequency of the opampi.e., at least ten times larger thar)
and exhibit only moderate peaking. Fig. 4.6 shdwesrbot locus of the non-dominant poles as
function ofgn, according to (4.12).

The capacitances needed for the estimation ofoitetibn of the non-dominant poleS;( C,
Cqd2) Were estimated according to technology data efakide capacitance (11 fF/@rand
considering the dimension of the transistors reglfor a givergm. gm: was fixed to 1.2 mS
according to thermal noise requirements as prelyaxglained.
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The values oRy, R_ are not required for the estimation of the zerd pale location, since
these terms do not appear in the formulas of theyacal model. The DC-gain of the
integrator was assumed to be 225 (47 dB), whichrsalistic value for a two-stage amplifier
in 0.13 um CMOS. This value is needed for the deftetion of the dominant polg.. The
Bode diagram of the integrator according to theppsed model (4.6) as function gf; is
plotted in Fig. 4.6. Agm2 value of 2.4 mS was chosen, this being a good comige between
low frequency-peaking (largex, reduces peaking and increases the frequensy,of,3) and
low-power (largegm means more power consumption).

v10° Pole-Zero Map
5 . . . . Bode Diagram
x 60 T
SpZ’ Sp3 8 40f

§ 20+

o 2 gl —gm2=1.5m$S

< g — gm2=2mS
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Fig. 4.6. Left: Root locus of &, 3 as function ofgy,, right: Bode diagram of the integrator as functionof
Omz according to (4.6).

The last step consists in dimensioning the zertingutesistorRc. Fig. 4.7 shows the zero-
locus depending oMk according to (4.23). While the negative zex@ remains nearly
constant, increasingrRc the positive zeros,, is shifted toward higher frequencies, thus
increasing the phase margin. Alsgis shifted, still its effect remains negligiblelasg asRc

is small enough (high frequency zero).
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Fig. 4.7. Root locus of the zeros as function &

Fig 4.8 plots the Bode diagram of th&iftegrator for different values &. A value of 300

Q guarantees a maximally flat phase response, hendese margin of 90° as in the ideal
integrator.

90



Bode Diagram Bode Diagram

50

oF -

Rc=0

Rc=133 Ohm

50 — Rc=266 Ohm|- - - — — — _ _ 3

Rc=400 Ohm
|

Rc=0 |~ 7= 1
“10H Rc=133Ohm| _ L L L ™
Rc=266 Ohm

Rc=400 Ohm : : : :

Magnitude (dB)

Magnitude (dB)
o
T

-100 !
360

- 315

270F —— - - -+ - ==

Phase (deg)
Phase (deg)
N
~
o

90p - - - - -

I
|
|

180 -----d4------ e i i
|
|
|

b— o — =

o) S —
4
10

10° 10 10
Frequency (rad/sec) Frequency (rad/sec)

Fig. 4.8. Left: Bode diagram of the TF of the T integrator as function of RC. Right: zoom-in
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Model verification. An RGintegrator was implemented as depicted in Fig9)(4and
simulated at transistor level. The input resiskb@and the integrating capacitan€e are
highlighted in blue. The opamp consists in a twagsttopology without stacked transistors
for low-voltage compatibility. Input p-mos trangiss were chosen in order to minimize
Flicker noise [Raz99]The output stage works in class A in order to gneee maximum
linearity. A common-mode feedback (CMFB) circuit ircluded, based on a differential
amplifier with diode connected loads ([Gra0l], @48 The common-mode output voltage is
sensed by means of two relatively large resisirs30kQ2 and compared with a reference
voltageVre=Vpp/2=0.6V. Two small capacitoiG.n, (50 fF) are included for improvement of
the phase margin of the CM-loop. The nmos transdtading the input stage are split in two
identical parts. One part is biased with a consgiaté voltage/s,, the other is controlled by
the output voltag®. of the CMFB amplifier (dashed rectangle in FiQ)4This reduces the
load capacitance of the CMFB amplifier, thus impngvthe phase margin of the CMFB loop.

VEPS‘IJ I% IET wT CMFB Ig

ooV,
wd y

R V. Ve

< R

C

R,
N
Con

g EPE

V.

in in

Fig. 4.9.RC-integrator based on a two stage opamp with commomode feedback (CMFB)

Table (4.3) summarizes the transconductance oantglifying transistors of the®1and the
2" stage together with the dimension of the passoraponents, Table (4.4) indicates the
dimension of the main opamp transistors and FigOj4depicts the Bode diagram of the
approximated transfer function of the integratayetiver with the transistor level simulation
results. Good accordance between the model andsithelation is obtained up to high
frequencies. The deviation of the simulation resfribm the model at high frequencies is due
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to the effect of parasitic capacitances which wereincluded in the model. Thé' integrator
consumes 786 W draining a total current of 655nchuding bias and CMFB.

Circuit parameter Size Circuit parameter Size
Om2 2.4 mS CL 100 fF
R 3kQ ExternalR 5 kQ
Rc 300Q Cqaz (simulated) 22 fF
C 1.12 pF C, (simulated) 160 fF
Tab 4.3. Main circuit parameters of the f' integrator
st
1% stage 1% stage 1 msgasge 2" stage | 2" stage CMFB CMFB CI:AnI(:)E
input pmos | nmos loads curFr)ent tail input nmos | pmos loads | input pmos | nmos loads curFr)ent tail
W 80 um 40 pm 40 pm 24 um 40 pm 40 um 20um 20
L 0.24 pm 0.6 pm 1pum 0.24 pm 1pum 0.24 pm 0.6 um mlp
Tab 4.4. Size of the main transistors of the opamip the 1% integrator
60 0
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Fig. 4.10. Gain Magnitude (left) and phase of thersulated 1% integrator compared with the analytical

model

To confirm the noise estimation the input refermealse of the opampnput stagewas
simulated. The PSD is plotted in Fig. 4.11. Frorfremuency of about 1 MHz the thermal
noise of the input and load transistors dominates the Flicker noise. Thens input noise
integrated in the signal band of 12.5 MHz amouat3( puV, i.e. a SNR due to circuit noise of
87.2 dB is achieved, which is in accordance withdhalytical estimation (4.26).
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4.2.4. Dimensioning of the 3% integrator

The 2¢ integrator is realized with the same architecasethe T integrator. The integrator
circuit noise is shaped by the previous integrabt@mmce, a larger input resistBr can be
chosen for this integrator. To realize the integrabefficientA,=0.418f; following values of

the input resistor and the integrating capacitarewesedR=20kQ, C= 300fF.

In order to reduce design and layout time the sii@etical active elements are used for the
1%t and the ¥ integrator. The only differences are the valuethefcompensation capacitance
and of the zero-nulling resistor. Tab. 4.5 synthesithe component and transconductance
values, while Fig. 4.12 compares the Bode diagratheoanalytical model with the results of
the transistor level simulation. The power consuampbf the pa integrator amounts, as in the
1% integrator, to 786 mW.

Circuit parameter Size Circuit parameter Size
Om1 1.2mS Cc 300 fF
Omy2 2.4 mS C 100 fF
R 20 kQ ExternalR 5kQ
Rc 700Q Cyaz (simulated) 22 fF
C 300 fF C; (simulated) 160 fF

Tab 4.5. Main circuit parameters of the 2% integrator
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Fig. 4.12. Gain Magnitude (left) and phase of thersulated 1% integrator compared with the analytical
model

4.2.5. Dimensioning of the & integrator

The 3% integrator of the loop filter has different reritents when compared to the
preceding integrators. On the one hand the lineagiuirements are relaxed because of its
position at the end of the loop. On the other ha&indust provide good slewing properties
since it is fed by a RZ-DAC. In fact, a RZ-DAC ikazacterized by large current variations
from zero to the data-depending current value.Heunbore, all FF paths of the loop filter are
connected to the virtual ground of the opamp, fegd relatively large amount of current.
The optimal solution for such demands is a classpBh-pull output stage which joins low
quiescent currents with large maximum output cug.efihe required level shift between the
gates of the output transistors for class AB b@gsinrealized with a transistor coupled feed-
forward control [Mon86], which has good quiescenirrent regulation, low chip area
requirements, low-voltage suitability and good higlkguency behavior [Hog96]. The
simplified schematic of the opamp used in th®iBtegrator is shown in Fig. 4.13. The
function of the level shifter stage is to keep i@ voltage difference between the gates of the
output transistors constant. This works as follawiii the gate voltage of the output nmos
rises, theVgs of the nmos transistor of the level shifter drapgiether with its drain current.
Since the level shifter is biased with a constamtentlg, a larger portion of this current will
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flow through the pmos of the level shifter. Thisisas its source voltage to rise, thus rising
the gate voltage of the output pmos transistor.ddethe difference of the gate voltages of the
output transistors remains approximately constant.

V,
output stage /T\ slﬁi\;salr 52._| Slﬁi\;teelr /—l—\ output stage
I \ij D1,
| i I
VOT.II V Vn in in V V V -
& .p_|[ l_. .n—| |—.p —.Ou‘
' o Liy |
I ¢
oD A |
L Bf f Ig

Fig. 4.13. Opamp of the 8 integrator with class AB output stage [Mon86]. CMMB and compensation
capacitors not shown for simplicity

The input stage current is sized so that no slewowirs according to high-level simulations
of the modulator. Concerning the ac behavior of ititegrator, no zero-nulling resistor is
required, since the outpgt, of this opamp is large. Thé%3ntegrator drains a total current of

1.34 mA in the quiescent state, correspondinggoveer consumption of 1.61 mW.

Circuit parameter Size

Om1 1.6 mS

Om2 (quiescent) 9.8 mS
R 3.7k

C 300 fF

Cen 150 fF

Ccp 150 fF

C 800 fF

*sum of g, of both output transistors
Tab 4.6. Main circuit parameters of the ' integrator

4.3.Loop filter passive components

The following section describes the implementatbthe integrated resistors and capacitors
used in the loop filter.

4.3.1. Capacitors

All capacitors are metal-metal capacitors (MIM)wit specific capacitance of 1 fF/firthis
ensures high-linearity and low voltage and tempeeasensitivity. Since the CT integrator
coefficients are given bRC time constants, they are largely inaccurate becatishe large
process variations of the absolute values of imtegk capacitors and resistors in the order of
+30%. To cope with this all integration capacitars realized as switchable, binary weighted
capacitor banks in parallel with a fixed capacitbhe implementation of the integration
capacitors of the®lintegrator is depicted in Fig. 4.14. The wantedazitance value can be
tuned by means of a digital calibration word andgsal to:

n-1

C=Cy +2) bC, (4.28)
i=0
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whereC, is the unit capacitance. A 4-bit array is usedtfierintegration capacitance of thé 1
integrator, 3-bit are used for th&2ntegrator, 2-bit for the '3integrator. The values of the
unit and fixed capacitors for all three integratars given in Tab. 4.7.

Integration capacitance of Ciix C,
1% integrator 700 fF 40 fF x 30
2" integrator 75 fF 17 fF x 14
3% integrator 39 fF 17 fF x 6

Tab 4.7. Composition of the integration capacitance

Fig. 4.14. Digitally tunable integrated capacitor 6the 1% integrator

A fully symmetrical, common-centroid layout of thait capacitors in the bank minimizes the
systematic mismatch between the binary weighteaatps. Fig. 4.15 depicts the layout of
the variable part of the two integration capacit(iferential implementation) of the®'1
integrator. The number denotes the weight of thgaciéance to whom the unit capacitors
belong, the indexea andb denote the integration capacitance of the diffgaémircuit to
whom they belong (cp. Fig. 4.14).

Cl6b Cl6b Cl6b C16b C8b C8b C4b C2b C4b C8b C8b Ci6b Cl6b Ci6b C16b

Cl6a Cl6a Cl6a Cl6a C8a C8a Cda C2a Cda C8a C8a Cl6a Cl6a Cl6a Cl6a

Cl6a Cl6a Cl6a Cl6a C8a C8a Cda C2a Cda C8a C8a Cl6a Cl6a Cl6a Cl6a

C16b C16b C16b C16b C8b C8b Cab C2b Cab C8b C8b C16b C16b C16b C16b

Fig. 4.15. Layout of the tunable capacitors of thé* integrator
4.3.1.1. RC-calibration circuit (not implemented)

A possible way for automatic calibration of tiRC time constants of the integrators is
depicted in Fig. 4.16. The circuit works as in thlbowing: one plate of the capacitor under
test is separated from the integrator and conndotgtbund by means of a commuting switch
S. A constant voltagé/r; is applied to the so obtaindRIC member; at the same time a
clocked counter is triggered. The voltageacross the capacitor rises according to:
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Ve (t) :vm(l—e_RtC] (4.29)

where C is the capacitance composed by the fixed capaCiprand the additional binary
weighted capacitors which are currently switched on

rese T
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V, ]
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? ! ! n
n
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<« DIGITAL
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Fig. 4.16. A possible automatic circuit for calibréion of the RC products

Vc(t) is compared with a reference voltagg by means of a comparator which toggles as
soon as/c reached/g.. At this point the counter is stopped by the gswoltage at the pik.
The time required by the capacitor to be chargeithé¢oreference voltager. is proportional

to theRC product:

Vv
t, =RCIn—R~ (4.30)

Rl VR2

The value stored in the counter at the end of Hagge process is the number of clock cycles
required by the capacitor to be charged, hencarditg to (4.30) is proportional to tHeC
product. A digital comparator can switch additiore@pacitors on/off depending on the
difference between the digital word in the comparand a reference worflrer Which
represents the charging time for a nomiR&constant. The so obtained new capacitance is
reset with the switclts, and charged again. The calibration procedure teates when the
difference between the charge time (representethancounter at the end of every charge
process) and the nominal timigeris smaller than a minimum value.

A different calibration circuit, which charges tbapacitor with a constant reference current is
shown in [Mit06].

4.3.2. Resistors
The integrated resistors are implemented with padg® non-salicided resistors in two

flavors: high-resistance for the large feedbackstess of 529 K to save chip area and
reduce the parasitic capacitance, normal typelfatlzer resistors.
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4.4.Quantizer

A 14-level flash ADC is used as a quantizer. Thimsists of a resistor ladder for the
generation of the reference voltages and 13 samptedparators. Each comparator is
composed of a switched capacitor sampler, a pregenph cross-coupled bistable element
and a D-flip-flop for output synchronization (Fi§17).

resistor  Veg Vg comparator
ladder l o[ — latch
DD S e D OUT,
—>
Vier13H C clk
V., o
VreflS et L=
[ H ] ream latch
—-|S P D ouT,
Vref12 ' Vier 120+ C clk
: Vref 20| |
|
1
vV 1
ref2
o+ latch
Vrefl _ preamp A
s D | out,
Vrefl &+ C clk
— VreflS._ _

Fig. 4.17. Schematic of the 14-level flash ADC us@s quantizer

The offset requirements are not very stringent beeaf & order noise shaping. Behavioral
simulations show that an offset of up to 20 mVoiertable to achieve the required resolution
of the modulator. On the other hand glitches atthraparators’ inputs are problematic. These
can be reduced by means of a low-ohmic resistateladvhich nevertheless leads to larger
static current consumption. To keep the resistpe sit a reasonable level additional pre-
amplifiers are used, which work as buffers betwidmninputs and the cross-coupled latches
of the comparators. Each preamplifier consists ofliferential pair with current tail
transistors and low-ohmic passive loads (Fig. 4.A8}urrent of 30 pA flows in each branch
of the differential amplifier. The value of the tbeesistordr =20k is chosen according to a
trade-off between speed (lower values enhanceutieftfrequency), gain (largeR. means
more gain, i.e., more suppression of mismatch aditchgs of the latch stage) and DC output
level (the gates of the following stages must faséddl in strong inversion). The main preamp
parameters are listed in Tab. 4.8. An additionalaatage when using a preamp is the
reduction of the input offset of the quantizer.fact, the input offset of the cross-coupled
element (latch) is usually large, as the areasofrénsistors must be kept small to reduce the
dynamic power consumption; on the contrary, lafgeroffset transistors can be used in the
differential pair of the preamp. In this case thiegmp gain reduces the contribution of the
latch input offset to the total offset. The offsetltage of the preamp was estimated
considering only the mismatch of tkfe of the input transistors. According to [Pel89]:

An
o(Vos) DofV; ) O WL (4.31)
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whereAyr is a technology constaty,1=5.2 mV/um in the used technology akid, L, are the
width and the length of the preamp input transsstespectively. The calculated input offset
Vosamounts to 3.4 mV for each pre-amplifier.

Gain Ioc W/Lin f3dB Vos R

19.7 dB 60 pA 10um/0.24 pm 1.17 GHz 4.7 mV k

Tab 4.8. Main parameters of the pre-amplifier

In order to allow nearly rail-to-rail input signadésd reference voltages of the comparator, a
switched capacitor (SC) input network is providédy( 4.18), which makes the bias voltage
of the input transistors of the preamplifiers inelegent on the signal and reference amplitude;
otherwise these would be completely turned offif@ut signals (or references) approaching
the negative supply rail if of n-mos type (positivail for p-mos inputs) making pre-
amplification possible only in a reduced input ranjon-overlapping phases andg, (Fig.
4.19) are used for the sampling of the referendeage difference and of the input signal
difference respectively. Channel charge injectiaomf switched off transistors is minimized
by using half-sided dummy transistors with opposiaatrol phases connected to the sensitive
nodes. The sampling capacitan€&sare sized according to a trade-off: larger capacs
decrease the signal attenuation at the input beazfube capacitive divideZ~Ci, (Fig. 4.18)
and reduce KT/C noise; smaller capacitances arggetidaster and reduce loading of the
preceding integrator. A value of 60 fF was chogserCt.
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Fig. 4.18. Comparators’ input stage: SC network angbre-amplifier
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Fig. 4.19. Non-overlapping sampling phasesf{ and¢,) and reset phase. The decision starts .
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After sampling, the output voltages of the preamgadnverted into currents by the common
source (CS) transistoid, (Fig. 4.20), which are biased by a current of 2®ach. The CS
transistorsM, work as a buffer between the latch and the preasthcing the capacitive
coupling, therefore the kick-back noise at the caragr input. The current difference from
the CS transistors is injected into a cross coupdech which performs the comparator
decision. To reduce hysteresis a reset switch clbedr by the phasees is provided. When
resis high the reset switch ssvitched on (reset phase) and both outputs of iesaoupled
latch are at approximately half the supply volta§ethe high-low transition ofes the reset
switch is switched off and the decision phase acc@ifter a short time the latch toggles to a
stable state, where one output reactigs and the other one is close to ground. Hence the
maximum voltage variation at the output is limited/pp/2 (instead olpp), further reducing
kick-back noise at the comparator input. CMOS itersrwith asymmetrical dimensioning of
the n-mos and p-mos transistors are used for reg@me of the logic output level. Finally a
D-Flip-Flop completes the comparator to avoid sigdapending decision time of the
comparator. The D-FF is clocked in order to gemepatonstant delay afy2 between the
decision time and the time at which the comparatdput is updated. Power-off switches are
included, saving power by deactivating currently uged circuit parts.

e

'y
V, M
VB._| Mol ’ ._li ”

Fig. 4.20. Schematic of the comparator

The table below shows the size of the active comptnused in the comparator. The
comparator layout is depicted in Fig. 4.21.

Transistor My M1 M, Mgy M, My Minvn Minvp | Switch
Width (um) 10 60 0.6 5 0.6 1 0.5 2 4
Length (um) 0.24 0.36 0.12 0.36 0.12 0.12 0.12 0.12 0.12

Tab 4.9. Transistor size of the comparator

‘ _ V gl
Fig. 4.21. Layout of the comparator
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The reference voltages required for the compam@atergenerated by a resistor ladder which
divides the supply voltage. The ladder is compobgdl2 resistors of 8@ and two
terminating resistors of 480 between the largest reference afgd and between the smallest
reference and ground. All 8Q-resistors are realized with two 16Bresistors in parallel to
increase the layout area in order to reduce tlagivelvariations due to process mismatch.

The resistor ladder drains a total static curré®® LA and the 13 equally spaced thresholds
are between 0.3 and 0.9 V with a spacing of 50 ifive total power consumption of the
guantizer, including bias circuit and resistor leaddmounts to 3.7 mW.

4.5.Main DAC

The main NRZ DAC is an 11-bit-accuracy, differenfAC implemented with 13 identical
Cascode current sourcks(Fig. 4.22a). Thé-th current is switched to the left or to the right
branch according to the sign of the quantizer d@atgroviding fully differential operation.
The current summation takes place at the virtualigd node of the®lintegrator. In order to
provide bi-directionality, a constant, half fullade current 13,/2 feeds current to the virtual
ground. This fixed current source consists of a @vi@gulated Cascode with large output
resistance. A single-ended schema of the diffesbimiplementation together with thé'1
integrator is shown in Fig. 4.22b. The current sibge topology was chosen due to its
advantages in term of fast response time. In fagy, delay in the feedback loop of the
modulator increases the excess loop delay, worgegharesolution and eventually leading to
instability. As explained in section 3.9 the NRZ OMnust be able to provide a current in the
range [-108.33uA; +108.33uA]. After insertion ofieed current source, which continuously
feeds 108.33 pA, the multibit DAC must be able tain a current in the range [O;
+216.66A]. This is accomplished with a bank ofsi8tchable unit currents of:

_ 21666UA

IU
13

=1666uA (4.32)

VBZ._| M2

LG L4 . (§
VBl._| M,

(@) (b)

Fig. 4.22. a) Schematic of the unit current sourcdy) single-ended schematic of the DAC location
4.5.1. Mismatch

The matching of the unit current sources is of gliagortance for the linearity of the
modulator. Because of the DAC location in fronttleé loop, the DAC non-idealities are not
suppressed when referred to the modulator inpuy. won-linearity in the DAC will have a
direct effect on the SNDR and SFDR of the moduldioriting its accuracy. In particular,
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any mismatch in the theoretically identitamodifies in a random way the height of a current
step in the static DAC characteristic, introducargintegral non-linearity (INL). To quantify
the mismatch between the current sources we usedidel for the current mismatch of two
closely spaced MOS-transistors [Kin96]:

Al 1 4N
02( “]:—{A2+ sz} (4.33)
I VVlLl VOVl

u

whereW; andL; are the width and the length of the common so&®) transistoM,
implementing the unit current source (Fig. 4.23&)y1 its overdrive voltage and; and Ayt
the technology parameters accounting for the rand@mation of the current factor
S=unCoxWi/L;1 and the threshold voltagé respectively. At this point it should be notedttha
the contribution of the common-gate (CG) transsidp to the current mismatch can be
neglected if the output resistance of the CS teamis is large.

Eq. (4.33) shows that the variance of the relatuerent mismatch of two adjacent MOS
transistor can be minimized by enlarging the aflepand/or by increasing the overdrive
voltage Vovi. While the first condition increases the chip afiea the chip cost), the upper
value of the latter is limited by the fact tHdt must operate in saturatioNgs>Vovi). A
value of 0.4 V folVoy1 was chosen as trade-off between low mismatch pedation ofM; in

the saturation region.

Assuming the switches as ideal, i.e. the voltage dcross them is negligible, a total voltage
of Vpp/2=0.6 V is available for th€ps of both the CS and the CG transistors. The |lapger

of this voltage, 0.45 V, was allocated for the drapurce voltage of the CS transistor. This is
required to guarantee a large output resistant¢keoturrent source. The residual 0.15 V are
used by the CG transistor. The drain-source voltagfeM; and M, Vps; and Vps, are
selected by biasing the gates with an appropriaftage.M, was dimensioned so that the unit
current defined in (4.32) and tMps, of 0.15 V bias the transistor with an overdrivdtage
Vov=0.1V, that is, in saturation. This further enhantiee output resistance of the current
source. The operating point of the DAC transissasummed up in Tab. 4.10.

Transistor Vov Vps lps
M, 0.4V 0.45V 16.66uA
M, 0.1V 0.15V 16.66uA

Tab 4.10. Biasing voltages and currents of the tragistors of the current source

The overdrive voltage of 0.4 V for transistdi is small enough to neglect the contribution of
the p factor to the current mismatch in (4.33). Accogdito (4.33), for a transistor area
A=W;L; of 1250 urﬁ and assumingw=5.2 m\fum a relative standard deviation of the unit
currentl, of 0.073% results. For the technology used, uttteebias conditions in Tab. 4.10, a
WIL ratio of 0.5 is need for transistt; to provide the required unit current, resulting in
following dimensioning of the CS transistdd4): Wh=25umL;=50um.

Since the current mismatch leads to an INL whichegarandomly, a model is needed to
estimate the yield of the DAC, defined as the patage of the DAC fulfilling a given INL
specification. By N-bit accuracy the maximum tol#ealNL is:

INL, ., =

max
2

(4.34)
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Analytical models exist in the literature for thstimation of the yield ([Van00], [Lak86],
[Lak88]). However, these models provide only anragpnate result of the yield and are not
sufficiently accurate. A better way for yield es#tion is represented by Monte Carlo
simulations. MATLAB® code was written to perform.Q00 simulations for each random
generated vector composed of 13 unit current ssu€ach current sources has a threshold
voltage:

Vi =V +AVE ang = Vo +L (¥andn (4.35)

WL

where V1o is the nominal threshold voltage (0.22 V for largansistors according to
simulations), 4Vt ang the random component ofy and randn is a normally distributed

random number with zero mean and unit standarcatdexi The unit current together with its
random variation was calculated with the currentagign in saturation:

W, W,
(VGS _VT )2 = lunCox (Vov1 - AVT,rand )2 (4.36)

— 1 1
|U /'II"ICOX 2L1 2|_1
The Wi/L; ratio was set to 0.5 according to the requirederurand overdrive voltage, the
productu,Cox Was obtained after transistor level simulationdhaf transistoM; under the
biasing conditions given in Tab. 4.10.

The Monte Carlo simulation shows a yield of 80% tloe required accuracy of 11.5 bit. In
other words, 80% of the 10.000 random generated BRA@bit an INL, which is better than
LSB/2, where LSB=1/2"".

4.5.2. Signal depending DAC non-linearity

A systematic INL error is caused by the signal-akeiey output resistance of the DAC. The
signal-depending INL is, expressed in LSB [Raz95]:

R n
INL =—*2
ar, (4.37)

wheren=13 s the total number of unit current sourdgsthe DAC load resistance seen at the
integrator virtual ground;o the output resistance of a unit current sourceMioe required
accuracy of the DAC. The demonstration of (4.3 feforted in Appendix B.

The available voltage of only 600 mV for the Castatlirrent sources is nevertheless
sufficient to bias both the CS and CG transistorsaturation, ensuring an output resistace
of 2 MQ, which is large enough to suppress any non-litieardue to code-depending output
resistance. By substituting a simulated of 13.3Q, a value of 0.08 LSB for a required
accuracy of 12-bit is obtained.

4.5.3. Dynamic behavior of the DAC

Dynamic errors such as glitches are also of grepbrtance, as these are directly added at the
modulator input. These errors are generated byctamacoupling of the switching square-
wave to the output through parasitic capacitancthefswitches as well as by low crossing
point of the switching scheme [Fal99]. The firgue can be reduced by means of low swing
control signals of the DAC switches, generated hyappropriate driver. The latter by
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synchronizing the switching signals, so that theeshg switches are never simultaneously
off. The driver circuit used is an all-p-mos driJéal99], which allows a relatively process-
independent crossing point of the control signglg.(4.23). Thirteen driver stages as that in
Fig. 4.23 drive the gates of the switching tramssbf the main DAC unit current sources.

Vign =V D,BA
12

"t
OUT,0UT,
1

sl X
>
V,, = 06V t

low

Fig. 4.23. Left: all p-mos driver, right: data anddriving signals waveforms

In our implementation all pmos have the same $ieace the crossing point is roughly in the
middle betweernV,,,=0.6V andVyigi=1V, that is, at approximately 0.8 V. This voltaige
sufficient to keep both switches of the currentrseun the on state at the transition point.
Transistord?,—P, are used to avoid capacitive coupling of the wing digital signal to the
driver output.

Switches.To improve the dynamic behavior of the DAC theesit the switches is of primary
importance. The length is chosen to be minimalratento reduce the on-resistance and the
parasitic capacitance of the switches. In particulee gate-drain capacitance of the switches
is responsible of capacitive coupling of the switghcontrol signal to the DAC output and
must be kept as low as possible [Bas98]. The wisltbelected according to a trade-off: a
larger width reduces the on-resistance but inceetigeparasitic capacitance. Hence, the DAC
switches were sized as in the following=10um,L=0.12um.

Common-gate transistors.The CG transistoM, (Fig. 4.22a) is sized according to the
required DC-working point (Tab. 4.10) and takingoiraccount the frequency of the pole
generated at the drain node of the CS transistor:

ng

gs2

Sp2 U

(4.38)

wheregn. is the transconductance a@gk, the gate-source capacitance of the transitoif

the CG transistor works in saturation, neglectimgy¢hannel-length modulation and the body-
effect, theW/L ratio is known once its current and overdrive ag#Voy, are defined (Tab.
4.10):

21,

W,
—2 0——25— =const (4.39)

L2 un Co><VOV2

Clearly, if W, is increased also, must grow proportionally, causing a quadratic gtoaf the
parasitic capacitandgysz with detrimental effect ogy:
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Cyr OW,L, W (4.40)

On the other hangh,, remains constant:

o, _MC W,
—b pgfn_xy ~—2 =const 4.41
GVGS 2 ov2 L2 ( )

gm2 =
Shortly, the frequency of the po#g, is maximized ifW, (andL;) are minimized. A lower
limit for the CG transistor width and length is g matching considerations. Following
values were chosel,=1.5um,L,=0.36um.

4 .5.4. Bias circuit

The DAC currents must be matched to the input t@sisf the modulatoR; to avoid gain
errors in the A/D conversion. To suppress tempegatlrifts and mismatches the DAC
currents were generated by means of a regulateditcproviding a current proportional to a
reference resistand®er (Fig. 4.24). The opamp is a simple differential path input nmos
and pmos loads and single-ended output. The resste has a value of 30¢k and is laid
out with the input resistor of the modulator iniaterdigitated way to maximize the matching
and the guarantee the same temperature. The cgeeeatated by the biasing circuit is:

<

lour = RREF (4.42)

REF
The required DAC currents are obtained by mirrotig. A Miller capacitorCc of 1 pF was

used to guarantee sufficient phase margin of the wtage amplifier in feedback
configuration. The second stage of the amplifiehespMOS transistor in series Wiaer.

V,
REF lJ |

L |
+
Ce ll
out

*—|—o

Matching RREF% % R
resistors
=
Fig. 4.24. Bias circuit for the generation of the BC currents

4.5.5. Layout

In order to suppress systematic errors due taattye llayout area, such as doping, temperature
and stress gradients, a common-centroid structuteseéd. Each unit current source is split
into four parts and laid out with central symmd(ifyg. 4.25). The array of current sources is
surrounded by dummy transistors to avoid edge &ffééo additional area is needed for the
interconnect lines, as these are laid out direadtiyve the current source transistors (Fig 4.26).
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Fig. 4.25. Layout of the current sources of the maiDAC. B=Bias current source, D=dummy transistor,
numbers denote current sources

R
Fig. 4.26. Layout of the main DAC

4 .5.6. DAC circuit noise

The DAC circuit noise is added directly at the mlatlr input without shaping and is thus a
large contributor to the total circuit noise of thedulator. The Flicker noise contribution can
be neglected, since the area of the common-sotansistors is very large. Considering only
the thermal noise of the channel, the total DACpattms noise current is:

[ 8
ifoac = \/n g 3 KT Ohncs (4.43)

where n is the number of unit current sourcdg, the signal bandwidth andmcs the
transconductance of the common-source transisterergting the DAC unit currents.
Replacingn=13, fg=12.5MHz and the simulategl,c<=71.7uS, amms output noise current of
11.3nA is obtained. Referring thisis current to the modulator input the thermal SNRewh
only the DAC thermal noise is present, is:

2
FS

2V,
SNR, pac = 1O|Ogﬁ (4.44)
Inpac [R

whereR is the 3IQ input resistor of the modulator afs the amplitude of the full-scale
single-ended input signal. Substitutifgs=0.325 a thermal SNR of 82.6 dB, i.e. 13.4 bit is
obtained. This value is much lower than the aimedutator resolution and can therefore be
neglected. Also the constant current sources, whrehused to get a bi-directional DAC
characteristic, contribute to the thermal noisedaidThe output noise current is:
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— 8
IEFIX =,/2 fB 5 kTngIX (4-45)

where the factor two accounts for the differentimiplementation andgmrx of the
transconductance of the CS transistors generaliagconstant currents. For a simulated
Omrix=1.45 mS amms noise current of 20nA is obtained. Again, refggrthe noise current to
the modulator input the thermal SNR is calculated:

2

2V
SNReix zlolog% (4.46)
e (R

According to (4.46) a thermal SNR of 77.7 dB, aeresolution of 12.6 bit, due to the fixed
current sources of the main DAC is achieved.

4.6.Secondary RZ-DAC

The linearity and dynamic requirements of the sdaon RZ-DAC are relaxed in comparison
with the main DAC. In fact, all errors introducey the secondary DAC aré%order shaped
by the first two integrators of the loop filter. iShallows saving area, since the tolerable
mismatch is some orders of magnitude larger thahdhthe main DAC, and complexity, as
simple CS transistor without cascoding are sufficieo guarantee the required linearity.
Furthermore, since the glitches ar® ®rder shaped as well, no driver circuit for the
generation of the switching signals was providdie $chematic of the secondary RZ-DAC is
depicted in Fig. 4.27 together with the timing dayg for a given datunD; from the
quantizer. NOR gates are used for the generatidgheoRZ switching control signat$; and
S.i. Two fixed current sources feed a constant culwei/2 times the unit current in order to
ensure a bidirectional DAC characteristic. Whendloek signal is high no current is drained
by the unit current sources; nevertheless thesaerer switched off to avoid peaking and
long rise and fall time of the current output wanref. The unit currents are instead redirected
to a constant potentidcy=Vpp/2. TO ensure a zero output current in this phaserstant
current equal to 13/R is drained by two additional current sources, Wwhegualizes the
current fed by the constant sources.

CLKA
— — r— \/i VDD
> 13 13
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t CL:EK L 1 | 13x ) o
Sy _ CLK>/ CLK» Si> , CLK> S,> i CLK» / CLK>
HUTHE s, |
I T ::D°_
. CLK /1\ 13
Sy B, Vi1, vl
i .9 ¢ :
|

[ 4

(@ (b)

Fig. 4.27. Secondary RZ-DAC: a) timing diagram, brontrol logic and DAC schematic
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The current source transistors have a width of ®.5nd a length of 13 pum, drain a unit
current of 13.64A and are biased with an overdvisitage of 0.36V. No Cascode transistors
were used for the unit current sources.

4.7.Clock generation
Eight different phases of the main clock are geeeravith the circuit shown in Fig. 4.28. The

non-overlapping phasegl and ¢2 with their inverted replicas are used in the shett
capacitor network of the quantizer.

CLK

@

Delay t,

I %
res
Latch
% Latch

Fig. 4.28. Circuit for clock generation

The quantizer decision is performed whenrdgphase is low. Theeswaveform has a duty-
cycle which is larger than 50%. This was obtaingddblaying the falling edge of thres
signal without shifting the rising edge (Fig. 4.2%he reason for this is the following: since
the implemented loop filter shows a delay when carag with the ideal filter because of its
parasitic capacitances, the decision time (faledge) was postponed E500 ps. The time
shift was estimated by simulating the step resparfigbe loop filter with extracted parasitic
capacitances. In contrast, the reset time of tbesecoupled latch (rising edge) and the time at
which the output D-flip flops provide the quantizertput were not shifted. Thheswaveform
with delayed falling edge was realized with thessrooupled circuit in Fig. 4.28 where the
delay element consists of eight inverters withed#ht transistor lengths.

107



g A

reset decision reset

phase phase phase (a)
>
t

res 4

reset decision reset

phase phase phase (b)
%

_) td (_
Fig. 4.29. Waveform of the quantizer reset phase)adeal phase, b) modified phase with delayed fatig
edge

Large buffers were used as final stages of thet eigick phases to ensure steep edges of the
clock signals and reduce delays.

4.8. Modulator layout

The modulator layout measures 500x470%without pads and is depicted in Fig. 4.30. The
layout was designed with particular attention te delay issues. At a clock frequency of 400
MHz the clock period is only sT= 2.5 ns. Hence, a delay of just 250 ps becaugam@fsitic
resistances and capacitances of the metal inteections causes already an excess loop delay
of 10% of the clock period, jeopardizing the sti#ipilof the modulator. This issue is
particularly severe in the path between the quantutput and the inputs of the main and
secondary DAC. In order to cope with this, follogiiapproach was adopted: reduction of the
parasitic capacitance of the long metal paths liyguthe top level metal layer; use of large
buffers at the output of the quantizer to drivesth@aths; anticipation of the clock phase of
the latches after the comparator to compensatpatasitic induced delay. Furthermore clock
skew of the latches at the quantizer output isrmh@ry importance, since this causes signal
depending delay. This effect was reduced by usiatahinterconnections of equalized length
for the clock lines.

All differential components (transistors, capadt@and resistors) were split in two or more
subparts and laid out using the common-centroithrigcie to minimize the systematic
mismatch. All sensitive components were surroungiedlummy replicas to minimize edge
effects.
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Fig. 4.30. Modulator layout. The main blocks are tghlighted.
4.9. Post-layout simulation results

This section summarizes the post-layout simulatesults. The parasitic capacitors were
extracted from the layout with the Assura® RCX Bgtron tool. To reduce the number of the
extracted capacitors, i.e. to keep the simulaiioe to an acceptable level, the filtering option
MinC=0.1fF was activated, which suppress all capasismaller then 0.1fF. This is a very
small value and has a negligible impact on the Etian results.

The modulator was simulated with a differentialuhpine signal with a frequency of 1.5625
MHz, a single-ended amplitude of 0.25 V, i.e. -Bag and a DC level of 0.6 V. The output
spectrum, obtained by means of the FFT of 3276Butigamples, is plotted in Fig. 4.31. An
SNDR of 70.4 dB (i.e. en ENOB of 11.4 bits) is @&st@d in the signal bandwidth of 12.5

MHz.
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Fig. 4.31. Output spectrum forV;,=-2.3dB:s @ 1.5625 MHz according to post-layout simulations

Fig. 4.32 plots the SNR and SNDR against the aog#itof the input signal in ¢8 A
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dynamic range of 71.8 dB is obtained.

The main modulator parameters and post-layout sitiom results are summarized in Tab.

4.11.
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Fig. 4.32. SNR and SNDR as function of the inputginal amplitude. The input signal is a sine waveform
with a frequency of 1.5625 MHz (post-layout simulabn)

DS

Parameter Value
Signal bandwidthff) 12.5 MHz
Sampling frequencyfd) 400 MHz
Oversampling Ratio (OSR) 16
Total power consumptiorP} 11.3 mW
Signal-to-noise-and-distortion ratio (SNDR) 70.4 dB
Signal-to-noise ratio (SNR) 70.9 dB
Effective Number Of Bits (ENOB) 11.4 bits
Dynamic range (DR) 71.8 dB
Maximum stable amplitude (MSA) -2.3 @B
Process technology 0.13 um CM(
Chip area 500 x 470 |fm

Tab 4.11. Main parameters of the modulator



4.10. Corner simulations

Corner post-layout simulations were performed itheorto analyze the modulator behavior in
presence of variation of the temperature and tipplgwoltage. The results are depicted in
Tab. 4.12. An ENOB of at least 11.5 bits is achikuethe whole temperature range when
using a supply voltage of 1.3V or more. At 1.2V tBROB is 10.5 bits at a temperature of
80°C. At 1.1V the modulator gets unstable at higkrating temperatures and can therefore
not be used at this low supply voltage.

VDD:1-1V VDD:]..ZV VDD:1-3V VDD:1-4V
Temp. SNR SNDR SNR SNDR SNR SNDR SNR SNDR
-40°C 66.7 66.3 75.6 74.8 76.3 76.1 75.1 74.9
27°C 63.1 61.2 70.9 70.4 75.1 74.3 75.8 75.0
80°C 38.0 35.0 66.5 65.1 71.5 70.9 76.0 75.1
Tab 4.12. Corner post-layout simulations
4.11. Estimated total circuit noise

The total circuit noise was estimated by considgtive four main contributors to the overall
noise: the input resistors, th& dpamp, the main DAC and the constant current gsun€ the
main DAC. The singular values were calculated mnesly. Assuming all noise sources are
uncorrelated, following total noise results:

2
, \2\/ FS

SNR, .« =10/og (— — — (4.47)

2 P2 2 2 2
InDAC + InFIX )R + VnR + VnOTAL

Replacing the input-referred noise sources of the Mmain contributors as in (4.43), (4.45),
(3.50) and (4.25) a total thermal SNR of 71.8 dBhsained, that is, a thermal ENOB of 12.2
bit. This value is about one bit higher than thesohation achieved after post-layout
simulations. Hence, no significant worsening of thugput spectrum in Fig. 4.31 because of
thermal noise is expected.
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Chapter 5

Conclusions and future work

5.1.FOM and comparison with state of the art

In order to compare the result of this work witk #tate of the art present in the literature we
introduce following figure of merit (FOM):

P
FOM = ——— (5.1)
2ENOB2 fB

where P is the power consumptiofzNOB the effective number of bits arfg the signal
bandwidth. Smaller values 5O0M mean a better figure of merit.

Inserting the values for the proposed modulatigrst2.5 MHz, ENOB=11.4 bitP=11.3 mW,
an excellent FOM of 0.17 pJ per conversion stegbtained, second only to [Mit06].

Tab. 5.1 compares the main parameters, such ak dtequency, signal bandwidth,
resolution, power and tfeOM of recent wideband continuous-time modulators \aitignal
bandwidth of at least 2 MHz. It should be highlegghthat, while the other modulators in the
comparison provide measurement results (excedSian05]), post-layout simulation results
are used for the proposed modulator. Neverthelesdawnot expect a significant worsening
of the performance after chip fabrication; firstlige noisy circuit elements were dimensioned
to keep the thermal noise under the quantizatiaeenfioor of the simulated spectrum as
explained in section 4.11; secondly, the mismatuliised DAC non-linearity is expected to be
lower than the achieved resolutions, as the DACdimensioned to fulfill this specification.
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Paper fs fg SNDR | SNR DR | Power FOM CMOS
(MHz) | (MHz) | (dB) | (dB) | (dB) | (mW) | (pJ/step) | process
[Mit06] 640 20 74 76 80 20 0.12 130nm
[Shu08] 256 8 70 76 81 50 1.21 65nm
[StrO8] 950 10/20| 72/67 86/76 NI/A 40 0.61/0.65 180N
[Wen08]| 640 10 82 84 87 100 0.49 180nm
[Dha09] 250 20 60 62 68 10.5 0.32 65nm
[Par09] 900 20 78.1 81.2 80 87 0.33 130nm
[KimQ9] 250 10 65 68 71 18 0.62 130nm
[BreQ7] 340 20 69 71 77 56 0.61 90nmM
[Bre04] 160 10 55 63 67 68 7.4 180nm
[Pat04] 300 15 63.7 64.6 67 70 1.85 130nm
[Van02] | 154 2 68 70 70 11.5 1.4 180nNm
[D6r05] 104 2 71 72 N/A 3 0.26 130nm
[Cal06] | 100/200 10/20 | 57/49| 58/5Q0 61/55 87 7.5/9.4 180mm
[YagO5] 276 23 69 70 72.5 46 0.43 180nm
[Sch07] 640 10 66 N/A 72 7.5 0.23 180nm
[Scho5] | 1000 8 63.4| 635 N/A 10 0.54 90nm
This 400 12.5 70.4 70.9 71.8 11.4 0.17 130mm

work®

Tab 5.1. Main performance parameters of CT high-badwidth, low-power XA modulators

A graphical representation of the FOM against tgpad bandwidth, the SNDR and the power
consumption is plotted in Fig. 5.1 for the modutatof Tab. 5.1.
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Fig. 5.1. FOM of the modulators in Tab. 5.1 againgbower, signal bandwidth and SNDR
5.2. Future work: DEM or DAC analog calibration

To reduce the chip area and/or improve the DACalitg additional circuits could be
implemented in the future. Digital Element Matchi(QEM) techniques such as Data
Weighted Averaging (DWA) or pseudo DWA [HamO04] arsually used for the dynamic
selection of the mismatching DAC elements accordingpecial algorithms (rotation of the
selected elements or similar). These circuits Igrgeprove the DAC linearity by suppressing
the harmonics generated by the DAC INL. The maiawdback of such circuits is the

"ELDO™ simulation results
8 Spectre® Post-layout simulation results

113



additional delay introduced in the path betweengii@ntizer output and the DAC, because of
the latency of the switching network selecting WC elements. In high speed solutions,
such as the modulator proposed in this work, thiddclead to system instability; furthermore
DEM circuits lose effectiveness at low OSR.

A good alternative to DEM is represented by anaalgoration circuits ([Gro89], [Yan04]).
They work according to the following principle: déacurrent source is separated from the
DAC after a defined time and calibrated with thé af a reference current. By adding one
spare current source to the DAC the calibration lmaperformed without interruption of the
DAC operation, since the current source under calidn is replaced by the additional current
source. This type of calibration do not cause &oltéil delay, as the calibration takes place
outside the feedback loop of the modulator, anthésideal solution for high speed, ELD-
prone modulators.

5.3. Publications
Following papers were published so far by the authdhis work:
* Eugenio Di Gioia and Henrich KlaA 11-bit, 12.5 MHz, Low Power Low Voltage
Continuous-Time Sigma-Delta Modulatdvlixed Design of Integrated Circuits and

System, IEEE, MIXDES 2010

* Eugenio Di Gioia, Christoph Schwoerer and Heinrdar. A 14-Bit Cascaded 3-2
Sigma-Delta Modulator for VDSI49th IEEE International Midwest Symposium on
Circuits and Systems, MWSCAS '06, 6-9 Aug. 2006

* Eugenio Di Gioia, Carsten Hermann and Heinrich KIResign of a LNA in the

frequency band 1.8-2.2GHz in O3 CMOS TechnologyAdvances in Radio
Science, 3, 299-303, 2005
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Appendix A

Calculation of the DT equivalent transfer function
with the aid of the IIT

In the following the discrete-time equivalent filtef a 3 order continuous-time filter with a
resonator together with an NRZ DAC and a HRZ DA@(FA.1) is calculated against the
excess loop delay (ELD), which is normalized tochoek period:

t

Iy = T_ds (A1)

Since the CT filter is linear time-invariant thepguposition principle can be applied. Hence,
the overall impulse response of the system isuhe &f two terms:

h(t) = Mgz (t) +hye, (t) (A.2)

wherehyrAt) is the impulse response of the system when the BRZ is removed, while
hyrAt) is the impulse response of the system when the DRZ is removed.

Transforming in the Laplace domain we get:

()= Hyea 8+ Hor 9 A3
where
Hoe(9) = Huaone (8 ”3)
X9
and
el = Hrezonc (515 ()
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The functionsHyrz,padS) andHurz padS) in (A.3) and (A.4) are the Laplace transformations
of the impulse responses of the main and the anyilDAC respectively. The transfer
function of the equivalent DT filter will be calaied by converting (A.3) and (A.4) into the
DT equivalents by means of the impulse invariasmigformation (IIT) and then summing the
discrete-time transfer functions obtained.

To simplify the treatment the integrator coeffidewill be normalized to the clock frequency
of the modulator. Following substitutions are made:

AL LB (A5)

All calculations in the following sections assumigatt the integrator coefficients are
normalized to the clock frequency.

—>| Al/s :(A » Als >g}‘}> Als > \>/(S)
-
X yrz(S) 7 e
' X,12(5)
NRZ DAC EJ HRZ DAC
il Y(s)

Fig. A.1. CT filter with main DAC and auxiliary DAC for compensation of ELD

A.1 Main DAC

The filter transfer function from the inpXtrAS) to the output V(s) is:

)= ASHASTAA A SrASTAA (A.6)
s S s (s—jaw)s+ )

wherew/ = JA A, is the resonance frequency of the resonator. ritipgHi(s) in partial
fractions it can be written in the form:

*

A B B
Hils) =<+ p—— (A7)

The coefficients of the partial fractions are:

>
F

A= Hl(S)E‘EISZO =A

(A.8)

&
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B=H, (s + ja) _, =% _wg_(ﬁf:;;%% - A(A2A3__2“§_‘A3%)=co—jcl (A.9)

B = Hl(s)[ﬂs— ja)o)‘s:ﬂ% = j’ii)o —af + égfaa))z; AR _A (AzAz:zﬂ;).z;z"‘ jA3a)0) =C,+iC, (A.10)

B andB" are complex and conjugat&, represents their real parC¢their imaginary part.
With the aid of the table in [Che02] we can calteitdne DT terms having the same sampled
impulse response as the partial fractions in (Aoggther with a NRZ DAC with normalized
delayzy. The delayed NRZ DAC waveform can be conceivethassum of two pulses: one

pulse starts at t/TsFand ends at t/Ts=1; the second pulse starts at ads at 1z (Fig.
A.2a)

NRZ HRZ

T 11+r, T, Tz 1er,
T 1 1er, N, T2 1 16z, T,
T + T +
! 1 1+7, t/T, ! 1 1+7, UT,
(a) (b)
Fig. A.2. Decomposition of the DAC waveforms in tweomponents
A 1-1 a4 T
— o H Z,T,)= d 4 Z 1_-d j A.11
S~ Huel27) A{ T (A1)
B B e_j(‘)o(l_rd) _1 1 e_]wo _e_jwo(l_rd)
- HZ,NRZ(Z’Td): , S T2 =y (A.12)
s+ jw -jw| z-e z-e
B* B* ejwo(l_rd) _1 ~ ejwo _ejwo(l_rd)
. = HS,NRZ(Z’ Td) - ( jw +z° i (A.13)
s-jw ja\ z-e* z-e*
The equivalent discrete time TF for the NRZ inmuthien:
H NRZ(Z' Td ) = H].,NRZ(Z’ Z-d)-'- H 2,NRZ(Z’ Z-d ) + H 3,NRZ(Z' Td) (A14)

As HinrAZ7zd), HonrAZig) and HiznrAZzg) do not exhibit the delay termy in the

denominator, the same can be statedHiasAzz4), which is the sum of (A.11), (A.12) and
(A.13).
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A.2 Auxiliary DAC

The filter TF from the inpuKurAS) to the outpuW/(s)is:

|_|2(S)= V(S) - kngAszs - .kHRZA3S‘ (A.15)
XHRZ(S) S +t4a, (S_Ja)o)(s"'lwo)
ExpandingHy(s) in partial fractions it can be written in the farm
C C
Hy(s)=—2—+——= (A.16)
Stlw, S—l4,
The coefficients of the partial fractions are:
: k
C,=H,(s)ts+ jep)__, =—“R22A3 (A.17)
C, = Hao)s- )., == =, =C (A18)

Both residues are identical and were renamed. 8$e delayed HRZ DAC is decomposed in
two pulses: one pulse startst@t=0.5+y and ends af'T=1; the second pulse starts at 1 and
ends at 14y (Fig. A.2b). The DT equivalents of the partial fiaos are:

S M= S s
C _ HzHRz(Za Td)= C {ejwo(1/2—fd) _1+ - g% _e—‘i%(l—td)} (A.20)
s-jw, ’ ja,| z-e'* z-e'®
Finally, the DT equivalent of the HRZ DAC and thief is:
H g, (z, T, ) =H, ks (z, rd)+ H, ks (z, Td) (A.21)

Adding (A.19) with (A.20) and using Euler’s trigametric formulas following result is
obtained:

L Sin[w"[;_r“ ﬂzz _{Sin[w"(l_ o )]_Sm[w"[;r o ﬂ}z_sm(w"rd) (A.22)

w, z(z2 - 2zcosw, +1)

H HRZ (Z’ Td

As in the case oMHnrAzzg) also HurAzzg) does not contain any delay term in the
denominator, since the discrete-time equivalemistier functions of the partial fractions have
7¢-independent denominators.
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A.3 DT equivalent
The transfer function of the discrete-time equiaalef the system in Fig. A.1 is:
Hyq (Z’ Ty ) = Hyre (Z’ Ty ) +H g, (Z’ Ly ) (A.23)

Since the delay termy has no effect on the denominator except for aydelan z, also
Ha(z zg) will have the form:

N (z, T )
H ’ - H d
o(210) 2|22 - 2zcosw, +1)

(A.24)

The effect of ELD on the system in Fig. A.1 canstline summarized as follows: coefficient
mismatch in the numerator and increase of the arfifre equivalent DT filter because of the
zterm in the denominator.
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Appendix B

Calculation of the INL of the DAC

A systematic INL error is due to the signal-depagdoutput resistance of a current-mode
DAC [Raz95]:

INL =R
4ROUT

(B.1)

wheren is the total number of unit current sourcBsthe DAC load resistance afigyr the
DAC output resistance. To demonstrate this we medeh current source with its small-
signal equivalent circuit (Fig. B.1).

I ! ! _
D, D, D, R%l%
Iui Tro Iui Tro Iui :ro -

Fig. B.1. Small-signal equivalent circuit of a mulitbit current DAC

The actual value of the DAC output resistance ddpemn the number of current sources
which are switched on (Fig. B.1). The maximum cuorthat can be provided by the DAC to
the load is obtained when all sources are switcmed

_nd,O,/n_ 1,0,

u
ouT,max — -
R +r,/n R +r,/n

(B.2)

To calculate the INL we need to plot the outputrent against the number of sources which
are currently switched on. This problem can be yaeal more easily if we consider this
number not as discrete but continuously varyingvbet zero and n. For this purpose we
introduce an index, bounded between zero and one, so that the nuohlssritched sources
is equal tarx. The current flowing across the load is then:
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_nxO, Oy /nx 1,

IOUTnI(X)_ - .
R +r,/nx R +r,/nx

(B.3)

Eq. (B.3) shows a non-linear dependence of the madent from the numbanx of unit
currents, which are actually switched on and dbssrithe curve of the non-linear DAC
characteristic (Fig. B.2). Replacing (B.2) in (Bv@ obtain:

R +ry,/n
Lout ni (X) = | our max W (B.4)
The ideal, linear output current is the straighélconnecting the origin 1@ur max
| our,ia (X) = XU our max (B.5)

Hence, the non linear error is:

R +r,/n 1-x
I =1 Sl g =1 —+ 0 —x|=I R|——
s(x) OuT,nl (X) OUT,id (X) OUT,maX[ RL + ro / nx Xj OUT,max L[ RL + ro / nxj (B6)

The INL is the maximum dif,(x) normalized td out maxand expressed in LSB. Differentiating
(B.6) and equating to zero we get:

I’o[_l'*' ,1+ nrRLj
%:O - X'= ° /n fo (—1+1+ﬂ]

0X nR nR. 2r,

o r
where the approximation holdsR << -2.
n

(B.7)

1
2

| o (A)

Fig. B.2. Ideal and non-linear static characteristt of a DAC
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Replacing the valug=1/2 in (B.6) we obtain:

— E r]RL I OUT,max D r]F\)L I OUT,max
=2 2 nR +2r, 4r,

£,max =1 £ (XI) Ul £ (X] (BS)

By normalizing (B.8) to the maximum current and egsing it in LSB the INL is obtained:

I /1 N
INL = _&max’ louTmax nR 2 (B.9)
LSB 4r,
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