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Abstract

Forward-Curved (FC) blade fans are widely used in the automotive industry
as well as in HVAC applications. This is due to the fact that FC fans have the
smallest dimensions for any given ventilation task. However, the downside is
that their efficiency is relatively poor and the prediction of the performance
curve is still a major challenge. Although FC fans generate comparatively a
lower level of noise, there is still a great potential to enhance their acoustic
comfort.
The main focus of this thesis is on investigation of the noise characteristics of
a FC fan which demands an in-depth knowledge of its aerodynamic charac-
teristics. The experimental noise measurements are performed by using the
in-duct method in accordance with DIN/ISO 5136. Furthermore, a major part
of the thesis is devoted to numerical simulations and computational methods.
A wide range of turbulence modeling approaches including Reynolds Averaged
Navier-Stokes (RANS) and Large Eddy Simulation (LES) are investigated
on numerical grids with total cell counts ranging from twelve to one hundred
million.
The numerical results obtained are compared against the experimental mea-
surements, and the ability of the performed simulations to predict the tonal
and broadband noise components of the fan is investigated. Numerical and
experimental data is in very good agreement with each other. Furthermore,
the simulation results helped to gain a better understanding of the underlying
noise generation mechanisms, and to shed light on the role of different fan
components in noise generated.
The effects of changing the number of blades and the blade’s outlet angle
are numerically investigated. It is shown that changing the number of blades
significantly affects the tonal noise level of the fan. However, changing the
blade’s outlet angle appears to be less effective. Reducing the noise level of
the fan through a phase-shift generation at the cut-off (volute tongue) is also
extensively investigated. It is shown, how stepped tongues help to generate
a phase-shift and affect tonal noise level of the fan. The design parameters
dominating the phase-shift generation capabilities of the stepped tongues are
also addressed, and their effects are investigated by performing experimental
measurements and numerical simulations.
It is assumed that the findings of this thesis are not only valid for FC fans,
but mostly can be applied to other radial fan types.
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Zusammenfassung

Radialventilatoren mit vorwärts gekrümmten Schaufeln, so genannte Trom-
melläufer-Ventilatoren, sind in der Automobilindustrie sowie in der Heizungs-,
Klima- und Lüftungstechnik weit verbreitet. Ihr Vorteil liegt in den kleinen
Abmessungen begründet. Nachteilig sind jedoch der relativ geringe Wirkungs-
grad und die Schwierigkeit, die Kennlinie vorherzusagen. Trommelläufer
erzeugen ein vergleichsweise niedriges Geräuschniveau, dennoch weisen sie ein
großes Potenzial für akustische Verbesserungen auf.
Der Schwerpunkt dieser Arbeit liegt auf der Untersuchung des Geräuschverhal-
tens eines Trommelläufer-Ventilators. Dies setzt eine detaillierte Kenntnis
seiner Aerodynamik voraus. Die experimentellen Schallpegelmessungen wer-
den mit der Kanalmethode nach DIN 5136 durchgeführt. Darüber hinaus
ist ein Großteil der Arbeit den numerischen Methoden gewidmet. Hierzu ist
eine große Bandbreite verschiedener Turbulenzmethoden untersucht worden,
welche die Reynolds Averaged Navier-Stokes (RANS) und die Large Eddy
Simulation (LES) einschließt. Die hierfür erzeugten numerischen Gitter weisen
eine Zellanzahl zwischen zwölf und einhundert Millionen auf.
Die erzielten numerischen Daten werden mit den experimentellen Messungen
evaluiert. Des Weiteren wird untersucht, in wieweit sich die durchgeführten
Simulationen eignen, die tonalen und breitbandigen Geräuschanteile vorherzu-
sagen. Dabei kann eine große qualitative und quantitative Übereinstimmung
zwischen numerischen und experimentellen Daten festgestellt werden. Die
Simulationsergebnisse helfen, ein besseres Verständnis der zugrunde liegenden
Mechanismen der Geräuscherzeugung zu erlangen. Dabei ist auch die Be-
deutung der verschiedenen Ventilator-Komponenten bei der Schallerzeugung
beleuchtet worden.
Die Auswirkung unterschiedlicher Schaufelzahlen und des Schaufelaustritts-
winkels ist numerisch analysiert worden. Es zeigt sich, dass beide Maßnahmen
den tonalen Schallpegel beeinflussen. Die Veränderung des Schaufelaus-
trittswinkels scheint im Vergleich zur Änderung der Schaufelzahl jedoch
weit weniger bedeutsam zu sein. Die Verminderung des Geräuschpegels
durch Erzeugung einer Phasen-Verschiebung an der Gehäusezunge ist detail-
liert untersucht worden. Es wird gezeigt, wie die Phasen-Verschiebung mit
Hilfe von gestuften Zungen erzeugt werden kann und wie diese die tonalen
Geräuschanteile beeinflusst. Dabei sind die konstruktiven Möglichkeiten zur
Erzeugung von Phasenverschiebungen durch experimentelle und numerische
Parameterstudien analysiert worden. Es ist anzunehmen, dass die Ergebnisse
dieser Arbeit nicht nur für Trommelläufer gelten, sondern weitgehend auch
auf andere Radial-Ventilatoren übertragen werden können.
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Chapter 1

Introduction

1.1 Background

The radial fan with forward-curved (FC) blades, also called the Squirrel cage
fan or Sirocco fan, was invented by Samuel Cleland Davidson in 1898. Sirocco
is the name of a hot wind that blows across the north African desert. He
developed Sirocco fans in order to improve the system of tea manufacturing
in the company which he inherited after his father’s death. He used Sirocco
fans in his tea dryers with the aim of generating positive pressure inside tea
dryers and improve the tea drying technique. This is perhaps the main reason
that he selected the name of a hot African wind for this fan [1]. Sirocco fans
were later extensively used in the ventilation of ships. The Royal Victoria
Hospital at Belfast was also ventilated by means of Sirocco fans [2].

According to the assessment of B. Eck [3,4], the original Sirocco impeller had
the following dimensions:

d1/d2 = 0.875; b = 0.6 d2; β1 = 64°; β2 = 158°, z = 54

Forward-curved blade fans have been the subject of various studies, although
for almost 100 years the impeller design has not significantly changed and
even the impellers used today in the modern FC fans are very similar to the
primary design (Fig. 1.1). The complex structure of the flow inside the FC
fans, in spite of their simple design, as well as their wide range of applications,
provide an interesting case of research.
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Figure 1.1: The original Sirocco fan designed by Samuel Cle-
land Davidson; photos from the website of British industrial history
(http://www.gracesguide.co.uk).

Like many other fan types, previous studies of FC fans can be divided into
different specific categories. The early works were all based on experimental
measurements with the aim of understanding the flow field inside the fan
as well as its characteristics. However, once the numerical methods became
mature enough and technological advancements in the computer industry
provided enough power to perform high-fidelity numerical simulations, the
numerical methods became more and more involved in the research studies.
Nowadays, numerical simulations play an important role in the engineering
of fans and have become an inseparable part of the product development
process. With this in mind, the previous studies about the forward-curved
blade fans can be divided into different categories:

� Obtaining the characteristic curves of the fan through performing ex-
perimental measurements or numerical simulations.

� Measurement and visualization of the flow field inside the fan by con-
ducting experimental measurements and comparing with the numerical
predictions.

� Measuring the noise generated by the fan and detecting the noise sources.

� Predicting the noise of the fan by performing numerical simulations.

� Investigating the effects of different design parameters on noise and
performance of the fan.
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Figure 1.2: Conventional Forward-Curved blade fan design (top); schematic
illustration of the theoretical inlet and outlet velocity diagrams in FC fans
(bottom).

1.2 Literature Review & State-of-the-Art

One of the famous experimental studies of FC fans is the research work of
Roth et al. (1979) [5]. Different FC fans were tested in their work with the
aim of finding an optimum design for this type of fan. They found out the
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optimum inlet and outlet impeller angles (see Fig. 1.2), i.e. β1 ≈ 80° and
β2 ⩾ 150°, the optimum number of blades, i.e. between 35 and 45 blades for
an impeller with the ratio of 0.8 between its inner and outer diameters.

Raj and Swim (1981) [6], used hot wire measurements and visualization
techniques to investigate the flow field of a 48 blade FC fan. Their results
show that the flow inside FC fan is highly turbulent and completely three-
dimensional. Moreover, the inlet flow was found to fill only 3/4 of the blade
span. The shroud end of the rotor was an inactive or separated region, while
a jet-wake pattern occurred at the blade exit in the active flow region.

Montazerin et al. (2000) [7, 8] investigated the effects of inlet induced flow
on the performance of FC fans. Their study focused on two different inlet
geometries, i.e. outward and inward nozzles. In addition to the inlet geometry,
the effects of some inlet parameters, e.g. the spacing between the inlet nozzle
and the impeller as well as the ratio between the impeller diameter and the
inlet diameter (by changing the shroud width) were investigated in their
study. Their results show that the fan with an outward inlet is less sensitive
to the gap spacing between the impeller and the inlet. They concluded that
higher flow coefficients can be achieved when the inlet diameter is equal to the
shroud inner diameter. Furthermore, when the inlet diameter is larger than
the shroud inner diameter, the shroud surface blocks the inlet flow and causes
further flow separation and loss in the rotor. In their study, the outward
inlet could produce a comparable performance with the inward inlet, but the
flow given to the volute and the blade loading were more uniform for the
outward inlet type. Bayomi et al. (2006) [9] investigated the influence of
inlet straighteners on the performance of centrifugal fans. According to their
results, inlet straighteners have positive effects on the performance and noise
of centrifugal fans with backward-curved blades and radial blades, but it is
not a useful method for centrifugal fans with forward-curved blades.

Some authors have studied the slip factor models in forward-curved blade
fans. Montazerin et al. (2001) [10] conducted experimental measurements
by means of Laser Doppler Anemometry (LDA) to calculate the slip factor
and investigate the effects of some geometrical parameters. They concluded
that the outward flow leaving the impeller, hence the slip factor, is not only
affected by the parameters related to the blades, but also it varies with the
change of the volute spread angle. Gou et al. (2003) [11] developed an
improved slip factor model, and a correction method for a forward-curved
blade fan. They validated their calculations by comparing the results with
the solutions obtained from steady and unsteady CFD simulations. They
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concluded that their method is more applicable to FC fans with uniform
flow within the blade passages, since the predictions of their model were
in good agreement with the area-averaged slip factor, rather than with the
mass-averaged values. In order to improve their slip factor model, they intro-
duced some corrections factors which took into account the viscous effects,
e.g. blockage in the rotor passages. Consequently, by using the correction fac-
tors, their model predictions became similar to the mass-averaged CFD results.

The flow inside forward-curved blade fans has gained a lot of attention,
and there is a body of research on this topic. Many authors have performed
experimental and/or numerical studies to gain a better understanding of the
flow field inside the FC fans. Denger et al. (1990) [12] conducted experimental
flow measurements by mounting the fan in a transparent acrylic glass water
tank. Dye visualization technique and Particle Tracing (also called Tracking)
Velocimetry (PTV) method were used to quantify the flow field inside the fan.
Their measurement results show an extensive blade passage flow separation,
re-entrant flow structure at the cut-off, rotating stall, and location dependent
blade loading.
Tsurusaki et al (1997) [13] performed experimental and numerical investi-
gations on the flow field inside a cross-flow fan (CFF). The experimental
measurements were conducted by using PTV method. Their numerical method
was based on two dimensional random walk model analysis. The random walk
model was used to define the vorticity diffusion effect for non-convective and
axis-symmetric flow. They used a probability function model to estimate the
existence of a vortex within a circle of desired radius and angular band. Their
model assumed the vortex location to be a function of circulation of point
vortices, elapsed time after shedding of a vortex from blade, and the effective
kinematic viscosity of the fluid. Their results show a close correlation between
the numerical and experimental streamlines. They concluded that at high flow
rates, the work done by the impeller in the through-flow region is significantly
larger than the work done in the recirculating region, and it decreases as the
flow rate decreases. Also, an eccentric vortex, transfers its kinetic energy to
the through-flow, and the amount of energy transferred increases as the flow
rate decreases. Klemm et al. (2003) [14] studied the effect of casing design on
the performance of cross-flow fans by means of 2-dimensional PIV measure-
ments and 2-dimensional unsteady RANS (URANS) numerical simulations.
According to the characteristic curves in their study, the numerical simulation
could only predict a very limited part of the experimental curve, which is an
evidence that the 2-dimensional numerical simulation was not able to reliably
predict the characteristics of the fan. The comparison of their numerical and
experimental results show that the numerical predictions could provide a
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basic overview of the experimental flow fields. They concluded that in order
to accurately capture the flow inside cross-flow fans their numerical method
needs to be improved. Klemm et al. (2006) [15] studied the flow field inside a
forward-curved blade fan by means of PIV measurements and numerical sim-
ulations. They performed 3-dimensional URANS simulations on a relatively
coarse numerical grid for a simplified model as a test case. They achieved
good agreement between the numerical and experimental characteristic curves,
but the flow field comparison showed non-negligible differences in some areas.
They related the mentioned discrepancy to the coarseness of the grid in those
areas. They continued the study by performing numerical simulations and
experimental measurements for the real geometry (without simplifications).
They refined the mesh in the second part of the study, but on contrary, made
the time-step coarser (analogous to one blade channel per time-step) to reduce
the simulation time. According to the characteristic curves, they could only
obtain accurate numerical results at high flow rates, whereas in the lower
range, there is a significant difference between the numerical and experimental
characteristic curves. They related this discrepancy to the limited number
of cells used in their numerical simulation. Apparently, not only their grid
was relatively coarse (even in the second part), but also their time-step,
i.e. one blade passage per time-step, was very coarse and can be another
source of discrepancy in their results. However, they achieved to capture some
flow separation structures in the blade passages as well as the in spiral housing.

Velarde-Suárez et al. (2006) [16] numerically investigated the flow inside
a forward-curved blade fan. They achieved to capture the flow separation
between the blade passages as well as a strong pressure fluctuating pattern at
the cut-off, which they associated with the tonal noise generation. They also
concluded that the unsteady forces over the blades produce an unbalance on
the impeller which can be the source of vibration and mechanical noise.
Rezaei Niya et al. (2006) [17] investigated forward-curved blade fans with
half-cone (non-cylindrical) rotors. They tested five different conical rotors
with the angles in the range of −10° to 10°. They measured the flow inside the
fans by means of 2-dimensional Laser Doppler Anemometer. They concluded
that rotors with positive cone angles (in which the diameter of the rotor on
the shroud side is larger than on the hub side) can be more efficient for the
same head (pressure rise), and rotors with negative cone angles can produce
higher pressure rise for the same efficiency. They also related the efficiency
of the fan to the velocity profile, and concluded that when the flow exits
the rotor earlier, it travels longer inside the volute, and therefore the fan
becomes less efficient. Kitadume et al. (2007) [18] studied the effect of casing
on the performance of FC fans by performing 3-dimensional Stereoscopic PIV
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(SPIV). They achieved capturing the velocity distribution inside two scroll
housing models, as well as the interaction between the outflow of impeller,
and the flow in the casing, at different volute angles. They concluded that
the decrease of the cross sectional area, which is caused by the decrease of
volute angle, generates a strong spiral flow that affects the outlet flow of
impeller, and causes a considerable pressure coefficient drop. Jung et al.
(2008) [19] performed 3-dimensional URANS simulations to investigate the
unsteady flow behavior inside a FC fan. They also performed a parametric
study to investigate the effect of impeller width, and the cut-off location
on the efficiency of the fan. The focus of their study was more on interpre-
tation of different numerical results, but the study suffers from the lack of
detailed comparison of the experimental and numerical results. They con-
cluded that the efficiency of the fan becomes higher when the impeller width is
greater, and the cut-off location has only a small influence on the fan efficiency.

Fukutomi et al. (2008) [20] investigated the performance and the inter-
nal flow of FC fans with contra-rotating blades. In order to do so, they
settled a smaller impeller inside a bigger impeller, and rotated the impellers
in two different directions, i.e. one in clockwise and the other one in counter
clockwise direction. They tested two different impeller sizes inside the outer
impeller. However, all of the impellers employed had unconventional number
of blades; the inner impellers had 50 and 70 blades, while the outer impeller
had 80 blades. However, there is no explanation given for the large number
of blades selected for the impellers. Their measurement results show that
it is possible to obtain higher pressure rise by using contra-rotating fans
(by up to 2.5 times higher depending on the operating point), but at the
expense of considerable efficiency reduction. Their results also show that
the size of the inner impeller has a small influence on the characteristics of
the contra-rotating fans. Accordingly, a larger inner rotor diameter could be
effective to increase the discharge pressure of the fan. Their results also show
that the flow outlet angle in a contra-rotating fan is smaller than in a simple
FC fan, and the Best Efficiency Point (BEP) of the fan is shifted towards
higher flow rates.
Stuchlik et al. (2010) [21] performed 2-dimensional PIV measurement as well
as 3-dimensional RANS simulations to study the flow field inside a FC fan.
They used the PIV results to verify the quality of their numerical simula-
tions. There is a close correlation between the experimental and numerical
results in their study, in terms of both the characteristic curves and the flow
fields. They numerically investigated the influence of different number of
impeller blades as well as different blades shape on the performance of the
fan. They concluded that it is possible to reduce the flow separation between
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the impeller blades by using the shaped blades, but it is not a beneficial
method across the whole operating range of the fan. Moreover, their obtained
results show that although using the shaped blades leads to pressure rise
and efficiency enhancement at the BEP of the fan, but both of them will
be reduced at the higher flow rates comparing to the normal blade shapes.
They concluded that increasing the number of blades together with using the
shaped blades leads to higher pressure rise and better efficiency across the
whole operating range of the fan, especially in the overload range. Stuchlik
et al. (2011) [22] also comprehensively investigated the characteristics of FC
fans. Their study includes both experimental measurements and numerical
simulations (RANS and URANS). They measured the performance curves
of different FC fan designs on a chamber test-rig, and also conducted PIV
measurements to obtain the flow field inside the fan, by means of which they
validated their obtained numerical results. Like Roth et al. [5], they were
also intended to establish relations between different design parameters and
maximum attainable efficiency of the fan. They concluded that using an
eccentric rotor position positively affects the pressure rise in the throttle range
of the fan (i.e., flow-rates less than the flow-rate of the BEP), but deteriorates
both the pressure rise and the static efficiency of the fan in the overload range
(i.e., flow-rates higher than the flow-rate of the BEP).

Frank et al. (2012) [23] performed 2-, and 3-dimensional PIV measure-
ments as well as RANS simulations to study the flow field inside a FC fan.
The comparisons made between the characteristic curves and the velocity
fields show good agreement between the experimental and numerical results
in their study. They concluded that although performing 3-dimensional PIV
measurement helps to gain a better understating and a more accurate repre-
sentation of the flow field inside the fan, it is a formidable task to perform
such a measurement, and a 2-dimensional study is completely sufficient most
of the time. They continued the study by performing numerical simulations of
an industrial FC fan model. Performing numerical simulations helped them to
modify the model to inhibit the re-entrant flow near the cut-off as well as the
flow separation zone downstream of the cut-off, and consequently improve the
performance of the fan. Darvish et al. (2012) [24] investigated the influence of
different turbulence models and cell shapes on the accuracy of the numerical
predictions in the simulations performed for a FC fan. This numerical study
can be considered as the second part or the completion of the experimental
study conducted by Frank et al. [23]. They tested different numerical grids
including one full structured hexahedral grid and three unstructured grids
generated by means of polyhedral cells and trimmed cells (i.e., hexahedral cells
which are trimmed at the edges). They found out that by using unstructured
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grids, it is possible to achieve high quality results which are comparable to
those can be obtained from a structured grid. They also investigated three
different turbulence models, i.e., Realizable k − ϵ, Shear Stress Transport
(SST) k−ω and Spalart-Allmaras model. Their study includes comparison of
the experimental and numerical characteristic curves as well as the velocity
fields (i.e., 2-, 3-dimensional PIV results vs. numerical predictions). They
introduced the SST k−ω as the best model in this comparison, since it could
reliably predict the characteristic curves and also the flow field inside the fan.
They also concluded that the steady-state simulations being performed by
using Moving Reference Frame (MRF, also called Frozen Rotor) are capable
of predicting the characteristics of the fan at the BEP and also in the overload
range, but in the throttle range the unsteady simulations being performed
by means of Rigid Body Motion (RBM) method would be more accurate.
Stuchlik (2013) [25] comprehensively investigated the secondary flow patterns
at ten different locations in the scroll housing and in the discharge of a FC fan
at different operating points by performing numerical simulations. According
to his results, fan benefits from the secondary flow at the best efficiency
point of the fan and also near its best point in the throttle range. Due to
the recirculation zones on both sides of the impeller (near the shroud and
the hub), the flow through the impeller is axially uniform that leads to a
better aerodynamic performance of the fan. However, increasing the flow rate,
makes the separation zone on the hub side bigger, and on the shroud side
smaller, as a result of which the corresponding uniformity fades away. The
numerically captured flow patterns show the presence of the secondary flow in
discharge of the fan across the whole operating range. His results show that
the flow inside the FC fans, even in the discharge, can be highly turbulent
and completely three dimensional.

The noise characteristics of radial fans have also been the subject of numerous
experimental and numerical studies. Moreland (1974) [26] investigated the
sound power spectrum of forward-curved fans. In his study, the enhancement
of the sound power at certain frequencies was related to the acoustical reso-
nances in the blower housing. He quantified the housing effects by performing
experimental measurements for two configurations, i.e. with housing (housed)
and without housing (unhoused). In order to make sure that the spectral
peaks were only related to the housing geometry, he performed the sound mea-
surements for three different fan speeds and noticed that the enhancements
were independent of the fan speed. He developed also a theoretical model to
calculate the resonance frequency of the housing. The results of his theoretical
model for the lowest resonance frequency (i.e., Helmholtz frequency) matched
the experimental results accurately. His experimental results show that the
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peaks diminish from the spectral curves when operating the fan without hous-
ing at a constant rotating speed. Neise (1976) [27], extensively commented on
this study and rejected the concept of comparing housed and unhoused fans.
Neise substantiated his claim by performing some measurements and showed
that the unhoused forward-curved fan has completely different characteristics,
hence it is not meaningful to compare the mentioned configurations in view
of acoustical effects.

Leist et al. (1979) [5] addressed the effects of some geometrical modifi-
cations on the noise of FC fans. Different design parameters like rotational
speed of the fan, number of blades, inlet and outlet impeller angles and the
volume of the scroll housing were investigated and their influences on the noise
of the fan were addressed. Their results show that increasing the rotational
speed of the fan leads to a higher level of noise. Moreover, they tested three
different blade inlet angles of 30°, 50° and 80° for an impeller, with 40 blades
and an outlet angle of 170°, which operated at the constant rotational speed
of 840 rpm. They concluded that increasing the blades inlet angle leads to the
reduction of the broadband noise, because the flow separation on the suction
side of the blades becomes smaller. However, the impeller with the inlet angle
of 50° had the highest level of tonal noise among the others. Moreover, three
blade outlet angles of 120°, 150° and 170° for an impeller with the inlet angle
of 80° with the aforementioned number of blades and the rotational speed were
tested in their study. They concluded that the impeller with the outlet angle
of 150° has the maximum level of tonal noise and both reducing or increasing
this outlet angle leads to the reduction of sound power level at the blade
passing frequency. They also investigated the effect of changing the number of
impeller blades, and tested four impellers with 20, 40, 60 and 80 blades. Inlet
and outlet angles were identical for all of the impellers and equal to β1 ≈ 80°
and β2 ≈ 150°. Their results show that increasing the number of blades leads
to a considerable reduction in the sound power level at the corresponding
blade passage frequencies. Particularly, the difference between the sound
power levels of the impellers with 20 and 40 blades was very significant. They
concluded that changing the number of blades has only negligible influence
on the broadband noise of the fan. They also tested two parameters related
to the stator geometry, first the impeller-tongue clearance, and second the
volume of the scroll housing. In this part of their study, the impeller had
40 blades with the angles of β1 ≈ 90° and β2 ≈ 170°. They concluded that
increasing the clearance leads to sound power reduction at all of the oper-
ating points. Moreover, their results show that changing the stator volume,
while keeping the width of the stator constant, at the same blade passage fre-
quency and the operating point affects the sound pressure level by up to 10 dB.
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The literature survey provided by Neise (1979) [28] about the noise reduc-
tion methods in centrifugal fans is perhaps the most acknowledged work
in this field. According to his literature survey, diminishing the cut-off ef-
fects by increasing the clearance between the impeller and the cut-off in a
backward-curved blade fan was one of the earliest methods presented in the
book of Eck (1962) [3]. However, increasing the clearance leads to a reduc-
tion of efficiency and is likely to deteriorate the performance of the fan [29,30].

Holste and Neise (1992) [31] investigated the standardized measurement
procedures, i.e. free field or enveloping surface method over a reflecting plane,
reverberation room method, and in-duct method for determination of the
sound power radiated from a fan inlet or outlet. They conducted experimental
measurements for six industrial fans of different designs including a forward-
curved blade fan. Their results show a very good agreement between the
results of the free field and the reverberation room method in the frequency
range above 80Hz. They concluded that both methods are equally well suited
for the determination of the sound power radiated from an unducted fan inlet
or outlet. In the frequency region of plane wave sound propagation, owing to
the reflection of the sound waves at the inlet or outlet, in-duct method yielded
higher sound levels than the other two methods. Their study shows that the
acoustic loading also affects the noise level of the fan. They noticed that
removing the anechoic duct on the inlet side reduces the total sound power,
while such effect was not apparent on the outlet side. In the frequency range
of higher order mode sound propagation, the in-duct sound power results
were lower than the other methods. The difference was frequency-dependent
and on average equal to 3 dB on the inlet side and 5 dB on the outlet. They
could not find the definite source of this discrepancy, but suggested that the
modal correction factor as well as the velocity correction factor, which were
based on extrapolated experimental data should be re-examined.
Velarde-Suárez et al. (2008) [32] investigated the influence of increasing the
distance between impeller and cut-off. Their results show a reduction of sound
pressure level at the BPF of the fan and also reduction of pressure rise and
flow rate. In order to compensate the performance reductions mentioned, they
bent the cut-off tip by 30°, and concluded that the slight bend of the volute
tongue leads to a tonal noise reduction, without affecting the performance.
Reducing the tonal noise by inclining either the cut-off geometry or the rotor
blades is another method mentioned in [28]. Embleton (1963) [33] investigated
the properties of double inlet impellers with 20° inclined rotor blades in the
range of 400-800 rpm. Embleton reported a 9 to 12 dB sound pressure level
reduction at the blade passage frequency (BPF) and at half of this frequency.
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However, as Neise mentioned in his literature survey, the study suffers the
lack of measurement results at a constant flow rate. Accordingly, a higher
broadband noise level should be expected from the model with the inclined
blades when a given flow rate is considered [28]. Lyons et al. (1963) [34]
investigated the effects of inclined tongue in a fan with a relatively small
impeller geometry (outer diameter of 101.6mm and axial length of 63.5mm).
The maximum sound reduction they measured was equal to 10 dB for a sharp
cut-off located close to the impeller. Other geometrical parameters regarding
the test case, e.g. the inclination angle is not given in the reference [28].
Datong et al. (2009) [35] also investigated the effects of inclined tongues
on an industrial FC fan with an unusual shape. The FC fan in their study
had large diameters (i.e., outlet diameter of 630mm and inlet diameter of
240mm) and the inlet and outlet blade widths (i.e., 110mm and 57mm)
similar to the conventional design of backward-curved blade fans, in which
the inlet width is greater than the outlet width. Their experimental results
show a sound pressure level reduction at the BPF, and a negligible effect on
the broadband noise. Yeow (1966) [36] suggested that splitting the cut-off
into two halves, and separating them by half a blade-to-blade circumferential
distance is a useful method to reduce the tonal noise. However, Yeow did not
conduct any measurement to investigate the actual noise reduction ability of
this method [28].
Petrov et al. (1970) [37–39] used transition meshes (similar to the woven
screen used in a sifter) at the leading edges and the trailing edges of a radial
fan with radial-tip blades, meaning that the intake part of the blades were
forward-curved, and the trailing edges were terminated radially [28]. The
mesh near the inner circumference was meant to improve the mean flow and
the turbulence in the impeller ducts by shifting the point of flow separation
towards the blade trailing edges. The mesh around the impeller (near the
outer circumference) was to smooth the rotor outlet velocity field and create
a smaller turbulence scale [28]. Although this method was useful to reduce
the sound pressure by 4-9 dB in different frequency ranges depending on the
size of the mesh on the woven screen, it decreased the fan efficiency by up to
15%. They reported that, the transition meshes generally reduce noise, most
effectively when the mean flow conditions in the impeller ducts were poor.
Thus, the use of meshes was primarily recommended for the impellers with
large regions of flow separation [28].

Using tandem bladed impellers is another method to reduce the noise of
FC fans. The main idea is to use the pressure difference between the two
sides of the blades and transfer energy to the area of flow separation on the
blades suction side. However, the effectiveness of this method is reported to
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be negligible [30]. Another method to reduce the noise of FC fans presented
in is to use punched blades. In this method, the blades near their leading
edge are punched, in order to inhibit the flow separation on the suction side.
The numerical study conducted by Saeki et al. (1997) [40] confirmed the
effectiveness of this method [30]. Another successful method is the active
source cancellation by using resonators [41,42] or loudspeakers [43] developed
by Neise and Koopmann et al. (1980). Although, using this methods helped to
reduce the tonal noise of a backward-curved fan, it has a notable shortcoming,
i.e. assembling the mentioned add-on devices on the fan makes it massive
and bulky, which is not favorable.
Gérard et al. (2012) [44] investigated the feasibility of tonal noise control in
a backward-curved centrifugal fan by means of flow control obstructions. In
their study, the flow control obstruction was located such that the secondary
radiated noise was of equal magnitude, but in opposite phase compared to
the primary noise. Their in-duct experimental measurements for 7-,8- and
9-lobed inlet obstructions approved the feasibility of this method to control
the tonal noise generation of the fan.

There is also a continuously growing body of research on the role of computa-
tional methods and numerical simulations in predicting the noise characteris-
tics of different fan types. However, due to the limited computational power
in the past, most of the earlier simulations were performed on simplified ge-
ometries by means of RANS turbulence models. Jeon (2003) [45] used discrete
vortex method (DVM) to calculate the flow field inside a backward-curved
radial fan and obtain its tonal noise. According to the results shown in the
paper, there is consistency between the numerical tonal noise predictions and
the experimental measurements. Jeon continued the study with numerically
testing the variations of some design parameters, and concluded that the
clearance between the impeller and the cut-off has the highest influence on
the tonal noise of the fan. Caro et al. (2005) [46] investigated the use of
the variational formulation of the Lighthill’s analogy on a real automotive
HVAC blower. They conducted the CFD simulations by using Detached
Eddy Simulations with three variations of the Navier-Stokes equations: i)
incompressible flow (density is constant and acoustic wave speed is infinite),
ii) pseudo compressible flow (small density variations are accounted for in
the continuity equation and acoustic wave speed is equal to a certain value),
iii) isentropic flow (density is a function of pressure only and the acoustic
waves propagate at the proper sound speed). For the CAA part of the
study, they employed the commercially available software Actran/LA. In
order to validate the simulation results, they also conducted experimental
measurements in a semi-anechoic room, and measured the noise of the fan
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by using four microphones (one microphone upstream of the inlet, and three
downstream of the outlet). Their first attempt included a coarse mesh for
both CFD and CAA parts and the quality of the results were not satisfying.
They used more refined numerical grids for both CFD and CAA, which could
successfully improve quality of the results. However, they concluded that the
mesh refinement was not enough in neither of the performed simulations, and
the future works must contain high-resolution numerical grids.
Sorguven et al. (2007) [47,48] performed large eddy simulation (LES) of a FC
fan and calculated the acoustic sources by means of boundary element method
(BEM). Although the mesh resolution used in their study was coarse for a
large eddy simulation, their simulation results could predict the experimental
curve up to the frequency of 2 kHz.

Velarde-Suárez et al. (2007) [49] performed URANS simulations to obtain the
pressure fluctuations inside the volute of a FC fan. Their numerical results
show a similar pattern to the experimental measurement results at the BPF
of the fan. Khelladi et al. (2008) [50] conducted URANS CFD simulations
to study the impeller-diffuser interaction of a backward-curved fan. The
pressure fluctuations recorded at the impeller-diffuser interface was similar
to their experimental results. Moreover, they used the force and the velocity
fluctuations on the impeller as the input data for the calculation of the far
field acoustic pressure using the Ffowcs Williams and Hawkings equation
(FW-H), and calculated the contribution of the monopole and dipole sources.
Mao et al. (2008) [51] used 2-dimensional URANS simulations and BEM to
predict the tonal noise radiated from a large centrifugal fan with FC blades.
Considering the tonal noise of the fan, their numerical result show a similar
pattern to the experimental result recorded in a hemi-anechoic chamber. They
concluded that the major source of tonal noise is in the vicinity of the volute
tongue, and performing LES is necessary to accurately obtain the scattering
effects of the rotating blades and the volute casing. Lee et al. (2010) [52]
performed URANS simulations and used BEM method to predict and reduce
the tonal noise of a backward-curved radial fan in a household refrigerator.
Their obtained sound pressure level results could predict the experimental
trend with approximately 5 dBA difference. They continued by conducting
parametric study to qualitatively assess the effects of some chosen design
parameters on the tonal noise of the fan. They achieved to reduce the tonal
noise of the fan up to 3 dB by 40% increasing the cut-off clearance. Heo et al.
(2011) [53] performed URANS simulations to obtain the near field fluctuations
of a backward-curved radial fan, and BEM to predict the noise of the fan.
Based on the numerical results, they designed new S-shaped blades, which
reduced the overall noise of the fan by up to 2.2 dBA.
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1.3 Scope and Objectives of the Thesis

Investigating the noise and performance characteristics of a radial fan with
Forward-Curved (FC) blades is the main objective of this thesis. The noise
generated by the fan is experimentally measured at different operating points.
Moreover, numerical modeling is extensively used to achieve an in-depth
representation of the flow field inside the fan. This thesis is aimed at pursuing
the following objectives:

� Performing the experimental measurements and providing a basis for
verification of the numerical simulations.

� Investigating the noise generation mechanisms of the FC fan by means
of numerical and experimental methods.

� Studying the reliability and effectiveness of different turbulence modeling
approaches in predicting the noise of the fan.

� Investigating the effects of geometrical modifications on the noise and
aerodynamic performance of the fan.

In order to investigate the noise characteristics of the fan, experimental mea-
surements are performed using the in-duct method according to DIN ISO5136.
This study gives an overview as well as a detailed description of different
components of the in-duct method. Moreover, within the scope of this thesis,
various numerical grids are generated to comprehensively investigate different
turbulence modeling approaches. The numerical simulations are carried out
using Reynolds Averaged Navier-Stokes (RANS), Detached Eddy Simulation
(DES), and Large Eddy Simulation (LES) methods. The numerical results
obtained are quantitatively and qualitatively compared against the experi-
mental data. This study examines the effectiveness of the aforementioned
turbulence modeling approaches from different aspects, and delves into their
conceptual differences.
In this study, numerical simulation helps to investigate the effects of changing
the number of impeller blades, and the blade’s outlet angle on the noise
generated by the fan as well as on the aerodynamic performance of the fan.
Investigating the effectiveness of the stepped tongues is also within the scope
of this thesis. This part of the study aims to answer the questions whether or
not:

� It is possible to generate a destructive phase shift at the cut-off?

� It is feasible to reduce the tonal noise of the fan through a phase-shift
generation?
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1.4 Radial Fans with Forward-Curved

Blades

Forward-curved (FC) radial fans are capable of delivering considerably more
air volume and producing higher static pressures than many other radial fan
types of the same size and speed. However, this gain in the FC fans is at the
expense of their lower efficiencies. Equation 1.1 can be used to obtain the
efficiency of a fan.

ηt,st =
pt,st · V̇
M · 2πn

(1.1)

pst = poutlet − pinlet ; pt = pst +
ρv2

2
(1.2)

where V̇ is the volumetric airflow, M is torque, v is the outlet velocity, ρ is
density, and n is the impeller rotating speed. Total efficiency of the fan (ηt)
should be obtained by using the total pressure definition (pt), while using the
static pressure definition (pst) yields obtaining the static efficiency of the fan
(ηst). Figure 1.3 illustrates the six commonly used blade shapes in radial fans
and the approximate maximum attainable efficiency of each type.

Figure 1.3: Six blade shapes commonly used in radial fans with the approxi-
mate maximum efficiency attainable for each type according to [29]; (A) Radial
blades, (B) Forward-Curved blades, (C) Radial-Tip blades, (D) Backward-
Inclined blades, (E) Backward-Curved blades, (F) Backward-Inclined Airfoil
blades.

In the FC fans, it is the flow deflection which has a strong influence on the
performance as well as the flow pattern, unlike the other radial fans where

16



the centrifugal force is the predominant factor. Moreover, in the FC fans, the
relative velocity at the trailing edge of the blades (w2) is in the direction of
the rotation, in contrast to the BC fans, that the relative velocity is against
the rotating direction (compare Figures 1.2 & 1.4). Compared to the FC fans,
backward-inclined and backward-curved fans have fewer passages of greater
area that are inclined away from the direction of rotation. This produces
a non-overloading characteristics which makes these fan types ideal for the
applications where the flow rate vary greatly with time [54].

Figure 1.4: Schematic illustration of the inlet and outlet velocity diagrams in
Backward-Curved fans

The FC fan is not part of the Cordier curve [55,56], but it can be found
on a separate band below the main curve. Cordier curve is a mean experience
curve fitted through a scatter plot and only serves as an indication of the
suitable machine type to select for a given application. This curve categorizes
the best turbomachines at their BEP according to their non-dimensional
speeds and diameters. Non-dimensional speed (σ) and diameter (δ) as well as
two other related parameters, i.e., Flow coefficient (φ) and Pressure coefficient
(ψ) can be defined as follows [3, 30,55]:

σ =
φ1/2

ψ3/4
(1.3)
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δ =
ψ1/4

φ1/2
(1.4)

φ =
4V̇

π2D3n
(1.5)

ψ =
2∆p

π2ϱD2n2
(1.6)

Figure 1.5: Cordier diagram showing empirical relationship between non-
dimensional speed and diameter. The red line indicates where the FC fans
stand on the diagram (modified after [57]).

The static pressure curve of the FC fan (Fig. 1.6) has a dip which represents
a potential stall region and in some installations may cause unstable operations
[29]. Moreover, the pressure curve of a FC fan is steeper than other radial fan
types (refer to [3]), which makes it difficult to accurately adjust the flow rate
of this fan type. As a result, the FC fan is not suitable for the applications
where the close adjustment of the flow rate is required.
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Figure 1.6: Schematic characteristic curve of a FC fan.

The defining characteristics of turbulent flow completely match the flow
condition inside the FC fans and give us an approximate picture of it. The
flow field inside a FC fan is three-dimensional, time dependent and has
some rotational flow structures. This means that the flow inside the fan is
completely turbulent, and it is valid across the entire operating range of the
fan. The complexity of the flow inside the FC fans stems from the inevitable
flow separation zones. Even at the BEP, where the fan has a comparatively
steady operation, the flow separation zones are inherent in the flow field.
Although some of the mentioned separation zones are relatively small in size,
they are large enough to affect aerodynamic performance and decrease the
efficiency of the fan. One of the most important flow separations is found
in the impeller passages (Fig. 1.7). The formation of this separation zone is
due to the inertia of the air particles occupying the space between the blades,
which may partially or thoroughly stall the flow passages.
The blade angles are very wide in the FC fans in order to obtain a large air
volume. At the leading edge, owing to the wide blade angle β1, the relative
airflow hits the corresponding edge at an unfavorable angle, far from any
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tangential condition. The blade angle β2 at the trailing edge is even wider,
which results in a large and almost circumferential absolute air velocity c2 at
the blade tip; c2 is greater than the tip speed (i.e., the velocity of the blade
tip itself), and this is a result of the scooping action of the blades.
The main reason for the lower efficiency of FC fans is that the airflow through
the blade channels has to sharply change its direction through an angle which
is more than in other radial fan types. The air stream can hardly follow the
strong curvature of the blades, tangential conditions no longer prevail, and
the flow is far from smooth [29].

Figure 1.7: Flow separation between the blades in a FC fan. The vectors
show relative velocity and the contour represents pressure distribution in a
RANS CFD simulation.

The area downstream of the volute tongue (cut-off) is another spot in
the FC fans where flow recirculation might take place. This form of flow
separation is more prevalent at higher flow rates. Once the velocity becomes
high enough, the flow detaches from the surface of the cut-off and at some
distance further, as the flow hits the housing surface, reattachment takes place
(Fig. 1.8). This is a pattern similar to the typical flow field in a backward-
facing step channel [58].
The area above the impeller blades in a FC fan can be divided into active
and inactive zones (Fig. 1.9). Detachment of the tangential inlet flow leads
to the generation of a flow separation zone between the inlet nozzle and the
shroud, which consequently leads to little (if any) flow through this part of
the impeller (i.e., the inactive zone).
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Figure 1.8: The flow separation zone downstream of the cut-off. The figure is
captured on a mid-section plane in a transient CFD simulation at an operating
point in the overload range.

Figure 1.9: Formation of the active and inactive zones above the impeller
blades of a FC fan. The result is obtained from a transient CFD simulation
at the BEP of the fan.
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Figure 1.10: Illustration of the secondary vortex flow inside the volute of a
FC fan. The result is obtained from a transient CFD simulation at the BEP
of the fan.

The inactive zone may cover by upto 1/3 of the impeller width [59]. The
secondary flow pattern (or secondary vortex flow), which develops within the
volute and distorts the primary flow (Fig. 1.10), is believed to be partially
a consequence of the near inlet separation and the inactive zone. The flow
induced by the rotation of the fan is the other factor which contributes to
the generation of the secondary flow pattern in the volute.
Another flow separation zone (not shown here), which makes a re-entrant
flow through the rotor, might be developed near the cut-off. This reverse flow
is most prevalent in the throttle range and can be inhibited to a great extent
by modifying the design of the fan (refer to [23]).
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1.5 Noise Generation in FC Fans

The FC fans can run at about half the speed needed to operate many other
radial fan types in comparable range of air volume and static pressure. For
example, at a same rotational speed and flow rate, FC fans are capable
of producing static pressure 2.5 times higher than backward-inclined and
radial-tip radial fans [29]. The lower rotating speed of the FC fans makes
their operation comparatively quiet; in fact there is no other fan type, which
can be as quiet as the FC fan at a same pressure condition [3].
Like many other fan types, the noise of the FC fans can be divided into
two components, i.e. tonal noise and broadband noise. The tonal noise (the
harmonic part) is caused by the interaction between the mean air flow leaving
the impeller and the fan casing. The main source region can be located at
the volute cut-off which is nearest to the rotating impeller blades. Very close
to the rotor, the mean velocity profile with respect to the circumferential
direction exposes sharp minima and maxima due to the blade wakes. This
non-uniformity of the velocity profile (Fig. 1.11) produces strong pressure
fluctuations at the cut-off which result in an effective sound radiation illus-
trated as spikes centered at the Blade Passage Frequency (BPF) and its
harmonics [28,60]. In a psychoacoustic study [61], the ability of tonal noise
control from an automotive fan to enhance acoustic comfort inside and outside
the vehicle has been proven. Jury testing (composed of 20 occidental persons)
proved that even if the loudness difference is low between two sounds with
and without tonal noise control, the perception difference can be significant
if the tonality difference is large [44]. The BPF of a fan can be calculated
using the rotational speed of the fan (n in rev/s) and the number of blades
(z) according to Eq. 1.7.

BPF = z × n =
z × rpm

60
(1.7)

The broadband noise arises from sources that are random in nature and
can be of two types. One contribution originates from the fluctuations of
the aerodynamic forces on the blade, while the second contribution arises
from turbulent flow in the blade wakes [28,30]. At low Mach numbers, it is
generally the force fluctuation source (the dipole sources) that dominates the
spectrum [62] (further details in Section 3.2.2). There are two sources of force
fluctuations. The first arises from the shedding of vorticity at the trailing
edge which generates noise as the tight eddies of air leave the impeller and
introduces surface pressure fluctuations on the blade. The second is generated
when the blades move through turbulent flow. The turbulence causes random
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Figure 1.11: Instantaneous velocity field in a FC fan captured on a mid-section
plane from a Detached Eddy Simulation at BEP of the fan (i.e., 450m3/h).

variations in the incidence of flow, relative to the blade, hence creating random
pressure loadings and force fluctuations. If a body is in non-turbulent flow the
vortex shedding is periodic which forms the well-known Karman street [28,60].
Figure 1.12 shows the instantaneous pressure fluctuations (i.e., p′ = p − p)
in a FC fan. Higher pressure fluctuation is apparent in the flow between
the blade passages as well as the flow leaving the impeller, especially in the
vicinity of the cut-off.

Strouhal number is the non-dimensional parameter related to the BPF and
can be defined using impeller diameter, blade tip speed and the number of
blades according to Eq. 1.8 [30].

St =
f · d2
u2

π

z
=

f

BPF
(1.8)

Therefore, St = 1 represents the BPF and St = 2 its first harmonic, respec-
tively. Strouhal number is likely to be important in unsteady, oscillating
flow problems and represents a measure of the ratio of inertial forces due to
the unsteadiness of the flow (local acceleration, Eq. 1.9) to the inertial forces
due to changes in velocity from point to point in the flow field (convective
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Figure 1.12: Instantaneous pressure fluctuations (p′ = p − p) in a FC fan
captured on a mid-section plane from a Detached Eddy Simulation at the
BEP of the fan.

acceleration, Eq. 1.9) [63].

D−→v
Dt

Substantial (Material)
acceleration

=
∂−→v
∂t

Temporal (Local)
acceleration

+ (−→v · ∇) −→v  
Convective
acceleration

(1.9)

∇ is the spatial differential operator (nabla, del): ∇ = i ∂
∂x

+ j ∂
∂y

+ k ∂
∂z

.

1.6 Generation and Propagation of Sound

The phenomenon of sound in a fluid essentially involves time-dependent
changes of density, with which are associated time-dependent changes of
pressure, temperature and positions of the fluid particles [64]. The observed
sound incident at a point has two main distinguishing attributes: timbre
and loudness. The physical quantity for loudness is sound pressure and the
quantity for timbre is frequency, measured in cycles per second, or Hertz.

f =
1

T
=

ω

2π
(1.10)
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The frequency range of technical interest covers more than the range that is
audible by the human ear, which is referred to as hearing level. The human
hearing starts at about 16Hz and ranges up to 16 kHz 1 [65]. Noise conveys
the definition of unwanted sound in the audible range [59]. The sound out of
this range is frequency-wise inaudible, with the frequencies lower than 16Hz
defined as infrasonic and above 16 kHz as ultrasonic. The value of 16 kHz
refers to a healthy human being who is about of 20 years old. The upper limit
decreases at the rate of 1 kHz per decade as the person gets older [65]. The
hearing acuity can be permanently lost as the results of sustained exposure
to loud sounds, e.g. loud rock concert or heavy equipment.

Sound, since it is a phenomenon incarnating the nature of waves, may contain
only one frequency in the case of a pure steady-state sine wave, or many
frequency components as in the case of noise generated by a construction
machinery [59]. The purest type of sound wave can be presented by a sine
function (Fig. 1.13) where the abscissa represents the elapsed time and the
ordinate represents the displacement of the molecules of the propagation
medium or the deviation of pressure, density, or the aggregate speed of the
disturbed molecules from the quiescent (undisturbed) state of the propagation
medium. When the ordinate represents the pressure difference from the
quiescent pressure, the upper portions of the sine wave would then represent
the compressive states and the lower portions the rarefaction phases of the
propagation [59].

A wave motion can be described as a phenomenon by which a particle is dis-
tributed such that it collides with adjacent particles and imparts momentum to
them. After collision, the particles oscillate about their equilibrium positions
without advancing in any particular direction, i.e. there is no net transport of
particles in the medium. The disturbance, however, propagates through the
medium at a speed which is a characteristic of the medium, the kinematics of
the disturbance, and any external body forces on the medium [66]. Sound
travels far more rapidly in solids than it does in gases. At a temperature of
20 ◦C sound moves at the rate of approximately 344m/s through air at the
normal atmospheric pressure of 101 kPa. Sound velocities are also greater
in liquids than in gases, but remain less in order of magnitude than those
for solids. For an ideal gas the velocity c of a sound wave may be computed
according to Eq. 1.11.

1In some literature this range is defined as 20Hz-20 kHz (e.g. [59])
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Figure 1.13: An instantaneous view of the compressed (above the atmospheric
pressure) and rarefied regions (below the atmospheric pressure) of a sound
wave in air.

c =


κ p

ρ
=

√
κRT (1.11)

where κ (= 1.4) is the ratio of the specific heat of air at constant pressure
to that at constant volume (cp/cv), p is the quiescent gas pressure, ρ is the
density of the gas, R is the gas constant, and T is the absolute temperature
of the gas. The wavelength λ can be established as being the peak-to-peak
distance between two successive waves or the distance a wave travels to
complete one cycle.

λ =
c

f
(1.12)

A simple relation such as Eq. 1.11 does not exist for acoustic velocity in liquids,
but the propagation velocity does depend on the temperature of the liquid,
and to a lesser degree, on the pressure. For a solid the propagation speed 1 is
a function of Young’s modulus (or modulus of elasticity) of the material and
the material density [59].

The concept of simple sinusoidal waves lacks specificity to be of practical
value in noise control, but all complex periodic waveforms are combinations
of several harmonically related sine waves (Fig. 1.14). The shape of a complex
waveform depends upon the relative amplitudes of the various harmonics
and the position in time of each individual component with respect to the
others [67].

1c =


E

ρ
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Figure 1.14: Breaking a complex wave (solid line) into harmonically related
sinusoidal waves.

In Fig. 1.14, a complex waveform resolves into a sum of harmonically re-
lated waves. Sound pressure waves radiating from pumps, gears, and other
rotating machinery are usually complex and periodic, with distinguishable
discrete tones or pure tones. These sinusoidal waves can be broken down
or synthesized into simple sinusoidal terms. In the analysis of the noise
emanating from rotating machinery, there are often several harmonics present
with frequencies which are integer-ordered multiples of the fundamental fre-
quency [59]. If one of the harmonic components is shifted slightly in time,
the shape of the waveform is changed, although the frequency composition
remains the same. Obviously a record of the time locations of the various har-
monic components is required to completely describe the complex waveform.
This information is noted as the phase of the individual components [67]. The
general equation of p(t) in Fig. 1.14 can be written according to Eq. 1.13 [59].

p(t) = A1sin(ω t+ ϕ1) + A2sin(2ω t+ ϕ2) + A3sin(3ω t+ ϕ3)+

...+ Ansin(nω t+ ϕn) =
n

i=1

Ansin(nω t+ ϕn) =
n

i=1

Cne
iω t (1.13)

where
An: Amplitude of the nth harmonic
ϕn: Phase angle of the nth harmonic
Cn: Complex amplitude of the nth harmonic

Under in-phase condition, the waves start from zero at t = 0. If another
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sine wave of identical frequency is delayed by 90°, its time relationship to
the first one is a quarter wave late. A half-wave late would be 180° and
so on. This is called an out-phase condition [68]. Phase-shift expresses in
degrees the fraction of a period or wavelength by which a single-frequency
component is shifted in the time domain [67]. When two or more sound waves
become superimposed upon each other, they combine in a linear manner,
i.e. their amplitudes add algebraically at any point in space and time. The
superposition generally results in a complex wave that can be synthesized
into basic sinusoidal spectrum components [59].

1.7 Dimensions of Sound

In a normally propagating sound wave, energy is required to move the air
particles; they must be pushed or pulled against the elasticity of the air,
causing the incremental rises and falls in pressure. Doubling the displacement
doubles the pressure change, and this requires double the force. Because
the work done is the product of force times distance and both are doubled,
the energy in a sound wave is therefore proportional to the square of the
particle displacement amplitude or, in more practical terms, to the square of
the sound pressure amplitude [67].

Sound energy spreads outward from the source in the three dimensions
of space, in addition to those of amplitude and time. The energy of such
a sound field is usually described in terms of the energy flow through an
imaginary surface. The sound energy transmitted per unit of time is called
sound power. The sound power passing through a unit area of a surface
perpendicular to a specified direction is called the sound intensity. Because
intensity is a measure of energy flow, it also is proportional to the square of
the sound pressure amplitude [67].

The human ear can generally perceive sound pressures over the range from
about 20µPa up to about 200Pa [69]. Because the range of typical acoustic
pressures is so large, it is convenient to work with a relative measurement scale
rather than an absolute scale. These scales are expressed using logarithms to
compress the dynamic range. This is based on bel, which represents a ratio
of 10:1 in sound intensity or sound power. A difference of 10 dB therefore
corresponds to a factor of 10 difference in sound intensity or sound power [67].
A simple way to measure the degree of disturbance from the the equilibrium
or quiescent pressure value is to square the values of the sound pressure
disturbance over a period of time, thereby eliminating the counter-effects of
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negative and positive disturbances by rendering them always positive. The
root-mean-square sound pressure prms can be defined by Eq. 1.14 [59].

prms =


(p)2 =

 τ

0
p2 dt τ

0
dt

(1.14)

where τ is the time interval of measurement and p instantaneous pressure.

1.7.1 Octave and One-Third Octave Bands

In some cases, high spectral resolution is not required. Therefore, for analytical
purposes, the audio range of frequencies are divided into 10 standard intervals,
namely octave bands, with center frequencies fc = 31.5, 63, 125, 250, and
500 Hz, and 1, 2, 4, 8, and 16 kHz. An octave is defined as a 2:1 ratio of two
frequencies [59,65] :

fu = 2fl and fc =

flfu (1.15)

where
fu = frequency of the upper edge of the octave interval
fl = frequency of the lower edge of the octave interval
fc = center frequency of the octave interval

One-third octave bands are formed by subdividing each octave band into three
parts. The successive center frequencies increase in intervals by cube root of
2, and the upper and lower frequencies are related to the center frequency
according to Eq. 1.16 [59].

fu =
3
√
2fl and fl =

fc
6
√
2

and fu =
6
√
2 fc (1.16)

The ratio of the bandwidth (fu − fl) to the center frequency (fc) is equal to
1/
√
2 for the octave bands, and 6

√
2− −6

√
2 for the one-third octave bands.

1.7.2 Sound Intensity and Power

The sound power radiated by a point source can be defined as:

W =


S

I · dS (1.17)

where I is the sound intensity, dS element of surface area and S surface
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area surrounding source. In a free field, far from the influence of reflecting
objects, sound from a point source is propagated spherically and uniformly in
all directions (Fig. 1.15). Therefore, sound power is related to intensity by
Eq. 1.18.

I =
W

S
=

W

4π r2
(1.18)

All of sound power passing through the small square area S1 (in Fig. 1.15) also
passes through surface areas S2, S3 and S4. But, the sound intensity decreases
as the sound passes through the greater areas, due to the geometric spreading
of the sound energy. Equation 1.18 constitutes the inverse-square law of
sound propagation, which accounts for the fact that sound becomes weaker
as it travels in open space away from the source, even if viscous effects of
medium are disregarded [59,68]. Sound power level (Lw) and Sound Intensity
Level (SIL) [69] can be defined as:

Lw = 10 log(
W

W0

) (1.19)

SIL = 10 log(
I

I0
) (1.20)

W0 = 10−12W and I0 = 10−12W/m2 represent the reference power 1 and
the reference intensity corresponding to the threshold of perception in the
frequency domain where the ear sensitivity is maximum (approximately
1 kHz) [71].

1.7.3 Sound Pressure Level

The sound pressure as portrayed by the oscillation of the pressure above and
below the atmospheric pressure is detected by normal human ear at levels
as low as approximately 20 µPa. The scale which defines the relationship
between the level of the sound and the reference level, is called Sound Pressure
Level (SPL) [59].

Lp = SPL = 10 log(
prms

p0
)2 = 20 log(

prms

p0
) (1.21)

From the context of Eq. 1.21 it can be established that the doubling of a
root-mean-square pressure corresponds to approximately 6 dB in the SPL.
Most Sound Pressure Levels do not arise from single sources, nor do they

1The reference power is defined as W0 = 10−13 W in some literature (e.g. [70])
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Figure 1.15: Spherical propagation of sound from a point source; the intensity
of sound is inversely proportional to the square of the distance from the point
source (reproduced from [68]).

remain constant in time. Mathematical procedures must be used to add,
subtract, and average decibels. From the definition of Eq. 1.21 it is apparent
that decibels from single-noise sources do not add or subtract directly. If we
wish to add sound pressure levels Lp1, Lp2, Lp3,...,Lpn, we need to obtain the
antilogs of these sound pressure levels to convert them into squares of rms
pressures which can then be added directly to yield the square of total rms
pressure, that in turn yields the total dB. In terms of sound pressure levels,
the total SPL can be calculated according to Eq. 1.22 [59].

Lpt = 10 log


n

i=1

log−1


Lpi

10


= 10 log


n

i=1

10Lpi/10


(1.22)

1.8 Perception of Sound

Human perception of loudness depends on the frequency of a sound. A noise
having most of its energy concentrated in the middle of the audio spectrum
(e.g., in the region of 1 kHz) is perceived as being louder than noise of equal
energy but concentrated either in the low-frequency region (e.g. 40Hz) or
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in the high- frequency region (near 15 kHz) [59]. In order to emulate human
hearing, sound level meters usually offer a selection of frequency weighting
networks, namely, A, B and C.

A-weighting network, for instance, assigns to each frequency a ”weight” that
is related to the sensitivity of the ear at that frequency [72]. Network selection
is based on the general level of sounds to be measured (background noise, jet
engines, and so on). For example [68]:

� A-weighting network to be used for SPLs of 20 to 55 dB

� B-weighting network to be used for SPLs of 55 to 85 dB

� C-weighting network to be used for SPLs of 85 to 140 dB

However, the B and C weightings often do not correspond to human perception.
The A weighting is more commonly used. Sound level that is measured for
example with A-weighting is reported in terms of dB(A) or simply dBA rather
than the generic decibel dB. The A-weighted SPL at frequency f can be
calculated according to Eq. 1.23 [73].

A(f) = 10log


f 2
4 f

4

(f 2 + f 2
1 )(f

2 + f 2
2 )

0.5(f 2 + f 2
3 )

0.5(f 2 + f 2
4 )

2
dB (1.23)

where f1 = 20.6Hz, f2 = 107.7Hz, f3 = 737.9Hz, and f4 = 12194Hz.

A(1000) is equal to approximately -2 dB; therefore, in order to normalize the
function so that the frequency response becomes 0 dB at f = 1000Hz , a 2 dB
should be added to the values obtaining from Eq. 1.23. Figure 1.16 depicts
the frequency response of the weighting networks.

The family of equal-loudness contours (Fig. 1.17) has been adopted as an
international standard (DIN ISO 226 [74]). Each equal-loudness contour
is identified by its value at the reference frequency of 1 kHz, and the term,
loudness level in phons, is thus defined. For example, the equal-loudness
contour passing through 40 dB sound pressure level at 1 kHz is called the
40-phon contour. Similarly, the 100-phon contour passes through 100 dB at
1 kHz. The line of each contour shows how sound pressure level must be
varied at different frequencies to sound equally loud as the 1 kHz reference
loudness of 40 phons. These data are for pure tones and do not apply directly
to music and other audio signals. The phone is a unit of physical loudness
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Figure 1.16: Frequency responses for different weighting networks [68].

level that is referenced to a Sound Pressure Level at 1 kHz. This is useful,
but it tells us little about human reaction to loudness of sound. Therefore,
a subjective unit of loudness is needed which estimates the loudness of a
sound. The experimental measurements revealed that for a 10 dB increase
in sound pressure level, the average person reports that loudness is doubled.
Therefore, the so called unit ”sone” is established for subjective loudness
which defines the loudness of a sound (not its loudness level). One sone is
defined as the loudness experienced by a person listening to a 1 kHz tone of
40 phone loudness level. A sound of 2 sones (i.e., 50 phone at 1 kHz) is twice
as loud and 0.5 sone (i.e., 30 phone at 1 kHz) half as loud [68].

The shapes of the equal-loudness contours contain subjective information
because they were obtained by a subjective comparison of the loudness of a
tone to its loudness at 1 kHz. These contours (Fig. 1.17) reveal the relative
lack of sensitivity of the ear to bass tones, especially at lower sound levels.
Inverting these curves give the frequency response of the ear in terms of loud-
ness level. For example, a Sound Pressure Level of 30 dB yields a loudness
level of 30 phons at 1 kHz, but it requires a Sound Pressure Level of 58 dB
more to sound equally loud at 20Hz.
The threshold of hearing, represents the level at each frequency where sounds
are just barely audible. The curve also shows that human ears are most
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Figure 1.17: Equal-loudness contours of the human ear for pure tones [68].

sensitive around 3 kHz. Another way to state this is that around 3 kHz; a
lower-level sound elicits a greater threshold response than higher or lower
frequencies. The ear canal (auditory canal) has an average diameter of about
0.7 cm and length of about 2.5 cm [68]. By considering the ear canal as a
cylinder pipe closed at one end (by eardrum), the resonance frequency of this
tube (i.e., f = c/4L [59]) is approximately equal to 3400Hz. At this most
sensitive region, a sound pressure level defined as 0 dB can just barely be
heard by a person of average hearing acuity. The reference level of pressure
of 20 µPa was selected to establish this 0 dB level. The threshold of feeling
(120-phone contour), represents the level at each frequency at which a tickling
sensation is felt in the ears. At 3 kHz, this occurs at a Sound Pressure Level
of about 110 dB. Further increase in level results in an increase in feeling until
a sensation of pain is produced. The threshold tickling is a warning that the
sound is becoming dangerously loud and that ear damage is either imminent or
has already taken place. Between the threshold of hearing and the threshold
of feeling is the area of audibility. This area has two dimensions; the vertical
range of Sound Pressure Level and the horizontal range of frequencies that
the ear can perceive. All the sounds that humans experience must be of such
a frequency and level as to fall within this auditory area [68].
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Chapter 2

Experimental Measurements

2.1 Experimental Setup

The radial fan under consideration has an impeller with 38 forward-curved
blades, and is manufactured by Punker GmbH [75]. The performance char-
acteristics of the fan are obtained from the measurements performed on a
chamber test rig in accordance with DIN/ISO5801 [76]. The performance
data, such as pressure rise, shaft power and static efficiency, are collected
for a range of flow rates [22]. An electrical motor is used to drive the fan at
1000 rpm. Figure 2.1 shows the sketch of the reference model and Tab. 2.1
lists some of the important dimensions of the fan. More detailed illustrations
can be found in the Appendix. Considering the optimum FC fan design pa-
rameters, including the ratio between the outer and inner diameters, number
of blades etc. reported in different previous studies, e.g. [5], the FC fan under
investigation enjoys an optimum design.

The sound measurements are performed by using the in-duct method in
accordance with DIN/ISO5136 [77]. The volute tongue (cut-off) is screwed
to the housing, making it easy to remove the cut-off geometry and replace it
with another one. In order to investigate the effects of the cut-off geometries
on the noise characteristics of the fan, different volute tongues such as stepped
tongues are designed, prototyped, and tested on the rig. Each cut-off geometry
is designated by a straightforward serial number following the format shown
in Fig. 2.2. The abbreviation ’LHLH ’, which is only relevant in the case of
stepped tongues (i.e., phase-shift tongues), denotes the relative position of
each segment, from the hub side toward the shroud side (L stands for low
and H for high). The first number represents the inclination of the cut-off
geometry, or the circumferential difference in the heights of the segments for
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Figure 2.1: Geometrical dimensions and parameters of the reference fan.

stepped tongues; 0 means the cut-off is not inclined, 8.25mm represents half
a blade-to-blade spacing and 16.5mm one blade-to-blade spacing (i.e., one
rotor passage). The second number denotes the radius of the tongue and the
third number represents the minimum distance between impeller and cut-off
(clearance).

Figure 2.2: Description of the serial numbers assigned to cut-off geometries.

According to the given description, the original cut-off geometry (i.e.,
reference cut-off) shown in Fig. 2.3 is termed 0 10 16.
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Table 2.1: Dimensions of the reference FC fan model.

Parameter Dimension (mm)
Impeller inlet diameter 160
Impeller outlet diameter 200
Impeller width 82
Blade width 80
Blade arc radius 15
Blade thickness 0.6
Blade arc length 25
Volute width 87
Volute tongue (cut-off) radius 10
Impeller-tongue distance (clearance) 16
Inlet nozzle diameter 156
Inlet nozzle length 134
Blade inlet angle 77.3°
Blade outlet angle 165.4°
Volute opening angle 7°
Cut-off angle 23°
Number of blades 38

Figure 2.3: The reference cut-off (left) alongside with the stepped tongue
LHLH 8.25 10 16 (right).
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2.2 In-Duct Method

The in-duct method helps to overcome most of the following difficulties arising
when one attempts to determine the sound power of an air moving device
radiated into a duct connected to it [78]:

� The sound power generated by an acoustic source depends on its acoustic
load, i.e. the acoustic impedance presented to its inlet and outlet side.

� The sound power propagating from the source down the duct is reflected
at duct discontinuities and/or the duct end.

� Above a certain frequency, the sound pressure in the duct is not uniform
over the duct cross-section but depends on the transverse position.

� The microphone in the flow duct is exposed not only to the sound
pressures to be measured but also to the unsteady pressures associated
with the turbulent flow.

� In a practical measurement situation, it is difficult to decide whether
or not the microphone signal is contaminated by the turbulent flow
pressures (even when a windscreen is used).

For performing the sound measurements, the fan is placed in a semi-anechoic
room (Fig. 2.4) while its outlet is terminated by means of a two-sided non-
reflective (anechoic) termination (Fig. 2.6). The operating point of the fan
is determined by using a Prandtl Tube (Pitot-Static Tube) installed in the
fan discharge and a throttle unit connected to the outlet of the anechoic
termination. The setup is calibrated on a chamber test rig priori to the sound
measurements. A maximum flow rate of approximately 550m3/h can be
reached at 1000 rpm when conducting a sound measurement for the reference
model.
The anechoic termination should prevent the formation of the axial standing
waves, and as a result, the sound measurement becomes independent of the
axial location [78]. In cases where the duct is not properly terminated or ends
abruptly, sound from the fan travels along the duct and gets reflected at the
open end. Within the duct, the resulting sound pressure is a combination of
the direct and the reflected noise. At some positions in the duct the pressures
will be reinforced while at others they will cancel so that the in-duct sound
pressure level becomes a function of axial location in the duct [79].
An anechoic termination consists of three basic elements; an expansion sec-
tion, a body, and a throttle plate in the case of an outlet side termination
(like in this study) or a further set of tapers in the case of an inlet side
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Figure 2.4: Schematic illustration of the test rig used for the noise measure-
ments according to the so called in-duct method (DIN/ISO5136).

termination. The throttle unit helps to adjust the flow rate of the fan and
bring it to a desired operating point. The role of the expansion section is
to provide a gradual change in the duct impedance, acting as an acoustical
transformer between the test duct and the terminator body. The acoustic
impedance, at any surface is the ratio of the area-averaged acoustic pressure
to the effective volume velocity through the surface [79]. The impedance of
the transformation section should be such that the reflection coefficient does
not exceed the specified limits.

The reflection coefficient can be defined as the ratio of the reflected sound
pressure to the incident sound pressure. The sound pressure reflection co-
efficient, occurring in the duct as a result of the standing wave formed by
the incident and the reflected plane waves, at each center frequency of the
frequency bands starting from 50Hz upto the band containing the cut-on
frequency can be calculated using Eq. 2.1 [77,79].

For a well designed anechoic termination, the pressure reflection coefficient
decays monotonically with frequency in the plane wave frequency range. The
reflection coefficients of the higher acoustic modes are highest close to their
cut-on frequencies with again a monotonic decrease with frequency [78].

The cut-on frequency specifies the range up to which the sound propagation
is in the form of plane-wave (see Fig. 2.5). For a duct with circular cross-
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Figure 2.5: Pressure distribution in a circular duct from lower to higher order
modes (reproduced from [64,80]).

section, the cut-on frequency of the first cross mode can be calculated using
Eq. 2.2 [77, 79].
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The role of the terminator body is to absorb or to radiate away from the
test duct, much of the acoustic energy transmitted to it through the transfor-
mation section, so that very little is reflected back into the test duct. Since
the expansion section has to be an efficient transmitter of sound energy from
the test duct to the terminator it follows that it will also be efficient in the
reverse direction [79].

The anechoic-termination (shown in Fig. 2.6) is constructed according to
the norm proposals and its performance is evaluated according to the stan-
dard procedure given in DIN/ISO5136 [81,82].
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Figure 2.6: An image of the anechoic termination used for the sound measure-
ments in the Laboratory of Thermo & Fluid Dynamics at HTW Berlin. The
anechoic termination is connected to the fan outlet through a measurement
duct. The expansion section is filled with a sound absorbing material (e.g.,
mineral wool).
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The Measurement duct, which connects the fan outlet (through a transi-
tion duct) to the anechoic termination, has a diameter of 170mm. Therefore,
according to Eq. 2.2, the experimental results are influenced by the effects
of modes beginning from approximately 1172Hz at the BEP of the fan (i.e.,
450m3/h).
Sound radiated from the outlet of the fan is measured upto 5000Hz by using
three high precision microphones installed in the measurement duct. The
microphones are manufactured by Microtech Gefell GmbH and are applicable
in the range of 10Hz to 40 kHz with the maximum SPL upto 158 dB [83].
The microphones are calibrated by means of a Brüel & Kjær sound calibrator
(Type 4231) with a reference sound pressure level of 94 dB. The calibration
accuracy is ±0.2 dB according to the device manufacturer [84].

The measurements are performed by using turbulence screen microphones
(also called slit-tube microphones [78]) shown in Fig. 2.7. Equipping the
microphones with slit-tube wind screens helps to suppress the effect of the
turbulence induced pressure fluctuations on the microphone. These fluctu-
ations can mask acoustic signals recorded by a simple in-flow microphone
even if protected by a forebody such as nose cone. Owing to the design of
the slit-tube microphone, it must be installed parallel to the duct-axis and
pointed into the wind to avoid flow separation and excessive flow noise [85,86].

Figure 2.7: Schematic illustration of a slit-tube windscreen for 0.5-inch
microphones [77,78].

As shown in Fig. 2.4, the fan outlet is connected to the measurement duct
through a transition duct. It is well known that abrupt changes in cross-
section involve sound reflections as well as changes in acoustic loading [78]. In
order to avoid the reflections, the transition duct should be designed according
to the suggested guidelines, and its length should be calculated based on
Eq. 2.3. l0 is the reference length which is equal to 1m. Besides, for aerody-
namic reasons the valley angle of the transition duct should not exceed 15° [77].

lmin

l0
=
Sl

Ss

− 1 (2.3)
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As mentioned earlier, the measurement duct has a diameter of 170mm, which
makes the cross-section area of the duct approximately equal to the cross-
section area of fan outlet. Therefore, the length of the transition duct is not
an influential parameter herein.

Figure 2.8: Dimensions of the transition duct that connects the fan outlet to
the measurement duct (reproduced from [81,82]).

Only when the sound wavelength is large compared with the cross dimen-
sion of a duct is the sound pressure uniform over the cross-section. If sound
reflections from duct discontinuities are absent, acoustic pressure p and acous-
tic particle velocity v are related by the plane wave relation p/v = ρ c. The
determination of sound power transmitted in a duct of cross-sectional area S
without flow is given by P = pvS, where the overbar indicates time-averaging.
In logarithmic form, the so-called plane wave formula can be defined according
to Eq. 2.4 [78].

Lw = Lp + 10 log(S/S0)− 10 log [ρ c/(ρ c)0] (2.4)

where S0 = 1m2 and (ρ c)0 ≊ 408N s/m3 are the usual reference values.

In the frequency region where higher order acoustic modes can propagate, the
sound pressure amplitude varies over the duct cross-section, and determina-
tion of the duct sound power requires integration of the sound intensity over
the cross-section. Equation 2.5, for instance, is valid for the no-flow case [78].

P =


S

pv dS (2.5)
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As shown in Fig. 2.5, distribution of sound intensity is non-uniform in the pres-
ence of higher order modes. In the case of a circular pipe, a practical approach
to sound power determination is to use multiple microphones distributed
radially across the cross-section of the duct (Fig. 2.9). For a directional sensor
like a microphone equipped with slit-tube, the optimum radial position is
closer to the pipe wall, where the mode amplitudes are generally larger, to
compensate for the microphone directivity [78,87].

For a slit-tube microphone with 400mm effective length the relative radial
position of the microphone from the duct axis is 2r/d = 0.8 for pipe diameters
between 0.15 ⩽ d ⩽ 0.5m and 2r/d = 0.65 for 0.5 ⩽ d ⩽ 2m [77,78,87].

Figure 2.9: Distribution of the slit-tube microphones in the measurement
duct calculated according to DIN5136.

The average sound pressure level recorded by three microphones shown in
Fig. 2.9 is calculated according to Eq. 2.6 [77].

Lp = 10 log


1

N

N
i=1

100.1Lpi


dB+ C (2.6)

where C is the combined frequency response correction of the sampling-tube
microphone to be calculated according to Eq. 2.7 [77].

C = C1 + C2 + C3,4 (2.7)

C1 is the free field microphone response correction which shall be taken
from the microphone manufacturer’s data sheets (see AppendixA.6), C2 is
the frequency response correction of the microphone shield, and C3,4 is the
combination of C3 & C4. The former is defined as the flow velocity correction
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which accounts for the change in the frequency response of the microphone
shield as a result of superimposed flow [78] and the latter is defined as the
modal frequency correction which accounts for the directivity characteristics
of the microphone with the turbulence screen in the view of the propagation
angles of the higher order duct modes [31].

Figure 2.10: Illustration of the reference microphone position to calculate the
frequency response correction C2 = Lp2 − Lp1; ltube is the length of the slit
(reproduced from [77]).

The frequency response correction C2 for the a slit-tube microphone can
be defined as the difference between the sound pressure level measured with
the microphone equipped with the sampling tube and the sound pressure
level measured at the same position with the same microphone without the
slit-tube according to Fig. 2.10 [77].

Values for the mean flow velocity-modal correction of the microphone shield
C3,4 can be calculated according to Eq. 2.8 [77], where U is the mean flow
velocity (U < 0 for the inlet duct and U > 0 for the outlet duct) and ai is
the coefficient value given in DIN5136 (see AppendixA.8).

C3,4(U) =
10
i=0

aiU
i (2.8)
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Figure 2.11: Combined flow velocity and modal correction C3,4 calculated for
the turbulence screen and different flow rates.

2.3 Reproducibility of the In-Duct Method

Measurements

Table 2.2 presents a detailed comparison between the standard deviations
of free field method [88], reverberation room methods [89, 90], and in-duct
method [77] all applied to fans [78].

The information given in this table reflect the cumulative effects of all causes
of measurement uncertainty such as source location, end reflections, duct
transitions, instrument calibration, sound pressure to sound power computing
and sampling errors. By assuming the statistical interdependency between the
uncertainties, the combined standard deviation can be calculated according
to Eq. 2.9 [87].

σ =

σ2
1 + σ2

2 + σ2
3 + · · ·+ σ2

n (2.9)
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Table 2.2: Estimated standard deviations of reproducibility of sound power
levels according to various ISO-standards [78].

f (Hz) ISO 3743-1 ISO 3743-2 ISO 3744 ISO 5136
50 - - 5 3.5
63 - - 5 3
80 - - 5 2.5
100 3 5 3 2.5
125 3 5 3 2
163 3 5 3 2
200 2 3 2 2
250 2 3 2 2
315 2 3 2 2
400 1.5 2 1.5 2
500 1.5 2 1.5 2
630 1.5 2 1.5 2
...

...
...

...
...

3150 1.5 2 1.5 2
4000 1.5 2 1.5 2
5000 1.5 2 1.5 2.5
6300 2.5 3 2.5 3
8000 2.5 3 2.5 3.5
10000 2.5 3 2.5 4

The standard deviations reported are those which would be expected if
the measurement of a single fan were repeated in many different laboratories.
They do not include variations in the sound power radiated by the fan itself
caused for example by changes in the mounting arrangements [77].

ISO 3743-1& 2 are applicable only for octave bands between 125 and 8000Hz,
while ISO 3744 and ISO 5136 are for one-third octave bands in the range
50 - 10000Hz. Up to 315Hz, the in-duct method yields the best accuracy and
is only slightly worse than the free field method up to 4000Hz [78].

2.4 Experimental Signal Processing

The experimental signals are processed using the commercially available pro-
gram SAMURAI [91]. Each single measurement involves 10 repetitions, each

48



taking 35 s. The final result of each measurement, calculated by digital signal
processor according to Eq. 2.10, is the average energy-equivalent continuous
sound level Leq of the corresponding repetitions.

Leq = 10log


1
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 T

0

p2(t)

p20


dt = 10log


1

T

 T

0

10L(t)/10

dt (2.10)

where p2(t) indicates the mean square (time-varying) sound pressure and L(t),
the level gradient over time [59,65].

Table 2.3, presents the settings used for the signal processing of the ex-
perimental measurements. Using the parameters given in this table, the signal
processor converts the recorded sound signals into the spectral results with a
frequency resolution of approximately 0.8Hz.

Table 2.3: Settings used for processing the experimental signals in SAMURAI
environment.

General Settings
Duration of measurement 35 s

Frequency range 0-10 kHz
Number of repetitions 10

FFT
Sampling rate 25.6 kHz
Number of lines 12801

Window Hanning (Hann)
Averaging mode Exponential

Exp. time1 0.64 s
Delta time2 1.28 s

1/3 Octave
Lower band 50Hz
Upper band 5 kHz

Averaging mode Fast
Delta time 0.12 s

1The time constant for exponential averaging [91]
2The time interval for data storage [91]

49



Chapter 3

Numerical Simulations

Computational Fluid Dynamics (CFD) and Computational Aeroacoustics
(CAA) simulations are performed to numerically predict the aeroacoustical
characteristics of the fan. The commercially available CFD package STAR-
CCM+ is used for performing the numerical simulations as well as numerical
grid generations. The grids employed consist of several million cells (volume
elements) in the range of approximately 12.5 million to 100 million. In the
performed simulations the influence of different boundary-conditions and time-
steps are evaluated and addressed. The performance of different turbulence
models and methods including Unsteady Reynolds-Averaged Navier-Stokes
(URANS), Detached Eddy Simulation (DES) and Large Eddy Simulation
(LES) are investigated.

Due to the complex nature of sound as well as the variety of sound sources,
it has not been possible so far to introduce a single CAA method which is ca-
pable of reliably predicting the noise generated in all cases. As a result, there
are several approaches available for predicting the noise and the following
are some of the common methods which are practical to solve the everyday
engineering problems [92]:

Direct methods can be considered the most accurate approach for CAA
and are comparable to Direct Numerical Simulation (DNS) in the CFD field.
The compressible Euler or Navier-Stokes equations are solved in the domain
of interest for the unsteady combined flow and acoustic field from the aero-
dynamic effective area down to the far field observer. They do not include
any modeling of sound and thus do not suffer from any modeling or approx-
imation errors (except for the turbulence modeling). The main drawback
of these methods is that they require tremendous computational resources,
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especially in the case of small Mach number flows. Moreover, space and time
resolution requirements for the aerodynamic data combined with the large
distance up to an observer in the far field increases the number of cells in
the numerical grid while demanding very small time steps. Direct methods
are generally attractive because the well-known CFD packages promise to
provide aerodynamic and aeroacoustic data at the same time. Sometimes
they work surprisingly well, mostly in the cases that the difference between
the aerodynamics and aeroacoustics are negligible. However, they sometimes
completely fail, since the basic requirements for CFD and CAA might be too
different.

Hybrid method is used in many successful aeroacoustic tools. In this method,
sound generation is decoupled from sound transport. Therefore, most of the
time, a CFD package is required which solves the governing equations and
provides information about the sound sources in the near field. The CAA
package inherits the near field solution from the CFD package by means of
which it is able to compute the sound propagation (transport). Two transport
methods are available to be used by a CAA solver:

� Computational transport methods are similar to a CFD computation,
in the sense that they solve some partial differential equations from the
source (near field) up to the observer (far field). Usually computational
transport methods solve simple equations such as the Linearized Euler
Equations (LEE). Since the equations are simpler, the grids are not as
demanding as CFD grids and the advanced discretization schemes are
often not required. The computational costs can grow tremendously
in the case that the observer is far away from the source, because the
numerical grid should cover all the space between the source and the
receiver.

� Analytical transport techniques employ an integrated form of the rele-
vant acoustic propagation equation, which is either Kirchhoff’s surface
integral or the Ffowcs Williams-Hawkings (FW-H) equation. The sound
pressure at an observer at a specific point in time is computed by an
integration of source term along a surface, which is either a physical
surface or a virtual surface surrounding the source.
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3.1 Governing Equations

3.1.1 Conservation Laws

In the Eulerian description of fluid mechanics the field variables, such as
pressure, density, momentum, and energy, are considered to be continuous
functions of the spatial coordinates x, y, z and of time t [59]. In three dimen-
sional space velocity has three components, and at least two thermodynamic
variables are needed to establish the equation of state (Eq. 3.1 for an ideal gas).
In order to obtain the mentioned field variables six independent equations
are needed. The following conservation laws can be used to determine the
dynamical behaviour of a fluid.

1. Conservation of Mass (Eq. 3.3)

2. Conservation of Momentum (Eq. 3.4)

3. Conservation of Energy (Eq. 3.8)

The conservation of mass supplies one equation; the conservation of momentum
supplies three equations along the three principle axes; the conservation of
energy supplies the fifth equation; and the equation of state constitutes the
sixth equation [59, 93]. Temperature in the equation of state can be obtained
from the caloric equation of state (Eq. 3.2) [94].

p

ρ
= RT (3.1)

e = cvT h = cpT (3.2)

∂ρ

∂t
+∇ .(ρ−→v ) = 0 (3.3)

The conservation of momentum or shortly the momentum equation (Eq. 3.4)
is based on Newton’s second law which states that the rate of change of
momentum of a fluid particle equals the sum of forces acting on the particle.
There are two kinds of forces acting on fluid particles (or control volumes)
[94,95]:

� External volume or body forces which act directly on the volumetric
mass of the fluid element, such as gravitational, buoyancy, Coriolis or
centrifugal forces.
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� Surface forces which act directly on the surface of the control volume,
and result from two sources (a) the pressure distribution imposed by
the outside fluid surrounding the volume and (b) the shear and normal
stress distributions, resulting from the friction between the fluid and
the surface of the volume.

ρ
D−→v
Dt

= ρ
−→
f +∇ · Πij (3.4)

The first term on the right-hand side of Eq. 3.4 is the body force per unit
volume, while the second term represents the surfaces force per unit volume.
Πij is the stress tensor which for a Newtonian fluid can be written as follows:

Πij = −p δij + µ


∂vi
∂xj

+
∂vj
∂xi


− 2

3
δij

∂vk
∂xk


  

τij

(3.5)

In Eq. 3.5, δij is the Kronecker delta function (δij = 1 if i = j and δij = 0 if
i ̸= j), and µ is dynamic viscosity (also called coefficient of viscosity) [96].
The second term on the right-hand side of Eq. 3.5 is the viscous stress tensor
τij. For a Newtonian fluid the components of the viscous stress tensor are
given by [93,96]:

τxx = −2

3
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(3.6a)

τyy = −2

3
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(3.6b)

τzz = −2
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(3.6c)

τxy = τyx = µ
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τxz = τzx = µ
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Substituting the above equations in Eq. 3.4 yields the Navier-Stokes equations
in conservation form:

∂(ρvx)

∂t
+∇ · (ρvx−→v ) = −∂p

∂x
+
∂τxx
∂x

+
∂τyx
∂y

+
∂τzx
∂z

+ ρfx (3.7a)

∂(ρvy)

∂t
+∇ · (ρvy−→v ) = −∂p

∂y
+
∂τxy
∂x

+
∂τyy
∂y

+
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∂z

+ ρfy (3.7b)

∂(ρvz)

∂t
+∇ · (ρvz−→v ) = −∂p

∂z
+
∂τxz
∂x

+
∂τyz
∂y

+
∂τzz
∂z

+ ρfz (3.7c)

The conservation of energy is derived from the first law of thermodynamics,
which states that the rate of change of energy of a fluid particle is equal to
the sum of the rate of heat addition to the fluid particle and the rate of work
done on the particle [97].

∂Et

∂t
+∇ · Et

−→v  
Rate of change of energy
inside the fluid element

=
∂Q

∂t
−∇ · −→q  

Net flux of heat
into the element

+ ρ
−→
f · −→v +∇ · (Πij · −→v )  

Rate of working
done on the element

(3.8)

Equation 3.8 is the conservation of energy written in terms of total energy [96].
The total energy of a fluid element per unit mass is the sum of its internal
energy per unit mass, e, and its kinetic energy per unit mass, v2/2.

Equation 3.9 defines the rate of change of energy of a fluid particle in terms
of its total energy in conservation form [93].

ρ
D

Dt


e+

v2

2


dx dy dz (3.9)

The net flux of heat into the element originates from two sources, i.e. volu-
metric heating such as absorption or emission of radiation, and heat transfer
across the surface due to temperature gradients (thermal conduction).

ρq̇ −

∂q̇x
∂x

+
∂q̇y
∂y

+
∂q̇z
∂z


dx dy dz (3.10)

According to Fourier’s law, heat transfer by thermal conduction is proportional
to the local temperature gradient [93, 96].

q̇x = −k∂T
∂x

q̇y = −k∂T
∂y

q̇z = −k∂T
∂z

(3.11)
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And lastly, the net rate of work done on the moving fluid element due to
body and surface forces can be written as follows [93]:

ρ
−→
f · −→v


dx dy dz +


−∇ · (p−→v ) + ∂(vxτxx)

∂x
+
∂(vxτyx)

∂y

+
∂(vxτzx)

∂z
+
∂(vyτxy)

∂x
+
∂(vyτyy)

∂y
+
∂(vyτzy)

∂z

+
∂(vzτxz)

∂x
+
∂(vzτyz)

∂y
+
∂(vzτzz)

∂z


dx dy dz

(3.12)

3.2 Incorporation of the Acoustic Equations

In order to obtain the acoustic equations based on the conservation laws, the
following assumptions should be made [59,80]:

1. The unperturbed fluid has definite values of pressure, density, tempera-
ture, and velocity, all of which are assumed to be time independent and
denoted by the subscript 0. The quiescent density ρ0 also does not vary
in space.

2. The passage of an acoustic signal through the fluid results in small
perturbations of pressure, temperature, density, and velocity. These
perturbations are expressed as:

p′ = p− p0 ; ρ′ = ρ− ρ0 ; T ′ = T − T0 ; −→v ′ = −→v (3.13)

The unperturbed velocity (−→v 0) is set to zero. Also, p′ ≪ p0, ρ
′ ≪ ρ0

and T ′ ≪ T0.

3. The transmission of the sound through the fluid results in low values of
spatial temperature gradients at audio frequencies, resulting in almost no
heat transfer between warmer and cooler regions of the plane wave. Thus
the ongoing thermodynamics process may be considered an adiabatic
process (at ultrasonic frequencies there is virtually no time for heat
transfer to occur).

In an adiabatic process involving ideal gas the following equation is valid:

p ρ−κ = constant ⇒ dp′

p0
= κ

dρ′

ρ0
(3.14)
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Differentiating the above expression with respect to time leads to:

1

p0

∂p′

∂t
=

κ

ρ0

∂ρ′

∂t
(3.15)

By replacing ∂ρ′

∂t
from the continuity equation (Eq. 3.3), and then differentiat-

ing the resulting equation with respect to time the following equation can be
obtained:

∂2p′

∂t2
= κ p0


− ∂

∂t
(∇ · −→v )


(3.16)

For inviscid flow (µ = 0) the momentum equation (Eq. 3.4) yields Euler’s
equation:

ρ
D−→v
Dt

= −∇ p (3.17)

Differentiating Euler’s equation by space and discarding the second-order
velocity terms leads to:

ρ0
∂

∂t
(∇ · −→v ) = −∇2p′ (3.18)

Finally, by equating the cross-differential terms in Eq. 3.16&3.18 to each
other, the three dimensional wave equation can be defined as follows:

∇2p′ =
1

c2
∂2p′

∂t2
(3.19)

c is the speed of sound which is previously defined for ideal gases in Eq. 1.11.
Alternatively, Eq. 3.19 can be written in terms of velocity or density, by
eliminating p′ in favour of −→v or ρ′:

∇2−→v =
1

c2
∂2−→v
∂t2

(3.20)

∇2ρ′ =
1

c2
∂2ρ′

∂t2
(3.21)

One of the simplest general solutions to Eq. 3.19 can be written in the form
of one dimensional progressive waves [59,70,98]:

p′(x, t) = F (t− x

c
) +G(t+

x

c
) = Aei(ω t−kx) +Bei(ω t+kx) (3.22)

The first part F (x − ct) represents a wave of arbitrary shape traveling in
the positive x-direction with velocity c (an outgoing wave), and the second
part G(x + ct) represents a wave also of arbitrary shape traveling in the
negative x-direction with velocity c (a backward traveling wave). In complex
exponential form, k = ω/c is the wave number, and A and B are arbitrary
constants (real or complex) to be evaluated by initial conditions.
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3.2.1 Lighthill’s Acoustic Analogy

The theory of aerodynamic sound developed by Lighthill [99] is the rearrange-
ment of the continuity and momentum equations into an exact, inhomogeneous
wave equation whose source terms are important only within the turbulent
region [100]. In the Lighthill’s analogy, it is assumed that the listener is
surrounded by a quiescent reference fluid (p0, ρ0, c0 uniformly constant and
v0 = 0) in which the small acoustic perturbations are accurately described by
the homogeneous wave equation [92].

∂2ρ′

∂t2
− c20∇2ρ′ =

∂2Tij
∂xi∂xj

(3.23)

Equation 3.23 is the Lighthill equation, and Tij is the Lighthill stress tensor
given by [80,100]:

Tij = ρ vivj − τij + δij(p
′ − c20ρ

′) (3.24)

In order to obtain the right-hand side of Eq. 3.23 and compute the Lighthill
stress tensor in the near field, transient CFD simulation should be performed.
The general solution to Eq. 3.23 for an unbounded medium can be written
as [99]:

ρ′(−→x , t) = 1

4πc20

∂2

∂xi∂xj


V

Tij(
−→y , t− |−→x −−→y |/c0)

|−→x −−→y |
d−→y (3.25)

It follows that when the flow is known, it is possible by means of Eq. 3.25 to
evaluate the sound generated [62].

3.2.2 Curle’s Analogy

Solid boundaries might well play an important role in the sound production
in certain cases, even when they remain rigid. Curle extended the solution
of the Lighthill equation by taking the presence of stationary reflective solid
surfaces into account [101]. In addition to the volume integral (Eq. 3.25),
Curle’s solution has a surface integral which represents the contribution of the
solid boundaries. Therefore, in Curle’s solution, the sound field is composed
of the sound generated by a volume distribution of quadrupoles and by a
surface distribution of dipoles. Solid boundaries can contribute to sound
production in two ways [62]:

1. The sound generated by the quadrupoles of Lighthill’s theory will be
reflected and diffracted by the solid boundaries.
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2. The quadrupoles will no longer be distributed over the whole of space,
but only throughout the region external to the solid boundaries, and
it seems that there might be a resultant distribution of dipoles (or
even sources) at the boundaries. Dipoles are specially likely, since they
correspond to externally applied forces, and such forces are present
between the fluid and the solid boundary.

Equation 3.26 is the simplified Curle surface integral as adopted in STAR-
CCM+ [102].

ρ′(−→x , t) = 1

4πc30


S


(−→x −−→y )

r2
∂p

∂t


−→y , t− r

c0


−→n dS (−→y ) (3.26)

where t− r

c0
is the emission time, p is the surface pressure, ρ′ is density per-

turbations, and r = |−→x −−→y | is the distance from the source. This equation
is valid when presuming |−→x | ≫ λ [62].

The solution of Eq. 3.26 along with the relation p′ = c20 ρ
′, which is valid

for an adiabatic process involving an ideal-gas, can be used to compute the
local acoustic power. In STAR-CCM+, the Curle acoustic model can be used
in combination with two-equation RANS turbulence models. RANS models
are responsible of providing turbulence time scale, turbulence length scale
and wall shear stress necessary to compute the mean-square time derivative
of the source surface pressure [102].

3.2.3 Ffowcs Williams–Hawkings Equation

The Ffowcs Williams-Hawkings (FW-H) equation is a further development
of the Lighthill’s acoustic analogy to include the effects of general types of
surfaces and motions. Using the mathematical theory of distributions (also
known as generalized functions), it is possible to rearrange the continuity equa-
tion and the momentum equations into the form of an inhomogeneous wave
equation with two surface source terms (monopole and dipole) and a volume
source term (quadrupole). Although the quadrupole source contribution is
insignificant in many subsonic applications, substantially more computational
resources are needed for volume integration when the quadrupole source is
required [103,104].

The moving surface is described by f(−→x , t) = 0 such that ∇f = −→n ; −→n
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is the unit outward normal. Equation 3.27 is the original impermeable FW-H
equation as proposed in [105]:

∂2

∂t2
− c2

∂2

∂x2i


( ρ− ρ0 ) =

∂2Tij
∂xi∂xj

− ∂

∂xi


[(p− p0)δij]δ(f)

∂f

∂xj


+
∂

∂t


ρ0vi δ(f)

∂f

∂xi

 (3.27)

where vi is the local velocity of the body in the direction normal to the surface
implicitly defined by f = 0, p is the local gage pressure on the surface and
δ(f) is the Dirac delta function (= 0 except for f = 0). Moreover, ρ− ρ0
is the generalized density perturbation, and Tij is the generalized Lighthill
stress tensor that is equal to the Lighthill stress tensor outside any surfaces,
and is zero within them. In Eq 3.27, it is assumed that the viscous term is a
negligible source of sound, hence the stress tensor is reduced to (p−p0)δij [104].

The three source terms in the FW-H equation each have a physical meaning,
which is helpful in understanding the noise generation. The thickness noise
(monopole source) is determined completely by the geometry and kinematics
of the body. The loading noise (dipole source) is generated by the force that
acts on the fluid as a result of the presence of the body. The quadrupole
source term accounts for non-linear effects (e.g., noise generated by shocks,
vorticity, and turbulence in the flow field) [103]. The FW-H acoustic model
is suitable for predicting the propagation of sound in the free space, and
it does not include effects such as sound reflections, refraction, or material
property change [102]. Equation 3.27 can be written in a compact form by
exploiting the wave operator (also called D’Alembertian operator), □2, and
the Heaviside function, H(f) [101,104,106,107]:

□2 p′ =
∂

∂t
[ρ0vn δ(f)]  
monopole or

thickness source

− ∂

∂xi
[(p− p0)ni δ(f)]  

dipole or
loading source

+
∂2

∂xi∂xj
[H(f)Tij]  

quadrupole or
volume source

(3.28)

where vn is the local normal velocity of the surface (vn = vini). Also,
ρ− ρ0 on the left hand-side of Eq. 3.27 is converted into p′ using the relation
p′ = c2(ρ− ρ0). The Heaviside function is H(f) = 0 for f < 0, and H(f) = 1
for f > 0, which reminds that the volume source only exists in the exterior of
the surface [104]. The wave operator can be defined as:

□2 =
1

c2
∂2

∂t2
−∇2 (3.29)
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In STAR-CCM+, the FW-H formulation is coded based on Farassat’s Formu-
lation 1A . For the exact formulation refer to [102–104,106,107].

3.3 Turbulence Modeling

Turbulence modeling is still one of the major concerns of CFD after several
decades. Due to the complexity of the flow on the one hand, and the inevitabil-
ity of making assumptions and simplifications (e.g., averaging) on the other
hand, it is not possible to introduce a single turbulence model which reliably
predicts all kinds of turbulent flows. For instance, a particular model might
perfectly work in the case of attached boundary layers, and completely fail
for separated flows. An ideal model should introduce the minimum amount of
complexity while capturing the essence of the relevant physics. Furthermore,
an important consequence of closing the governing equations with turbulence
models is that the solutions are no longer exact representations of physical
problems implied by the boundary conditions, and the uncertainties associ-
ated with the assumptions have to be appraised, usually by comparison with
experiments [95,108,109]. The complex nature of turbulence caused some of
the scientists studying it to give exciting descriptions about it. For example,
Bradshaw inspires the whole phenomenon of turbulence as being unrigorous
and probably invented by the Devil on the seventh day of Creation [110].

Turbulence is a natural phenomenon in fluids that occurs when velocity
gradients are high, resulting in disturbances in the flow domain as a function
of space and time. The outstanding feature of a turbulent flow, contrary to a
laminar flow, is that the molecules move in a chaotic fashion along complex
irregular paths. The strong chaotic motion causes the viscous layers of the
fluid to mix together intensely. Because of the increased momentum and
energy exchange between the molecules and solid walls, turbulent flows lead
at the same conditions to higher skin friction and heat transfer as compared
to laminar flows [95,100].

There are different principal classes of turbulence models with each of them
being further divided into different subcategories. The main distinction be-
tween turbulence models is whether turbulence properties are related directly
to the mean flow or obtained from transport equations [111].
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Direct Numerical Simulation (DNS)

The most accurate approach to turbulence simulation is to solve the Navier-
Stokes equations without averaging or approximating other than numerical
discretizations whose error can be estimated and controlled. It is also the
simplest approach from the conceptual point of view [112]. Despite all the
advantages that can be listed for DNS, there are some serious impediments
to perform such simulation. Direct solution of the flow equations is very
difficult because of the wide range of length and time scales caused by the
appearance of eddies in a turbulent flow [97]. To resolve a turbulent flow by
DNS requires that all relevant length scales be resolved from the smallest
eddies to scales on the order of the physical dimensions of the problem domain.
The computations need to be 3D even if the time mean aspects of the flow
are 2D, and the time steps must be small enough that the time-scale motion
can be resolved in a time-accurate manner even if the flow is steady in a
time-mean sense [96].

A valid simulation must also capture all the kinetic energy dissipation. This
occurs on the smallest scales (Kolmogorov scales Eq. 3.30), the ones on which
viscosity is active, so the size of the grid must be no larger than a viscously
determined scale, called the Kolmogorov scale (Eq. 3.30a). Such requirements
place great demands on computer resources, and only relatively simple flows
at low-to-moderate Reynolds numbers can be computed directly with present-
day machines [112,113]. However, further research has shown that some of
the DNS requirements suggested in most of the literature are sometimes too
stringent. For instance, the direct numerical simulations conducted by Moin
and Mahesh show very good agreement with experimental results even though
the Kolmogorov lengthscale was not resolved. As noted in the corresponding
study, it appears that the relevant requirement to obtain reliable first and
second order statistics is that the resolution be fine enough to accurately
capture most of the dissipation. Consequently, in some cases, the smallest
resolved lengthscale is required to be a factor of the Kolmogorov lengthscale,
and not necessarily equal to it [114].

In addition to spatial discretization, boundary conditions and temporal dis-
cretization can be sources of numerical issues in DNS. For complex geometries,
like most of the engineering geometries, it is not affordable to satisfy the
DNS requirements. This is the reason why DNS is still confined to simple
geometries and research activities. However, DNS results, alongside with the
experimental results, play a cardinal role in the assessment of the simpler
turbulence models. Many researchers developing turbulence models have
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verified the performance of their proposing models through comparing results
obtained with DNS results (e.g., [115,116]).

lk ≡ (ν3/ϵ)1/4 (3.30a)

tk ≡ (ν/ϵ)1/2 (3.30b)

vk ≡ (ν ϵ)1/4 (3.30c)

Reynolds Averaged Navier-Stokes (RANS) Equations

In Reynolds-averaged approaches to turbulence, any variable ϕ is decomposed
into the sum of its mean quantity ϕ and its fluctuation about the mean value
ϕ′:

ϕ(x, t) = ϕ(x, t) + ϕ′(x, t) (3.31)

Therefore, in Reynolds Averaged Navier-Stokes models the focus is on the
mean flow and the effects of turbulence on the mean flow properties [100,112].
The mean values are obtained by averaging procedures. The three most
pertinent averaging methods in turbulence research are the time average, the
spatial average and the ensemble average. Time averaging is suitable for
stationary turbulence, i.e. a turbulent flow that, on average does not vary with
time. Spatial averaging is appropriate for homogeneous turbulence, which is
a turbulent flow that, on the average, is uniform in all directions. Ensemble
averaging is the most general type of averaging, which is appropriate for un-
steady turbulent flows. The number of members of the ensemble N must be
large enough to eliminate the effects of the fluctuations. For turbulence that
is both steady and homogeneous, it can be assumed that these three averages
are all equal. In cases where the density is not constant, it is advisable to
apply both mass-weighted or Favre decomposition and Reynolds averaging.
The most convenient way is to apply Reynolds averaging for density and
pressure and Favre averaging for other quantities such as velocity [95,112,117]
(refer to AppendixA.10 for the averaging formulations).

Applying the averaging procedures to the governing equations leads to the
arising of some additional terms, e.g., Reynolds stresses, turbulent heat flux,
turbulent diffusion flux, etc. [118]. In order to be able to compute turbulent
flows with the RANS equations it is necessary to develop turbulence models
to predict the Reynolds stresses and the scalar transport terms and close
the system of mean flow equations. The Reynolds stresses, which appear as
unknowns in the Reynolds equations, are determined by turbulence models
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either via the turbulent viscosity hypothesis (Boussinesq hypothesis) or more
directly from modelled Reynolds-stress transport equations. Boussinesq hy-
pothesis assumes a linear relationship between the turbulent shear stress and
the mean strain-rate (similar to laminar flow), with the proportionality factor
in this relationship being defined as eddy (or turbulent) viscosity [96,108].

− ρ v′iv
′
j = 2µTSij − ρ

2k

3
δij (3.32)

where ρ v′iv
′
j is the Reynolds stress tensor and represents the transfer of

momentum due to turbulent fluctuations, k is the turbulent kinetic energy per
unit mass (Eq. 3.33), Sij is the mean strain-rate tensor (Eq. 3.34), and µT is
eddy viscosity. Unlike the molecular viscosity, turbulent viscosity represents
no physical characteristic of the fluid, but it is the function of the local flow
conditions [95–97,113].

k =
1

2
v′iv′i =

1

2
(v′xv′x + v′yv′y + v′zv′z) (3.33)

Sij =
1

2


∂vi
∂xj

+
∂vj
∂xi


− 1

3

∂vk
∂xk

δij (3.34)

The most common RANS turbulence models are classified on the basis of the
number of additional transport equations that need to be solved along with
the RANS flow equations.The turbulence models which use the Boussinesq
hypothesis are referred to as eddy viscosity models, and the models which do
not rely upon this hypothesis and derive exact equations for Reynolds stress
are called Reynolds stress or stress-equation models [96, 97].

Zero-equation (algebraic) models invariably utilize the Boussinesq assumption
to compute the Reynolds stress tensor as the product of eddy viscosity and
the mean strain-rate tensor. Prandtl suggested one of the most successful
algebraic models, which is based on the mixing-length hypothesis to calculate
the eddy viscosity. For 2D and 3D thin boundary layers, Prandtl’s mixing
length formula can be interpreted as follows [96,100]:

2-Dimensional : µT =ρ l2mix


∂vx
∂y

2

(3.35a)

3-Dimensional : µT =ρ l2mix


∂vx
∂y

2

+


∂vz
∂y

2
0.5

(3.35b)

where lmix is the Prandtl’s empirical mixing length.
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Prandtl postulated further that for flows near solid boundaries the mixing
length is proportional to distance from the surface [108]. However, the mixing
length is a flow dependent variable that should be derived according to the
type of the flow being considered, wall boundary layer, jet, wake, etc. In the
log-law zone of Fig. 3.1, the appropriate approximation of the mixing length is
lmix = κ y, with κ = 0.41 being defined as the von Kármán constant [96, 113].
In the buffer zone, the mentioned expression should be multiplied by the Van
Driest damping function (refer to [119]).

Figure 3.1: Turbulent boundary layer for a typical incompressible flow over a
smooth flat plate showing various layers [96].

The parameter y+ is the dimensionless wall distance which according to
Eq. 3.36 is a function of the reference velocity u∗ (also called shear velocity)
and y, i.e. the normal distance from the cell centroid to the wall in wall-
adjacent cells [97, 102].

y+ =
yu∗

ν
(3.36)
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The shear velocity u∗ is a function of the instantaneous wall shear stress and
density at the wall (Eq. 3.37). Moreover, in Fig. 3.1, u+ is the dimensionless
velocity, which is defined as the ratio of the local velocity to the shear veloc-
ity [96]. The definition of the shear velocity becomes different from Eq. 3.37
when using wall treatment models in the simulation (refer to [102] for more
information).

u∗ =


τw
ρw

(3.37)

Despite all the benefits that the Prandtl mixing length model offers, one of
which is its simplicity, it has some serious weaknesses. One obvious short-
coming of the algebraic models that evaluate eddy viscosity based on the
Prandtl mixing length model is that µT = 0 whenever the terms between the
parentheses in Eq. 3.35 becomes zero. For example, considering the flow in
a pipe, this means that the eddy viscosity would be zero at the centreline
of the pipe (which is not true). The shortcomings of the Prandtl mixing
length model was the main motivation behind the development of the other
turbulence models which determine the eddy viscosity more accurately.

The Spalart-Allmaras (S-A) [120] is the most well-known one-equation eddy
viscosity model, while k−ϵ [115] 1 and k−ω [108] models (and their derivatives)
are the most employed two-equation eddy viscosity models. One-equation
models are incomplete as they relate the turbulence length scale to some
typical flow dimension. By contrast, two-equation models provide an equa-
tion for the turbulence length scale or its equivalent and are able to predict
properties of a given turbulent flow with no prior knowledge of the turbulence
structure [108]. The Spalart-Allmaras turbulence model uses a semi-empirical
transport equation for eddy viscosity. This model was calibrated using the
results for 2D mixing layers, wakes and flat plate boundary layers. Being
local is one of the favourable numerical features of S-A model; this means
that the equation at one point does not depend on the solution at other
points. Therefore, in addition to structured multi-block grids, it can be
readily implemented on unstructured grids [95, 109]. The original model was
developed primarily for the aerospace industry [102], and its performance is
verified in various benchmark studies (e.g., [121]). The exact formulation of
the S-A model can be found in [122].

The most popular and widely used two equation model is perhaps the k − ϵ
turbulence model. This model is based on the solution of the equations for

1This reference is not the earliest work related to k − ϵ model but it is the most
acknowledged study according to [108].
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the turbulent kinetic energy k and turbulent dissipation rate ϵ. This model
requires the addition of the so called damping function to stay valid through
the viscous sublayer [95, 108]. The standard form of the k − ϵ model, namely
the standard k− ϵ, has given reasonably good results for free-shear-layer flows
with relatively small pressure gradients. For wall bounded flows, the model
gives good agreement with experimental results for zero and small mean
pressure gradients, but is less accurate for large adverse pressure gradients.
This model requires the use of fine grid spacing near solid walls to be able
to accurately capture the profiles of the turbulent kinetic energy and its
dissipation [112,121].

Realizable k − ϵ [116, 123] is one of the more successful developments of
the standard k − ϵ model. The inability of many of the existing k − ϵ models
to provide correct near-wall behaviour of the eddy-viscosity was one of the
main motivations behind developing the realizable k − ϵ model.
This model contains a new equation for the turbulence dissipation rate as well
as a critical coefficient of the model. Unlike the standard model, the model
coefficient cµ (= 0.09 in the standard model [102]) is not a constant anymore
in the realizable model, but it is expressed as a function of mean flow and
turbulence properties. This allows the model to satisfy certain mathematical
constraints on the normal stresses consistent with the physics of turbulence.
The concept of a variable model coefficient is also consistent with experimental
observations in boundary layers. As a result, the realizable k − ϵ model is
substantially better than the standard k− ϵ model for many applications, and
can generally be relied upon to give answers that are at least as accurate [102].

k − ω turbulence model is another two-equation model, which is the most
prominent alternative to the k − ϵ model. In the k − ϵ model the kinematic
eddy viscosity is expressed as the product of a velocity scale

√
k, and a length

scale, i.e. k3/2/ϵ [97]. In the k − ω model, convective transport equations are
solved for the turbulent kinetic energy and its specific dissipation rate, i.e.,
ω = ϵ/k (also called turbulence frequency [97]).
The k − ω model of Wilcox (standard k − ω) has proven to be superior
in numerical stability to the k − ϵ model primarily in the viscous sublayer
near the wall. Unlike any other two-equation model, k − ω does not involve
wall-damping functions. In free-shear layer and adverse-pressure-gradient
boundary layer flows, the results of the k−ω model are sensitive to small free
stream values of ω. This translates into extreme sensitivity to inlet boundary
conditions for internal flows, a problem that does not exist for the k − ϵ
model [102,121].
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Shear Stress Transport (SST) k − ω [124] is developed to overcome the
mentioned sensitivity of the standard k−ω model. The two major features of
SST model are a zonal weighting of model coefficients and a limitation on the
growth of the eddy viscosity in rapidly strained flows. The zonal modeling
uses the standard k−ω near solid walls and the standard k− ϵ near boundary
layer edges and in free shear layers. This switching is achieved by a blending
function of the model coefficients. The SST model also modifies the turbulent
eddy viscosity function to improve the prediction of separated flows [109,121].
A comparison between the abilities of the Spalart-Allmaras, Realizable k − ϵ,
and SST k − ω turbulence models to predict aerodynamic characteristics of
the FC fan under investigation can be found in [24,125].

Large Eddy Simulation (LES)

LES is based on the observation that the small turbulent structures are more
universal in character than the large eddies. Therefore, the idea is to compute
the contributions of the large, energy-carrying structures to momentum and
energy transfer and to model the effects of the small structures, which are not
resolved by the numerical scheme [95]. In other words, the LES strategy is
to resolve most of the turbulent kinetic energy k of the flow, while modeling
most of the dissipation ϵ. This distinction can be drawn considering the
fact that k is determined by the large scales of motion and ϵ by the small
scales [126,127].

Figure 3.2: Schematic comparison of DNS and LES; representation of turbulent
motion (left) and time-dependent velocity fluctuations at a point (right) [112].

As mentioned above, performing direct numerical simulations are compu-
tationally expensive and still only applicable to simple cases. In LES, the
dynamics of the larger scale motions (which are affected by the flow geometry
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and are not universal) are computed explicitly, whereas the influence of the
smaller scales (which have more a universal character) being represented by
simple models. Thus, compared with DNS, the vast computational cost of ex-
plicitly representing the small-scale motions is avoided [113]. In general, DNS
is the preferred method whenever it is feasible, because it is a more accurate
approach. LES is the preferred method for flows in which the Reynolds num-
ber is too high or the geometry is too complex to allow the application of DNS.

There are four conceptual steps in LES [112,113]:

� A filtering operation is defined to decompose the velocity v(x, t) into
the sum of a filtered (or resolved) component v(x, t) and a residual (or
subgrid-scale, SGS) component v′(x, t). The filtered velocity field which
is three-dimensional and time-dependent represents the motion of the
large eddies. Every filter has a length scale ∆ associated with it, eddies
of size larger than ∆ are large eddies while those smaller than ∆ are
small eddies, i.e., the ones that need to be modeled.

� The equations for the evolution of the filtered velocity field are derived
from the Navier-Stokes equations. These equations are of the standard
form, with the momentum equation containing the residual stress tensor
(or SGS stress tensor) that arises from the residual motion.

� Closure is obtained by modeling the residual-stress tensor, most simply
by an eddy viscosity model.

� The modeled filter equations are solved numerically for v(x, t), which
provides an approximation to the large-scale motions in one realization
of the turbulent flow.

There are important distinctions between the variants of LES (Tab. 3.1).
Considering the flow remote from walls, a distinction should be made between
large eddy simulation and very large eddy simulation (VLES). In LES, the
filtered velocity field accounts for the bulk (80%) of the turbulent kinetic
energy everywhere in the flow field. In VLES, the grid and filter are too large
to resolve the energy-containing motions, and instead a substantial fraction of
the energy resides in the residual motions. Although VLES is performed on
coarser grids, and therefore is less expensive, the simulation is more strongly
dependent on the modeling of the residual motions. In practice, the fraction
of energy resolved is seldom estimated, so that it is not always clear whether
a particular simulation is LES or VLES [113].
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Table 3.1: Resolution in DNS and some variations of LES [113].

Model Acronym Resolution

Direct Numerical Simulation DNS
Turbulent motions of all
scales are fully resolved

Large Eddy Simulation
LES-NWR

The filter and grid are

with near-wall resolution
sufficiently fine to resolve

80% of the energy everywhere

Large Eddy Simulation
LES-NWM

The filter and grid are

with near-wall modeling

sufficiently fine to resolve
80% of the energy remote
from the wall, but not in

the near-wall region

Very Large Eddy Simulation VLES
The filter and grid are
too coarse to resolve
80% of the energy

As mentioned above, LES always uses a subgrid scale model to compute
part of the flow. In STAR-CCM+, there are two SGS models available, viz.
Smagorinsky and WALE (Wall Adopting Local Eddy) [102]. The Smagorinsky
SGS model is the most basic and commonly used model, upon which many
other advanced models are based. Despite being a relatively successful model,
its use is highly discouraged for a number of reasons [128]:

1. The Smagorinsky SGS tends to be overly dissipative.

2. The Smagorinsky eddy viscosity model constant has been accurately
validated only for the simple flow of decaying turbulence. This same
value for the model constant is often applied for complex flows, while
its correctness remains questionable.

3. The model does not allow the eddy viscosity to vanish in near wall
regions, which requires employing an ad hoc damping function.

WALE subgrid scale model uses a novel form of the velocity gradient tensor in
its formulation. Its advantage is that it does not need any form of near-wall
damping, so it is more suited to large-scale parallel computation on complex
geometries. This model appears to be less sensitive to the model coefficient
than the Smagorinsky model. Nevertheless, similar to the Smagorinsky model,
it suffers from the limitation that the model coefficient is not universal [102].
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In comparison to RANS turbulence models, LES requires high grid reso-
lution not only in the wall normal direction, but also in the streamwise, and in
the cross-flow direction (spanwise) [95]. However, LES is still computationally
considerably cheaper than DNS. Table 3.2 presents the mesh requirements
for performing wall-resolved LES (LES-NWR) in comparison with DNS both
applied to a ”flat-plate-like” configuration with a homogeneous spanwise
direction.

Table 3.2: Mesh resolution requirements for performing LES and DNS [128].

Method Streamwise direction Wall normal direction Cross-flow direction

LES 50 ≤ ∆x+ ≤ 150 ∆y+ ≤ 1 15 ≤ ∆z+ ≤ 40

DNS 10 ≤ ∆x+ ≤ 20 ∆y+ ≤ 1 5 ≤ ∆z+ ≤ 10

It is possible to calculate the corresponding x+, y+, and z+ values when
using a structured grid to simulate a simple flow that moves in a definite
direction, e.g. channel flow. However, when simulating more complex flows
on unstructured grids, where the axes defining the streamwise and cross-flow
direction trade place as the flow direction changes, calculating the corre-
sponding dimensionless distances is indeed troublesome, if not completely
impossible.

In LES-NWM, the modelling of the near-wall layer introduces several sources
of error. The three main ones are the inaccuracy of the wall-layer modelling
assumptions, the incapability of the SGS models in the near-wall region,
and the increased numerical errors that appear when the resolution becomes
marginal, or the grid is suddenly refined near a solid boundary. These errors
interact with each other, but a global treatment is difficult [129].

Detached Eddy Simulation (DES)

Detached Eddy Simulation (DES) is a hybrid modeling approach that com-
bines features of RANS and LES. The first DES model was proposed in
1997 [130], and is usually referred to as DES97 in the literature. It was
created to address the challenge of high-Reynolds number and massively
separated flows. This model was aimed to be a cost-effective and plausibly
accurate solution to those cases that performing a whole-domain LES, due
to its computational cost, is nearly impossible. DES models are set up so
that boundary layers and irrotational flow regions are solved using a base
RANS closure model (Spalart-Allmaras or SST turbulence model). However,
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the model is essentially modified so that, if the grid is fine enough, it will
emulate a basic LES subgrid scale model in detached flow regions and re-
gions of massive separation [102]. In other words, detached eddy simulation,
models the attached eddies and resolves the detached ones [130]. Switching
between Spalart-Allmaras RANS and LES regions is achieved by using a
Smagorinsky-like SGS model in DES97. In order to do so, a new definition for
the length-scale is given and the distance to the nearest wall d was replaced
with d̃, which is dependent on the filter size :

d̃ ≡ min(d, CDES∆) (3.38)

where ∆ is a measure of local grid spacing taken as the largest distance
between the cell center under consideration and the cell centers of the neigh-
bouring cells, i.e. ∆ ≡ max(∆x,∆y,∆z). CDES is the adjustable model
constant which is of order 1. Near a solid surface the wall-parallel grid spac-
ings determine ∆ and are larger than the distance to the wall d. Thus, within
the boundary where d ≤ ∆ boundary layer properties are predicted using the
S-A RANS model. Away from the wall where ∆ ≤ d, the model changes its
behaviour to LES [130,131].

A key weakness in the DES97 formulation was identified, which can be
attributed to strong influence of the local grid resolution in the simple DES97
length scale formulation. When the wall-tangential grid resolution in the
boundary layer becomes fine (i.e., of the order of the boundary layer thick-
ness), the RANS-LES interface moves inside the boundary layer. This causes
a phenomenon known as ”Modelled Stress Depletion” (MSD), whereby the
modelled turbulent stresses drop strongly below RANS levels without suffi-
cient grid resolution to support a viable LES above the interface. The result
is a significant underprediction of skin friction, which in strong cases can lead
to spurious prediction of flow separation, known as ”Grid-Induced Separation”
(GIS) [132,133].

Figure 3.3 shows the roots of these problems, with three levels of grid density
in a boundary layer. The first level matches the initial vision of DES; it is a
boundary layer grid, with the wall-parallel spacing in excess of the boundary
layer thickness, which allows full RANS function. The third level matches
the needs of LES in the outer layer and thus of the extended use of DES as a
wall model: the grid spacing in all directions is much smaller than boundary
layer thickness. The second level is the troublesome one: small enough for
the eddy viscosity to be affected by the DES limiter but not small enough to
support accurate LES content.
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Modelled Stress Depletion occurs if the grid is gradually refined starting
from grid 1 (in Fig 3.3), typically when a user is justifiably seeking grid con-
vergence, or when geometry features demand a fine wall-parallel grid. It also
occurs when a boundary layer thickens and nears separation. Thus, over an
airfoil, a gird which is suitable for DES at one angle of attack may be trouble-
some at another angle of attack. Figure 3.4 is a visualization of Grid-Induced
Separation on an airfoil. The RANS solution is steady and quite accurate,
whereas the DES solution suffers from an early separation [132]. It can be
argued that the Grid-Induced Separation could be avoided by coarsening the
mesh in the lateral direction, but this demands knowing the flow direction
prior to the grid generation, which is of course not possible in the case of
complex three-dimensional simulations [134]. DES shortcomings are not
limited to only what mentioned here; the reader is referred to [132,134,135]
for more information.

Figure 3.3: Representation of the velocity profile (dashed line) for three grid
refinement densities in a boundary layer. The second level of refinement is
troublesome in DES [132,136].

Different remedies have been proposed to overcome the shortcomings of the
original DES model mentioned above. One of the effective proposals suggests
employing a shield function to disable the DES limiter and maintain RANS
operation throughout the boundary layer. This detection device depends on
the eddy viscosity, so that the limiter now depends on the solution.
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In 2006, the first revision of DES was published [136], which included a
generic formulation for a shield function as well as a new definition for d̃ to
protect against Modelled Stress Depletion. This model is called ”Delayed
Detached-Eddy Simulation” DDES and is likely to be the new standard
version of DES [132,133].

Figure 3.4: Velocity contours over an airfoil: (a) RANS and (b) DES. Arrow
indicates the separation point, and DES suffers from a premature separation
[132,134].

The more ambitious version of Delayed Detached-Eddy Simulation (DDES)
is the ”Improved Detached-Eddy Simulation” IDDES, which is in fact a com-
bination of DDES and Wall-Modelled LES (WMLES) [137]. This approach
aims at resolving log-layer mismatch (i.e, another weakness of DES97 as well
as DDES) in addition to the Modelled Stress Depletion. It defines a new
subgrid length-scale ∆, which includes the wall distance and not only the
local spacing of the grid. This modification tends to depress ∆ near the
wall and give it a steep variation, which stimulates instabilities, boosting
the resolved Reynolds stress [132]. Moreover, the Improved Detached-Eddy
Simulation behaviour depends on the local flow conditions so that when the
inflow conditions do not have any turbulent content the IDDES shows a
DDES like functionality, but when the simulation has turbulent inflow and
the grid is fine enough to resolve boundary layer dominant eddies, IDDES
reduces to Wall-Modelled LES in which most of the flow is resolved except
near the wall.

The blending of Delayed Detached-Eddy Simulation and Wall-Modelled LES
branches is achieved by means of a hybrid length scale which is a function of
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the blending function as well as the RANS and the LES length scales; more
details about the Improved Detached-Eddy Simulation formulations as well
as its performance comparison with DNS and LES can be found in [137].

3.4 Simulations Setup

Since noise in fluids is fundamentally related to time-dependent pressure
fluctuations, numerical simulations need to be of transient or unsteady mode.
This allows molding impeller rotation by moving the mesh components, i.e,
cells, vertices etc. Steady-state simulations which can be performed by means
of Moving Reference Frame (MRF) method (also called frozen-rotor), can
only be used for preliminary assessments. In this study, for each case, first a
steady-state RANS simulation is performed by using MRF method, and after
obtaining converged results, the simulation is switched to the transient mode
and the simulation is continued by using Rigid Body Motion (RBM) method.
Two different methods are used in this study to predict the noise of the fan.

I. A set of probes is used to monitor pressure in the discharge of the
fan (Fig. 3.5) and to capture the fluctuations necessary for obtaining
the noise and conducting spectral analysis. Time Fourier transform
is then applied to convert time-accurate pressure data into frequency
domain signal representing the noise of the fan. This is a practical and
straightforward method, since most of the time it is feasible to monitor
pressure in the simulation environment. However, the corresponding
pressure monitors are completely exposed to the effects of boundary
conditions, and as will be shown in the next section, the accuracy of the
results highly depends on defining suitable boundary conditions.

II. A Ffowcs Williams-Hawkings (FW-H) receiver is placed near the outlet
of the fan. The receiver records time-resolved data from the assigned
impermeable (solid) surfaces. In this study, the quadrupole (volume)
source is neglected in FW-H model due to the difficulties associated with
defining the permeable surfaces (refer to [107] for more information).
Moreover, since the flow inside the fan is completely subsonic, it is
believed that the dipole source should be of greater importance. However,
neglecting the volume (quadrupole) source in the FW-H method can
lead to underestimation of the noise predicted, especially in the higher
frequency range.
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Figure 3.5: The noise radiated from the fan is predicted using the pressure
monitors defined in the discharge of the fan as well as the FW-H monitor
defined near the outlet.

3.4.1 Boundary Conditions

The inlet and outlet boundary conditions are exposed to pressure reflections.
These reflections are not of great importance from the aerodynamic point
of view most of the time; therefore, it is not necessary to consider them in
most of the CFD simulations. However, in aeroacoustic simulations, pres-
sure reflections at the boundary conditions are known to contaminate the
signals that are being recorded by the monitors. The non-reflective boundary
condition (also called free-stream boundary condition [102]) helps to avoid
pressure reflections at the inlet and outlet of a CFD domain. Using the
free-stream boundary condition demands having a priori knowledge about
some of the flow parameters, e.g., Mach number, pressure, and temperature
at the corresponding boundaries.

In order to estimate the flow parameters mentioned, the simulations should be
first started using more common boundary conditions which can be set based
on the available experimental data, e.g. mass flow rate for inlet condition
and relative pressure for outlet condition. The necessary parameters should
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be monitored in the first run, and once the solution is converged, they can
be used for setting the free-stream boundary conditions. However, using the
corresponding boundary conditions might negligibly change the operating
point of the fan, since pressure, velocity, and temperature will be calculated
according to the free-stream governing equations (refer to [102]).
The non-reflective boundary uses extrapolation conditions which requires the
derivative of all quantities in the direction normal to the boundary be zero.
For unsteady simulations this condition should be replaced by an unsteady
convective condition (Eq. 3.39).

∂ϕ

∂t
+ v

∂ϕ

∂n
= 0 (3.39)

In Eq. 3.39 ϕ is any of the dependent variables and v is a velocity that is
independent of location on the outflow surface and is chosen so that overall
conservation is maintained, i.e. it is the velocity required to make the outflow
mass flux equal to the incoming mass flux. This condition avoids the problem
caused by pressure perturbations being reflected off the outflow boundary
back to the interior of the domain [112].

Figure 3.6 illustrates a comparison between the velocities in the x direction
(normal to the boundary) of a reflective (relative pressure) and a non-reflective
(free-stream) conditions applied to the fan outlet. Figure 3.7 helps to acknowl-
edge the importance of boundary conditions in CAA simulations. This figure
illustrates a comparison between the spectral results obtained from simulations
performed with different boundary conditions, i.e. reflective and non-reflective.
It can be clearly seen that some spurious peaks exist in the result obtained
from the simulation with the reflective boundary conditions. Moreover, the
harmonic sound of the fan at BPF (633Hz) is only well captured in the
non-reflective simulation, while a clear peak at the corresponding frequency
is not noticeable in the other simulation result.

3.4.2 Time-Step

In a transient simulation, it is time-step ∆t which governs the advancement of
the solution and the rate at which the transient data is stored from t = 0 up to
the defined stopping time. Physics of the problem and complexity of the flow
play a defining role in choosing a time-step size. In general, when the flow is
complex, a small time-step with a sufficient number of inner iterations should
be used to make sure that all the necessary flow details are well captured.
Through a previously conducted study, it is concluded that a time-step that
corresponds to a 3.6° rotation of impeller, is sufficient to reliably obtain the
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Figure 3.6: Comparison between the x-component of the outlet velocities in
a reflective (left) and non-reflective (right) boundary conditions.

characteristic curves of the radial fan under investigation [22]. Moreover, the
accuracy of the CFD flow field is verified through a point to point comparison
with the experimental PIV results. It is found out that a time-step that
corresponds to a 1.5° rotation of impeller is small enough for accurately
capturing the flow field inside the fan [24]. However, when noise prediction is
the purpose of simulation, choosing a proper time-step becomes even more
crucial. In fact, time-step directly affects the accuracy of the results as well
as the range of the predictions.

In a CAA simulation the requisite time-step should at least satisfy the Nyquist
sampling criterion, which suggests the maximum frequency resolvable in a
time-based simulation is half the inverse of the time-step, fmax = 1/2∆t [64].
In addition to the Nyquist sampling criterion, some more conservative guide-
lines can be found in the literature. According to [102], following criteria can
be used to evaluate a correct time-step in an aeroacoustics simulation:

� Convective Courant number should be equal to 1 on average in the zone
of interest. Since convective Courant number is the ratio of the physical
time-step to the mesh convective time scale, this value implies that the
fluid moves by about one cell per time-step.
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Figure 3.7: The effects of the boundary conditions on the quality of the
sound predictions. The contamination caused by the the reflective boundary
conditions is evident and the tonal noise of the fan at 633Hz is not properly
resolved.

� Maximum resolvable frequency can be used to estimate time-step. The
recommendation is to resolve 10 points in the wave at the maximum
frequency of interest. For instance, in order to obtain 10 points at
1000Hz, time-step size should be 10 000Hz, or 1× 10−4 s.

� Local Strouhal shedding can also be used to estimate the requisite
time-step size, in cases where empirical data is available to estimate the
Strouhal number based on the physics of the problem, e.g. flow around
a cylinder.

The smallest value obtained from the above criteria should be suitable to
be used in a CAA simulation. However, the second criterion appears to be
more practical, and is the method which is employed in some of the previous
studies for estimating the size of time-step [92,138,139].

It is self-explanatory that using a small time-step increases the total simu-
lation time. A practical way to save time and avoid prolonged simulations
is to start the unsteady simulations using coarser time-steps and to make it
gradually smaller after adequate advancement in the solution. For example, in
turbo-machinery simulations, this procedure can be repeated after every some
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rotations of the rotor. Simulation results approve that a considerable amount
of time can be saved by using this method, without affecting the accuracy of
the final results [140]. In this study, transient simulations are performed for
8 complete rotations of impeller, and time-step is changed after every two
rotations according to Tab. 3.3. The smallest time-step, i.e. 4.1667× 10−5 s
corresponds to 0.25° rotation of impeller and resolves 10 points at 2400Hz.
Each physical time-step is solved with 10 inner (internal) iterations, resulting
in at least two orders of magnitude reduction in the residuals (see Fig. 3.8).

Table 3.3: Summary of the time-steps employed in this study and their
corresponding number of points in a wave at 2400Hz.

Time-step Impeller rotation Number of points Time-steps/blade passage
(s) (degree) at 2400Hz (Reference impeller)

16.667 e-5 1.00 2.4 9
12.450 e-5 0.75 3 12
8.3334 e-5 0.50 5 18
4.1667 e-5 0.25 10 38

3.4.3 Discretization

Discretization is approximating the differential equations by a system of
algebraic equations for the variables at some set of discrete locations in space
and time. The spatial discretization divides the solution domain into a finite
number of subdomains (elements or cells) [112]. There are three methodolo-
gies that can be used to perform the spatial discretization of a domain, i.e.
finite difference, finite element, and finite volume [95].
The algebraic equations can be obtained on an organized (structured) or
an unorganized (unstructured) distribution of points or cells [141]. A cell
is an ordered collection of faces that defines a closed volume in space; the
faces of a cell should not intersect each other, except where they touch along
the common edges. A face comprises an ordered collection of vertices which
are defined by position vectors and connected to each other through feature
curves [102]. There are different advantages and disadvantages associated
with structured and unstructured grids. The order inherent in the structured
grid is its most important advantage. Such an order in the grid structure
allows to accurately access the neighboring nodes by adding or subtracting
an integer value to or from a node integer (i,j,k). The same structure can be
used to store the flow variables in the computer memory.
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Figure 3.8: Normalized simulation residuals vs. the iteration count in a
Detached Eddy Simulation performed on a grid with 12.5 million cell. Using 10
inner iterations per time-step helps to achieve at least two order of magnitude
reduction in the residuals.

The neighbor connectivity between the vertices (nodes) simplifies program-
ming, and the matrix of the algebraic equation system also benefits from this
well-ordered structure [95,112].
Nevertheless, generating a structured grid for a complex geometry can be
a formidable and time-consuming task. The main reason is the inflexibility
of this method that demands intensive settings and preparations. Moreover,
structured grid generators generally suffer from lack of zonal refining capabil-
ities. In many cases the complexity of the flow varies along the domain from
one part to another; therefore, in some parts of the domain, e.g. high gradient
regions [141], the mesh resolution needs to be higher in order to be able to
capture all necessary flow details. This demands some special treatments to
change the concentration of cells in those regions, which in a structured grid
may lead to undesired changes as well as increase in the number of cells in
some other parts of the grid. However, this problem can be solved to some
extent by splitting the domain into different blocks (subdivisions) and using
the multi-block techniques.
Unstructured grids, on the other hand, do not suffer from disadvantages
mentioned for the structured grids. Thanks to a collection of cell shapes
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that comes with most of the unstructured mesh generators, every geometry
can easily be discretized through a semi-automatic procedure. This means
that a user should only define the required parameters such as surface size,
refinement level, number of points, surface growth rate etc. without being
obliged to define the entire structure of the grid. As a result, unstructured
grid generation is not only a faster procedure, but also easier. However, due
to the lack of an organized distribution, the matrix of the algebraic equation
system does not have a regular structure; therefore, the solver is usually
slower than those for structured grids.

The main issue related to the unstructured grids arises near the wall bound-
aries, especially in cases where an accurate prediction of the near wall flow is
desired. Moreover, different turbulence models demand different near wall
mesh resolutions, and some are only practical in a definite range of y+ values.
From this point of view, not every cell shape is suitable near wall in the viscous
sublayer of a turbulent boundary layer. This difficulty can be overcome in the
unstructured grids by using several layers of orthogonal cells (called prism-
layers [102]) near the wall boundaries. The core mesh can be then generated
upon the subsurface of the last layer of the prism cells. Figure 3.9 illustrates
a planar cut through a channel which is meshed differently in the wall normal
direction. From left to right, the first mesh is only composed of hexahedral
cells without featuring any prism-layer near the wall and represents y+ = 200.
Both the second and the third grids have several layers of prism cells near
the wall, yet with different refinement levels and thickness ratios. The second
mesh has y+ = 40, and the third mesh y+ = 10. The wall y+ could easily be
further reduced by adding more prism-layers and/or changing the thickness
ratio between the layers.

Figure 3.9: Three different near wall mesh resolutions in a 1m long channel.
Air enters the channel with a velocity of 15m/s. The mesh on the left
represents y+ = 200, the mesh in the middle y+ = 40, and the mesh on the
right y+ = 10.

Aeroacoustic simulations demand very accurate numerical grids. Due
to the complex nature of sound and the variety of sound sources as well as
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computational methods, it is not easily possible to evaluate suitability of
a numerical grid for a CAA simulation. There are, however, some general
guidelines, which can be taken into account when generating a mesh, but
since most of them are aimed to cover a broad range of simulation cases, they
might be seen as being too general. For instance, it is recommended that the
grids should be as far as possible orthogonal and isotropic (featuring unit
aspect ratio) [92]. The cubic cells (hexahedral cells) which are being used
in structured grids are the best example of orthogonal cells. The inherent
difficulties of generating fully structured grids are mentioned above. Trimmed
cells have similar geometries to the cubic cells, and can be employed as an
alternative to the hexahedral cells. However, due to the shape of the trimmed
cells, it is very likely to have skewed cells in highly curved and very thin
boundaries, e.g. fan blades.

Keeping the aspect ratio equal to one in the whole domain notoriously
increases the number of cells which is not desirable most of the time, specifi-
cally in the industrial environments, the goal is to keep the number of cells
as low as possible to avoid protracted simulations.
Another difficulty stems from the nature of sound and its propagation. Sound
is a transient and time-dependent phenomenon which demands performing
time-accurate (transient) simulations. Therefore, the standard mesh verifi-
cation measures, which are based on the steady-state results and are useful
in general CFD cases, are not useful for verifying the suitability of a grid
for CAA simulation. However, there are some methods which help to gain
a priori knowledge about the gird resolution and its potential for sound
prediction. Mesh frequency cutoff [102], for example, is an analysis based
on local turbulent fluctuations in a steady RANS simulation, which helps to
assess the mesh in advance of a transient calculation to find out whether the
grid generated has sufficient resolution to capture the necessary turbulent
flow structures in the frequency range of interest. In the case of an isotropic
grid, the mesh frequency cutoff can be defined as a function of the cell size
(∆) and the local turbulent kinetic energy (k).

fMC =


2

3
k

2∆
(3.40)

Because this measure is derived from a steady-state solution, some limitations
are inherent. The frequencies associated with time-varying, large-scale mo-
tions such as vortex shedding, which convect through the mesh, will not be
accounted for. Instead, its usefulness is to approximate the frequencies of the
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Figure 3.10: The potential of different grids to capture the near field turbulent
fluctuations of the flow created by a cylinder geometry. Only grids 3 & 4 are
capable of providing an acceptable representation of the pressure fluctuations.

turbulence scales modeled in RANS that become resolved in LES. In other
words, this test is more relevant for the broadband and less so for narrowband
excitations [139].

A standard criterion that is suggested in [102] and qualified in several pre-
vious studies (e.g. [138, 142]), is to generate and refine the mesh so that it
resolves 20 cells per the smallest acoustic wavelength of interest. Such a grid
resolution is sufficient for second-order space and time discretization [102,142].

Figure 3.10 illustrates four refinement levels of a mesh covering a cylinder
geometry and its wake region. The time-step employed and the total simula-
tion time are identical in all of the cases. As the contours qualitatively show,
only two grids can accurately capture the near field turbulent fluctuations.
The first mesh is completely unable to represent the corresponding pressure
fluctuations, while the second mesh provides only an obscure representation.
Time-dependent nature of sound is not the only difficulty that makes a priori
grid assessment troublesome. In many cases, the generation of sound is
related to the flow structures which are not merely dependent on the mean
flow characteristics. This means that RANS simulations are in many cases not

83



enough for sound predictions, and more sophisticated turbulence approaches,
e.g. LES should be employed. Generally, grid generation for LES and DES
is a perplexing problem, and unless for the simplest flow, grid-independent
solutions can not be obtained. Particularly, the non-monotonic response of
DES to grid refinement and its shortcomings associated with the ambitious
grids [132] (as addressed in section 3.3) makes the problem even more severe.

Keeping the mentioned points in mind, generating the first grid and perform-
ing the first transient simulation is just the start of a time-consuming and
iterative procedure to find an optimum grid configuration. Such a grid should
be able to reliably capture all the necessary physical details and the essence
of the flow. As always, the challenge is to increase the solution accuracy while
keeping the simulation time as short as possible. Transient simulation results
are of the essence to assess the suitability of a mesh for CAA simulations and
help the user to improve the mesh quality and tailor it so that a promising
sound prediction becomes feasible.

Spatial Discretization of the Fan Geometry

The fan geometry is spatially discretized by means of polyhedral and trimmed
cells in STAR-CCM+. Trimmed cells are hexahedral cells which are trimmed
at their edges to properly conform with the original geometry of the bound-
aries. The suitability of the cell shapes used in this study are extensively
validated for three-dimensional fan simulations [24, 125] as well as other
rotating machines [92, 142, 143]. It is already shown that an unstructured
grid consisted of approximately 4 million cells, with a proportion of 60% of
the cells in the rotating region and 40% in the stationary region, is capable
of predicting the characteristics of the fan in terms of both aerodynamic
performance and the flow field inside the fan. The corresponding results are
comparable to those of a complete structured grid with a comparable cell
concentration in the mentioned regions [22,24,125]. However, such a grid is
still too coarse for aeroacoustic simulations, and using it yields significantly
underpredicted results due to the lack of required spatial resolution [140].
In this study, in order to find a mesh that is suitable for aeroacoustic simu-
lations, several grids are generated and the simulation results are compared
against the experimental measurements. The coarsest grid, which is used in
URANS and DES, consists of 12.5 million polyhedral cells with 65% of the
cells in the rotating region and the remaining 35% in the stationary region.
The intermediate grid, which is employed for URANS, DES, and LES has 26.5
million polyhedral cells with approximately an identical cell concentration
level in both regions, i.e. 50% in the rotating region and 50% in the stationary
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region. The 12.5 million and the 26.5 million cell models have an identical
topology concerning the boundary distribution and the placement of the
interfaces. Three interfaces connecting the rotating region to the stationary
region. The interfaces are of internal type with in-place topology. As can be
seen in Fig. 3.11, two of the interfaces cover the area above and below the
impeller blades, while the third interface, which is in the form of a small ring,
covers the area between the impeller hub and the stator wall.

Figure 3.11: The placement of the CFD interfaces (yellow surfaces) relative
to the impeller blades; the geometry is sliced and some of the boundaries are
hidden for the sake of simplicity.

The most refined mesh, which consists of approximately 102 million
polyhedral and trimmed cells, is used for performing DES and LES. The
polyhedral cells are used in the rotating region and constitute 30% of the
total count. The remaining 70% are trimmed cells which are used in the
stationary region. The interface above the impeller blades is also present in
this model, while the other two interfaces are moved in order to have a better
control on the distribution of the cells. One interface is defined at the end of
the inlet nozzle and the other one between the volute and the discharge of
the fan.
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Figure 3.12: Three numerical grids which are used in the CFD simulations.
The first mesh (top) has 12.5 million polyhedral cells, the second mesh (middle)
has 26.5 million polyhedral cells, and the third mesh (bottom) has 102 million
polyhedral & trimmed cells.
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As can be seen in Fig. 3.12, trimmed cells covering the volute geometry
are more refined than the cells covering the discharge. The distribution of
trimmed cells is strictly controlled so that, except near the interfaces, the grid
ubiquitously has unit volume change, meaning that the volume of each cell is
equal to the volume of its neighbors. In the same figure, it is also evident that
a special attention is paid to the distribution of the cells covering the area
above the impeller blades (near the interface). Sound predictions obtained
from different mesh models manifested the importance of the grid quality
near the impeller blades. Therefore, having a smooth transition between
the regions is vital, since it helps to accurately transfer the unsteady flow
leaving the impeller to the other region. Moreover, the mesh quality in
the corresponding area directly affects the noise predictions of hybrid CAA
methods (refer to [140] for more information). Considering even the smallest
time-step in Tab. 3.3, the convective courant number is equal to one around
the impeller in all of the models. This value implies that the fluid moves by
about one cell per time-step.

Generating several layers of prism cells near the solid walls helped to re-
duce the wall y+ values so that all of the grids feature low-Reynolds wall
resolutions (Fig. 3.13). Accordingly, for 12.5M and 26.5M models, in the
rotating region y+ ≤ 2 and reduces to approximately 1 on the blades; whilst,
in the stationary region y+ ≤ 5. For the most refined mesh, i.e. 102M model,
y+ ≤ 1 in the whole domain.

Table 3.4: Detailed summary of the unstructured grids generated for simula-
tions; numbers are in million.

Grid Component Rotor Stator Total

8.1 4.4 12.5
Cells 13.5 13.0 26.5

32.3 69.7 102.0

32.7 22.2 54.9
Nodes 63.0 68.3 131.3

126 72.0 198.0

43.3 27.0 70.3
Interior faces 78.8 82.5 161.3

172.0 209.0 381.0
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Figure 3.13: Near wall resolutions of the numerical grids.

3.4.4 Numerical Signal Processing

The results obtained from the pressure-monitors as well as the FW-H monitor
are analyzed using STAR-CCM+ signal processor through applying a time
Fourier Transform (FT). STAR-CCM+ converts finite time-signals into the
frequency-domain by using the following equation [102]:

FTt[h(x; t)] =

 T/2

−T/2

h(x; t)e−iωtdt = g(x;ω; t) ∀ω ∈

−mπ
T
,
mπ

T


(3.41)

wherem is the number of sampling points, t is time, and ω is angular frequency.
The function h(x; t) is periodic in time (or altered to be periodic). Every
CFD simulation has a stopping condition and therefore the sampled signals
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being obtained from the simulation have finite lengths. Keeping this in mind,
spectral leakage, which is a result of discontinuity in time-domain signal, is
inherent in the processed simulation results. In order to suppress the effects of
discontinuities, time signals should be multiplied by a window function, whose
amplitude tapers smoothly and gradually toward zero at both ends [144].
There are different window functions which fulfill the mentioned requirement,
e.g. Hamming, Hanning (Hann), Blackman etc. The magnitude of the time
Fourier Transformed of a window provides two important characteristics about
it. One is the width of the window’s main lobe and the other is the strength
of its side lobes. These characteristics help to select a window function
with respect to the form of the signal being processed and the aim of signal
processing. A narrow main lobe allows for a better resolution, and low side
lobes improve the smoothing of the estimated spectrum [145]. According to
Eq. 3.42 the Hanning window (also called Hann or raised cosine [146]) has
a zero value and slope at each end, thus renders a gradual transition over
the discontinuity of data [59]. The Hanning window is the most commonly
applied window function to broadband random signals [64,147].

w(n) = cos2
nπ
N


= 0.5 + 0.5 cos


2πn

N


for:

−(N − 1)

2
≤ n ≤ (N − 1)

2

(3.42)

Figure 3.14 clearly shows the effect of windowing on the spectral results ob-
tained from signals with two different lengths. The long signal is 35 s and
the short signal is the first 0.4 s of the long signal. Accordingly, the effect
of windowing on the long signal is only apparent in the higher frequency
range (starting from 7kHz), while for the short signal, it is noticeable that
the window function affects also the lower frequencies. Moreover, the trend of
the short signal becomes closer to the long signal after applying the Hanning
window. The difference in the sound pressure levels of the short signals is due
to the spectral leakage.

The unequal lengths of the numerical and experimental signals is another
point should be taken into account when analyzing the signals. The ex-
perimental signals are usually longer than the numerical signals, since it is
computationally not affordable to prolong the simulations to equalize the
lengths of corresponding signals. As a result, due to different lengths, the
numerical and experimental signals have different energy levels. In order to
ensure that Power Spectral Density (PSD, Eq. 3.45) is conserved the signals
should be normalized to a selected signal length. The normalization procedure
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Figure 3.14: The effect of applying the Hanning window function on signals
with different lengths. The long signal is 35 s and the short one is the first
0.4 s of the long signal.

should be performed according to Eq. 3.43.

| FTt[h(x; t)] |1

T1 =| FTt[h(x; t)] |2


T2 (3.43)

where T1 is the block length of the first signal and T2 is the block length
of the normalized signal. In terms of sound pressure level (SPL), Eq. 3.43
becomes converted into:

SPL2 = SPL1 + 10 log


T1
T2


(3.44)

Based on the processed measurement results, it is found out that the experi-
mental signal processor (SAMURAI) normalizes the signals over 1.28 s. For
this reason, the numerical signals are also normalized to the same value.

For periodic signals, the power spectrum not only provides information about
the frequency components of a signal, but also the distribution of the power
of the signal over different frequencies, i.e. the strength of these frequency
components [148].

PSD =
1

2π

 +∞

−∞
R(τ)e−iωτ dτ (3.45)
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In Eq 3.45, τ is the time interval between measurements, t is time, ω is radial
frequency, and R(τ) is the auto-correlation function (Eq. 3.46).

R(τ) = lim
T→∞


1

T

 T

0

p(t) p(t+ τ)dt


(3.46)

The temporal auto-correlation function R(τ) describes, on the average, the
way in which the instantaneous value of function p(t) depends on previous
values [59,67].

Experimental and numerical signals in this study are processed using two
different programs, i.e. SAMURAI and STAR-CCM+. These programs
presumably use different algorithms for calculating the Fourier Transform;
therefore, it is vital to take into account the ensuing differences and their
effects on the final results. In order to do so, a recorded signal is first analyzed
with SAMURAI, and then imported into STAR-CCM+ and processed again
therein by following the same settings used in the first step. Figure 3.15 shows
the result of this comparison; a difference level of 2-4 dB is apparent in the
results obtained. The difference level is equal to 0.8 dB at the BPF of the fan
(i.e., 633Hz). The corresponding difference in the levels should be taken into
account when comparing the numerical and experimental results.

Figure 3.15: Difference in the resulting sound pressure levels of a reference
signal processed by SAMURAI and STAR-CCM+; a difference of 2-4 dB is
apparent in the results.
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Chapter 4

Results and Discussion

4.1 Experimental Results of the Reference

Model

4.1.1 Characteristic Curves

The performance curves of the reference fan (Fig 2.1) obtained from chamber
test-rig measurements are shown in Fig. 4.1. For both performance and noise
measurements, the rotational speed of the fan is fixed to 1000 rpm. Torque
measurements are performed by using a high precision torque sensor1 with
metering capacity of 0...2N.m, and the uncertainty of 0.2% . The mechanical
losses are taken into account by measuring the torque without the fan wheel at
the nominal speed for each operating point (for more information refer to [22]).

As already remarked in Section 1.4, FC fans often have an unstable range
appearing as a dip on the static pressure curve. The approximate instability
range of the fan under investigation is 100 ≤ V̇ ≤ 250. The best efficiency
point of the fan (BEP) is around the flow rate of 450m3/h; at this flow rate
the fan shows a relatively steady operation. Torque of the fan continuously
increases as flow rate increases, and overloads in the low-pressure range. At
free delivery, torque is approximately more than twice the value in the range
of maximum efficiency. Although FC fans are not built to operate at or near
the free delivery condition, the observing trend in the torque curve can be
considered as a serious disadvantage, which sometimes demands an oversized
motor to have a safe operation at any condition [29].

1Manufactured by Kistler Instrumente AG
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Figure 4.1: Characteristic curves of the reference fan obtained from chamber
test-rig measurements; data from [22,149].

Therefore, as can be seen in Fig. 4.1, the permissible operating range of
FC fan is limited to the left by the instability region and to the right by the
excessive torque values.

4.1.2 Noise Measurement Results

Figure 4.2 shows the average results of 24 single measurements performed
for the reference model during 12 days. As already explained, each single
measurement is the average of 10 sequential noise measurements, each taking
35 s. The measurement results provide a good basis to justify the repeatability
of the measurements and help to estimate the standard deviation. Considering
the broadband noise of the fan, the standard deviation is less than 1 dB across
the entire operating range. However, the standard deviation becomes flow
rate dependent and indicates higher values at the blade passing frequency
and its harmonics (see Tab. 4.1).

The spectrogram of the reference fan is illustrated in Fig 4.3. It is clearly
observable that sound pressure level of the fan increases with the increase of
flow rate; this is completely in agreement with the results of Leist et al. [5].
Moreover, thanks to the optimum design of the fan, it operates quietly at
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least at the flow rates measured. Sound pressure level of the fan is less than
40 dB in the range of 3-4 kHz, in which the human ear is very sensitive. As a
basis for comparison, 40 dB corresponds to the noise level in a quite room
(e.g., library) [59, 67].

The increase in the sound pressure level of the fan with the increase of
flow rate can be explained with respect to the velocity diagram above the
impeller blades (near the trailing edge).
Figure 4.4 shows the numerical velocity magnitude captured near the blade
tip (2mm above the trailing edge) at different operating points. According to
this figure, increasing the flow rate leads to the increment of absolute velocity,
and produces higher velocity fluctuations and pressure perturbations.

Contrary to the general belief that a fan has its minimum sound level near
its best efficiency point [29], the experimental results obtained show that at a
fixed rotational speed, the sound level of the FC fan under investigation is
directly proportional to the flow rate.

There are some spurious peaks noticeable in the measurement results, es-
pecially in the low frequency range. The source of the spikes in the sound
pressure results are not exactly known, but the high frequency resolution of
the experimental results (i.e., ∆f ≈ 0.8Hz) is for sure the reason that the
spikes can be noticed in the spectra, and they disappear as the frequency
resolution increases sixfold.

Although the contamination caused by the mentioned peaks is easy to identify
and does not yield misinterpretation of the results, additional measurements
are performed to delve into the source of these spurious peaks.

Table 4.1: Sound pressure level of the reference fan at the blade passing
frequency (633Hz) and its first harmonic (1266Hz) at different operating
points.

Flow rate SPL at BPF SPL at 1st Harmonic
(m3/h) (dB) (dB)
250 50.5 ± 1.5 33.5 ± 0.4
350 63.5 ± 1.8 39.5 ± 1.9
450 64.5 ± 1.5 43.5 ± 1.5
550 68.5 ± 2.7 47.0 ± 2.0
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Figure 4.2: The experimental sound pressure level results of the reference
model performed at different operating points. The shaded areas show the
standard deviation from the mean.

It is well-known that noise measurement is susceptible to the background
noise. Since the fan has been placed in a semi-anechoic room during all of
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Figure 4.3: Spectrogram of the fan representing its sound pressure level
measured at four different flow rates; the arrows indicate the blade passing
frequency of the fan.

the experimental measurements performed, it is ensured that the results are
not contaminated by any external source except the experimental apparatus
itself.
In this context, it is highly probable that the system used to drive the fan
causes the corresponding contamination in the spectral results. The fan is
connected directly (through a shaft) to the motor, and there is no gearbox in
between; hence, the motor itself is the major source of the background noise.
Figure 4.5 depicts the sound pressure levels of the fan measured at two oper-
ating points in comparison to the motor noise level. The direct motor noise
is measured by means of a microphone that was placed near the motor, while
the indirect motor noise is recorded by the slit-tube microphones used for the
sound measurements (installed in the measurement duct as shown in Fig 2.9).
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Figure 4.4: Velocity magnitude of the fan captured 2mm above the blades at
different flow rates. Results from a RANS simulation.

During the indirect motor noise measurement the impeller was not installed
on the shaft. Figure 4.5 reveals that at least some of the spurious peaks are
correlated to the motor noise. Figure 4.6 shows the same comparison with the
focus on the range 0-400Hz. The interval between the vertical dashed lines is
equal to the shaft speed frequency, i.e. 16.667Hz. It can be clearly seen that
the excitement of the peaks are exactly coherent with the shaft frequency
and its harmonics. Moreover, the spurious peaks are always present at the
mentioned frequencies and this trend is independent of the motor noise level.

It is also noticeable that the amplitude of the peaks are dependent on the
operating point of the fan, for instance at 283Hz and at 350Hz, the curve
showing the noise level at 250m3/h, despite its lower noise level, is not affected
as strongly as the other curve is (i.e, 450m3/h).
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Figure 4.5: Comparison between motor noise level and sound of the fan
measured at 250 & 450m3/h. The arrows indicate where the motor noise is
high enough to contaminate the measurement results.

Two other measurements are performed to make sure that the spikes are not
caused by friction between impeller and inlet nozzle or stator wall on the inlet
side. For the first measurement the inlet nozzle is completely disconnected
from the fan, while in the second measurement a 25% narrower impeller is
used. Except the impeller width all other geometrical proportions are the
same as the reference impeller. The measurements are performed near the
BEP condition of the reference model; however, due to the inherent uncer-
tainties, deviation in the operating point should be expected.

The spikes can be clearly identified at most of the anticipated frequencies
Fig. 4.7. The narrow impeller exhibits a relatively smoother trend in the last
200Hz, which can be due to its higher sound pressure level. Moreover, it is
interesting to observe that the SPL curve of the nozzle-less fan is not excited
at 100Hz.
The low-frequency acoustic signature has been verified for other turboma-
chines by some researchers. Turbomachines operating with supersonic fan tip
speeds are known to generate a tonal sound spectrum spread over a range
of harmonics of the motor shaft rotation frequency. These harmonics are
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Figure 4.6: Comparison between motor noise level and sound of the fan,
measured at 250 & 450m3/h, in the range of 0-400Hz. The interval between
the vertical dashed lines is equal to the shaft rotating frequency, i.e. 16.667Hz.

commonly termed ”buzz-saw” noise, and the phenomenon is prevailing in
machines with shock waves in the rotating blade channels [150].

At lower rotor speeds narrow-band noise components might appear at about
half the blade passing frequency and increase with the speed. In radial com-
pressors these narrow-band components are produced by the secondary flow
through the gap between the compressor casing and the impeller blade tips.
In axial turbomachines, the source of the mentioned spectral components is
the secondary flow at the blade tips. The strength of the peaks are directly
related to the gap between the blade tips and the casing wall, hence the ex-
pression ”tip clearance noise” (TCN) is coined for these narrow-band spectral
components [150,151].

The aerodynamic interaction between the blades and the rotating stall is the
cause of low frequency noise production in the most of the radial and axial
impellers. The rotating stall is a flow instability more prevailing when the
machine is operating in the part-load range, and its typical frequency ranges
from 60% to 80% of the blade passing frequency [152,153].
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Figure 4.7: Sound pressure level spectra of the reference model with and
without the inlet nozzle and a narrower impeller geometry. The interval
between the vertical dashed lines is equal to the shaft rotating frequency, i.e.
16.667Hz.

The correlation between the corresponding phenomena emerging as the domi-
nant noise generation mechanisms in the lower frequency range, and the noise
characteristics of the FC fan under investigation, is not close enough to relate
any of them to the spikes in the measurement results. However, due to the
coherence between the interval of the peaks and the shaft speed frequency, it is
probable that mechanical vibrations of the motor are the source of the consid-
ered contamination. It is also possible that the corresponding contamination
is caused by an electrical source, e.g. from the frequency converter involved
with the driving motor. Therefore, in order to make a rigorous judgment
about the source of the low-frequency spikes, it is necessary to conduct more
experimental measurements including a different driving system.
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4.2 Numerical Results

4.2.1 Validation of Different Models

The numerical simulations performed can be divided into three categories, i.e.
RANS (steady and unsteady), DES, and LES. The steady RANS simulations
are used throughout the study to predict the characteristic curves of the fan
and also to investigate the effects of geometrical modifications on aerody-
namic performance of the fan. The time-accurate (unsteady) simulations are
performed to predict the noise characteristics of the fan.

The URANS simulations are conducted on the 12.5 million (12.5M) as well
as the 26.5 million (26.5M) cell models. Detached eddy simulations (DES)
are performed on all of the available grids, while the large eddy simulations
(LES) are conducted on the 26.5M, and 102M cell models. All of the transient
simulations are started from a completely converged and stable condition
provided by the RANS simulation performed in advance. The performance
predictions obtained from transient simulations are the average of the last four
rotations (4320 samples) while the noise predictions are based on the results
of the last two rotations of the impeller (2880 samples). The simulations
are performed on a 64-core (2.3GHz) server, and modeling one rotation of
impeller takes on average 3840 CPU-hours using the 12.5M model. The
required simulation time increases approximately by a factor of 2.5 on the
26.5M model and 7 on the 102M model respectively.

Table 4.2 summarizes the operating values of the fan near its BEP predicted
by different models in comparison to the experimental results. Apparently,
the pressure rise predictions derived from the RANS simulations are in better
agreement with the experimental results, and there is a steady variation in
the agreement level from RANS toward LES. The only exception of this trend
is the LES 26.5M, whose pressure rise prediction is less accurate than the
subsequent model (i.e, LES 102M). This might be an indicator that the 26.5
million cell model is still relatively coarse to be used for performing pure LES.

There is an underestimation in the torque predictions of all of the mod-
els listed in Tab. 4.2. This can be explained with respect to the mechanical
losses, e.g. bearing losses, in the experimental measurements. Considering the
fact that the corresponding mechanical losses do not exist in CFD simulations,
it is well justified that the numerically predicted torque values are lower than
the experimental data.

101



Table 4.2: Comparison between experimental and numerical operating values
of the fan near its BEP at 1000 rpm.

Flow rate Pressure rise Torque Static Efficiency
in m3/h in Pa in N.m in %

Experiment 470.0± 4.7 139.8 ± 0.7 0.310 ± 0.004 56.2 ± 2.4

RANS 12.5M 471.0 139.2 0.295 58.9
URANS 12.5M 470.8 145.8 0.292 62.4
URANS 26.5M 469.5 143.2 0.290 61.5

DES 12.5M 470.7 145.9 0.294 61.9
DES 26.5M 468.3 149.3 0.294 63.1
DES 102M 467.6 149.5 0.291 63.7

LES 26.5M 468.0 155.2 0.291 66.2
LES 102M 467.5 151.6 0.291 64.6

Figures 4.8-4.10 depict the noise spectra predicted by different models,
and Tab. 4.3 summarizes the tonal noise predictions of the corresponding
models at the blade passing frequency of the fan as well as its first harmonic.
As can be seen, both of the URANS simulations are capable of predicting
the tonal noise accurately. The ability of the URANS simulations to capture
the tonal noise component has already been acknowledged in some of the
previous studies (e.g. [154,155]). There is a relatively large deviation between
the broadband noise level predicted by URANS12.5M and the experimental
result. On the other hand, URANS 26.5M provides a favorable result up to
approximately 1 kHz. Generally, URANS simulations function like a low-pass
filter as remarked in [155], and their predictions only cover the low frequency
range.

Interpreting Detached and Large Eddy Simulation results are not as straight-
forward as for URANS. The first difficulty arises from the fact that in complex
flows the response of these methods to grid refinement is not as limpid as
it is in URANS simulations. In other words, the general idea that the grid
refinements do not harm is not necessarily true in DES and LES [132]. Ac-
cording to Fig 4.9, DES 12.5M can accurately predict noise of the fan up to
1 kHz. With respect to the numerical mesh and its refinement level, it seems
reasonable to assume that a great part of the domain should be dominated
by the RANS mode in DES 12.5M. However, comparing the results obtained
to the experimental measurement, it is evident that DES 12.5M result covers
a broader frequency range than URANS 26.5M result does. It is also visible
that the SPL curve of DES 12.5M remains close to the experimental trend
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for approximately another 1 kHz, unlike the SPL curve of URANS 26.5M
which tails-off suddenly at approximately 900Hz. This clearly indicates that
detached eddy simulation, even on a coarser grid, is able to capture more flow
structures than URANS.

The results obtained from pressure-monitors do not show a considerable
improvement when comparing DES 12.5M with DES 26.5M, but there is a
closer agreement between the experimental data and the FW-H result ob-
tained from DES 26.5M. However, as can be seen in Tab. 4.2, DES 26.5M
fails to accurately predict the tonal noise neither with pressure-monitors nor
with the FW-H method.

The noise predictions derived from pressure-monitors in DES 102M show a
considerable enhancement in the quality of the results. In fact, pressure-
monitors can reliably predict the experimental trend across the whole range
up to the upper frequency bound (i.e., herein 5 kHz). The effect of grid
refinement on the FW-H prediction is also evident in Fig. 4.9 when comparing
DES 102M with the other DES models. However, despite a close correlation
in the lower frequency range, FW-H prediction of DES 102M is still limited
to the same frequency as the other DES models. This limitation will be
further discussed below when interpreting the LES results. The tonal noise
component predicted by DES 102M is slightly better than DES 26.5M, yet
considerably underestimated in comparison to the experimental data. The
most accurate tonal noise prediction belong to the DES 12.5M model, which
can reasonably be traced back to the more pronounced role of the URANS
mode in it.
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Figure 4.8: Sound pressure level obtained from URANS simulations performed
on the numerical grids with 12.5 and 26.5 million cells.
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Figure 4.9: Sound pressure level predicted by Detached Eddy Simulations
(DES) on the numerical grids with 12.5, 26.5, and 102 million cells.
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Figure 4.10: Sound pressure level predicted by Large Eddy Simulations (LES)
on the numerical grids with 26.5 and 102 million cells.
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Table 4.3: Sound pressure level (SPL) at the blade passing frequency (BPF)
and its first harmonic predicted by different numerical simulations.

Model SPL (dB) SPL (dB)
633Hz 1266Hz

URANS 12.5M
Pressure-Monitor 60.9 41.7

FW-H 59.2 43.2

URANS 26.5M
Pressure-Monitor 61.9 27.8

FW-H 60.7 37.8

DES 12.5M
Pressure-Monitor 61.2 37.9

FW-H 60.1 40.4

DES 26.5M
Pressure-Monitor 54.5 37.1

FW-H 49.8 34.5

DES 102M
Pressure-Monitor 56.7 39.2

FW-H 56.2 37.6

LES 26.5M
Pressure-Monitor 58.5 45.4

FW-H 53.6 28.0

LES 102M
Pressure-Monitor 65.7 38.9

FW-H 60.8 24.6

Experiment 64.5 ±1.5 43.5 ± 1.5

Large eddy simulation is the last method in this comparison; and its
predictions are shown in Fig. 4.10. As can be seen, both LES 26.5M and
LES 102M are capable of predicting the experimental trend up to 5 kHz. This
clearly shows the effectiveness of pure LES when it comes to the broadband
noise prediction. Figure 4.11 helps to shed some light on this topic and find
out the reason why LES prediction range, even on the 26.5M mesh, easily
extends to higher frequencies.
The isosurfaces shown in this figure represent the velocity magnitude of
20m/s and are colored with vorticity magnitude. This figure reveals that
LES captures considerably more amount of detail than DES on an identical
grid. The mentioned fact simply justifies the broader prediction range of
LES when comparing it with the other methods. It is quite unexpected, yet
interesting that LES 26.5M shows a generous amount of detail that neither
DES 26.5M nor DES 102M are capable of providing.
It is also necessary to note that although performing LES on coarse grids,
which is refereed to as VLES in some literature, is attractive in view of the
computational expenses, there is a school of thought that considers VLES as
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an inaccurate and error-prone approach which should be prohibited as much
as possible (refer to [126] for more information). As already explained in
Section 3.3, it is not always clear whether a simulation is of LES type or VLES.
One of the effective methods to verify a large eddy simulations is to calculate
the ratio of the resolved to the total turbulent kinetic energy [126,129]. The
corresponding ratio can be determined using the following equation, while
the resulting value would be 0 ≤M(x, t) ≤ 1.

M(x, t) =
k(x, t)

k(x, t) + kSGS(x, t)
(4.1)

where k(x, t) is the resolved turbulent kinetic energy that is based on the
fluctuating parts of the velocities and should be calculated according to
Eq. 3.33, kSGS(x, t) is the subgrid-scale (SGS) turbulent kinetic energy that
is a predefined function in STAR-CCM+. For a sufficiently resolved LES,
M(x, t) should be equal to or greater than 0.8, which means 80% of the
turbulent kinetic energy is resolved, while the remaining 20% is provided by
the SGS model [156].
Figure 4.12 depicts the corresponding ratio between the resolved and total
turbulent kinetic energy for LES 26.5M and LES 102M on two planar cuts
through the impeller center. As can be seen, the turbulent kinetic energy is
properly resolved in a large part of the domain in both of the simulations.
However, in both simulations, it is the SGS model that to a great extent
dominates the flow through the inlet nozzle. Furthermore, the flow through
the impeller eye is also extensively modeled in the LES 26.5M, while it is the
contrary in the case of LES 102M.

The tonal noise predicted by LES26.5M is on average 4 dB higher than
DES 26.5M; however, it still is underestimated comparing with the exper-
imental data. According to Tab. 4.3, only URANS is able to provide an
accurate tonal noise on the 26.5 million cell model, while the predictions of
both detached and large eddy simulations are considerably underestimated.
LES 102M can also accurately predict the tonal noise (contrary to LES 26.5M).
The combination of the FW-H method and LES 102M also provides a favor-
able tonal noise result. However, it can be seen that in all of the presented
models the FW-H prediction range is limited to 1.2 kHz. The changes in
the numerical grid or turbulence modeling approach could not help towards
extending the mentioned limit. This might an indication that in the higher
frequency range, the volume or flow based sources become more dominant
and play a leading role. Consequently the impermeable FW-H approach
employed, which does not include volumetric sources (or permeable surfaces),
fails to accurately predict the noise in the higher frequency range.
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Figure 4.12: The ratio between the resolved and the total turbulent kinetic
energy in LES 26.5M (top) and LES 102M (bottom).

LES 102M predictions include a strong peak at approximately 265Hz.
Since the mentioned peak is also evident in the FW-H result, it can be inferred
that it is from a dipole source and is based on the flow interaction with a
surface. Inspecting the transient surface data representing the sound pressure
level at different frequencies reveals that the contribution of the cut-off toward
noise generation is not merely limited to the blade passing frequency of the
fan. As can be seen in Fig 4.13, the cut-off surface is perpetually involved
in noise generation, nevertheless, at the blade passing frequency the cut-off
plays its most significant role. Therefore, the mentioned spike at 265Hz might
be related to the interaction between the cut-off surface and a secondary
flow forming near the impeller tips. Moreover, the comparatively higher level
of vorticity around the impeller in LES 102M (shown in Fig. 4.11) justifies
the reason why only LES 102M is able to capture the mentioned peak. It is
also probable that the peak mentioned originates from the limited number of
impeller rotations modeled in this study. However, continuing the simulation
for one more impeller rotation could not affect the level of the spike. It
remains unanswered whether or not proceeding the simulation for some more
impeller rotations can partly or even completely diminish the corresponding
spike at 265Hz.
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Figure 4.13: Sound pressure level radiated from different boundaries in
LES 102M at various frequencies.

4.2.2 Near-Field Effects

An extended model that includes also the measurement duct (approximately
2m long) is simulated to verify the previous simulation results and investigate
the near-field effects on the sound pressure levels (see Figure 4.14). In order to
do so, in addition to the reference virtual microphones (shown in Fig. 3.5), new
virtual microphones are defined in the measurement duct. The in-duct virtual
microphones are exactly at the same positions as the actual microphones are
installed in the experimental setup.
The extended model is simulated using DES turbulence model, and except the
measurement duct itself, there is no difference between DES 12.5M and the
extended simulations. The measurement duct is spatially discretized following
the same parameters used in the stationary region. It should be noted that
including the measurement duct in the simulation adds 6 million extra cells to
the total count as well as 10 more days to the required simulation time. The
in-duct microphones consist of both pressure-monitors and FW-H receivers.

111



Figure 4.14: In the extended model the measurement duct is incorporated
into the reference numerical simulation (i.e, DES 12.5M), and additional
numerical results are obtained from the in-duct microphones.

Figure 4.15: Comparison between the results obtained from the reference
(DES 12.5M) and the extended model at the reference microphone/receiver
positions.

Figure 4.15 shows the first comparison between the results obtained from
the reference model (i.e., DES 12.5M) and the extended model. The results
in this figure belong to the reference microphone/receiver positions. As can
be seen, incorporating the measurement duct into the simulation has only
negligible effects on the pressure-monitors and does not change the trend or
the level of the predictions. On the other hand, the FW-H result obtained
from the extended model shows a trend closer to the experimental curve.
This is more pronounced in the lower frequency range and it appears that
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including the measurement duct has a positive effect on the FW-H result. It
is probable that the FW-H receiver in the reference model is affected by the
constraints dictated by the free-stream outlet boundary condition, whereas in
the extended model, the FW-H receiver is far from the outlet, therefore not
exposed to the corresponding effects.

Comparison between the sound pressure levels predicted by the reference and
the in-duct virtual microphones is shown in Fig. 4.16. It is observable that
up to approximately 1 kHz, the sound pressure levels predicted are rather
comparable, but the agreement level varies in the higher frequency range.
In both methods, a notable difference between the spectra is only evident
beyond approximately 1.4 kHz. This comparison indicates that the over-
estimation of the LES results in the previous section might be related to
the position of the virtual microphones in the reference model. This topic
deserves some more investigation, and making a conclusive judgment about
the near-field effects is only possible after performing large eddy simulation
on the extended model using a more refined grid whose result reliably covers
the higher frequency range as well.

Figure 4.16: Comparison between the numerical sound pressure level spectra
obtained from the reference and the in-duct microphones in the extended
model.
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4.3 Geometrical Modification of the

Reference Model

4.3.1 Different Number of Blades

The effect of changing the number of impeller blades on the noise and per-
formance characteristics of the fan is investigated by performing numerical
simulations on the mesh with approximately 12.5 million polyhedral cells.
The numerical investigations comprise noise and performance predictions of
the impellers with 30, 38 (the reference model), 48, and 52 blades. The inlet
and outlet blade angles are identical in all of the impeller models and equal
to β1 ≈ 77°, β2 ≈ 165°. The performance curves are obtained from RANS
simulation while the noise predictions are achieved by means of detached
eddy simulation.

Figure 4.17 depicts the influence of changing the number of blades on static
pressure, torque and static efficiency of the fan. It is observable that reducing
the number of blades considerably deteriorate the pressure rise and the effi-
ciency of the fan. On the other hand, increasing the number of blades boosts
the aerodynamic performance of the fan, especially at high flow rates.

Increasing the number of impeller blades is known to increase torque which
in some cases deteriorates the performance of the fan. However, for the fan
under investigation the gain in the pressure rise is large enough to compensate
the increment of torque and enhance the efficiency. Figure 4.17 also shows
that this trend is only valid up to a definite number of blades and a further
increment is likely to reduce the performance of the fan. Accordingly, around
675m3/h, the static efficiency of the fan with 38 blades (the reference model)
is slightly higher than the other impellers. According to the numerical results
obtained, increasing the number of blades makes the velocity profile above
the blade tips more uniform (see Fig. 4.18). As previously mentioned, the
discrete noise component (tonal noise) of the fan is a result of the interaction
between the unsteady flow leaving the blade channels and the cut-off (volute
tongue). Therefore, the trend shown in Fig. 4.18 is a favorable outcome that
in turn leads to the reduction of the turbulent kinetic energy above the blades
which in the vicinity of the cut-off is likely to reduce the tonal noise component.

The numerical noise predictions obtained from transient simulations are
shown in Fig. 4.19. These results depict the sound pressure level of the fans
with different blade numbers versus the Strouhal (St) number; while St=1
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corresponds to the blade passing frequency. It is observable that there is a
considerable tonal noise reduction predicted by both methods for the impellers
with the higher number of blades. Conversely, reducing the number of blades
not only leads to the increment of the tonal noise, but it also increases the
broadband noise across the whole range of the shown Strouhal numbers.

Figure 4.18: Velocity profiles 2mm above the blade tips of the impellers
with different blade numbers obtained from numerical simulations. Increasing
the number of blades makes the velocity profile smoother. Figure was first
published in [157].

The numerical results also indicate that ultimately the broadband noise
level becomes insensible to the number of blades, and adding further blades
to the impeller only leads to imperceptible changes in the broadband noise
level. The trend observed in the numerical results are in excellent agreement
with the experimental results from [5].
Transient surface data helps to visualize the sound pressure level radiated from
different components of the fan, and therefore provides a better understanding
of the modifications carried out. Figure 4.20 depicts the sound pressure level
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Figure 4.17: The effect of changing the number of impeller blades on static
pressure (left), torque (right) and static efficiency (bottom) of the fan. Results
are obtained from RANS simulations on numerical grids with cell counts
ranging from approximately 11 million (30 blade impeller) to 14 million (52
blade impeller) cells.

radiated from the suction side as well as the pressure side of the blades for
different impellers. Accordingly, the suction side of the blades are on average
louder than the pressure side. This might be the effect of the flow separation
occupying the area near the suction side of the blades (as shown in Fig. 1.7).
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Figure 4.19: Spectral noise analysis of the impellers with various blade num-
bers; St=1 corresponds to the blade passing frequency. Results are obtained
from DES on numerical grids with cell counts ranging from approximately 11
million (30 blade impeller) to 14 million (52 blade impeller) cells.
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Figure 4.20: Sound pressure level radiated in the range of 100-1000Hz from
the blades suction side (left) and the pressure side (right) of the impellers
with different total number of blades. Results are obtained from DES on
numerical grids with cell counts ranging from approximately 11 million (30
blade impeller) to 13 million (48 blade impeller) cells.
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Figure 4.21: Sound pressure level radiated in the range of 100-1000Hz from
the housing of the fans with various impellers. Results are obtained from
DES on numerical grids ranging from approximately 11 million (30 blade
impeller) to 13 million (48 blade impeller) cells.

The noise radiated from the pressure side of the blades should be mainly
due to the interaction between this side of the blades and the incoming flow.
It is observable that this interaction is more intensive near the shroud and
increases with the number of blades. Figure 4.21 depicts the sound pressure
level radiated from the housing of the fan.
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According to the SPL spectra shown in Fig. 4.19, increasing the number
of blades reduces the tonal noise of the fan. This trend is clearly observable
when comparing the SPL distribution on the cut-off surface of different models.
Figure 4.21 reveals also that among the configurations shown, the housing of
the reference model (i.e., with 38 blades) has on average the lowest level of
broadband noise.

4.3.2 Different Blade Outlet Angles

Changing the outlet angle of the impeller blades is the second modification
investigated in this study. All the impellers have 38 blades and a blade inlet
angle of β1 ≈ 77°. Figure 4.22 shows the effect of this modification on the
aerodynamic performance of the fan. It appears that the effect of changing
the outlet angle is similar to those of changing the number of blades. The
trend is quite straightforward: increasing the outlet angle leads to a higher
pressure rise and torque across the whole operating range, and vice versa.
In the low to mid-range flow rates changing the outlet angle does not consid-
erably affect the static efficiency of the fan, whereas the ensuing effects in
the higher range are significant, and the impellers with larger outlet angles
show a better performance. Moreover, according to Fig 4.23, which depicts
the magnitude of the relative velocity in the channels of the corresponding
impellers at the BEP of the fan, it is observable that the flow separation
zones, whose formations in the impeller channels are completely unavoidable,
become contracted as the the blade outlet angle becomes larger. This is
essentially a favorable trend from both aerodynamics and aeroacoustics points
of view, and presumably one the reasons that the impellers with wider outlet
angles demonstrate a better performance.
Modifying the blade’s outlet angle changes the angle of attack at which the
flow impinges the cut-off surface, and affects the tonal noise generation of
the fan. The sound spectra predicted by numerical simulations are shown
in Fig. 4.24. Apparently, the effects of changing the outlet angle is not as
significant as changing the number of blades. However, it is interesting to
see that there is one outlet angle (i.e., β2=160°) which produces a louder
tonal noise. According to the results obtained making the outlet angle larger
or smaller than 160° reduces the tonal noise of the fan. Nonetheless, this
trend is only valid in the limited range of the angles investigated here, and
it is reasonable to expect that making the outlet angle much smaller, either
makes the fan significantly louder or has a double-edged effect, noise reduces
negligibly but the aerodynamic performance considerably.
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Figure 4.22: The effect of changing the outlet angle of the impeller blades
on static pressure (left), torque (right) and static efficiency (bottom) of the
fan. Results are obtained from RANS simulations on a numerical grid with
approximately 12.5 million cells.

Although varying the blades outlet angle does not appear to be very
advantageous herein, it certainly shows the potential benefits of such a
modification, specially in cases where the fan design is not optimal and
demands vigorous enhancements. The transient surface of the models with
different outlet angles can be found in AppendixA.12.
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Figure 4.23: Relative velocity in the channels of the impellers with different
outlet angles. The size of the flow separation between the blades becomes
smaller as the outlet angle becomes larger. Results are obtained from DES
simulations performed at the BEP of the fan on a numerical grid with
approximately 12.5 million cells (i.e., DES 12.5M).
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Figure 4.24: Spectral noise analysis of the impellers with various blade outlet
angles. The impellers have 38 blades and f=633Hz is the blade passing
frequency. Results are obtained from DES simulations performed at the BEP
of the fan on a numerical grid with approximately 12.5 million cells (i.e.,
DES 12.5M).
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4.3.3 Different Cut-Off Shapes

In order to study the effects of different cut-off (volute tongue) shapes on
the noise and performance of the fan, experimental measurements and nu-
merical simulations are performed for various geometries. According to the
non-uniform distribution of sound pressure level at the cut-off obtained from
numerical transient surface data at the blade passing frequency of the fan
(shown in Fig. 4.13 and 4.29), it is hypothesized that changing the cut-off geom-
etry can be an effective method to reduce the tonal noise component of the fan.

In the interest of investigating the hypothesis mentioned, the volute tongue
(cut-off) geometry is split into different segments with various heights. These
geometries are termed ”stepped tongues” and designated according to the
description given in Section 2.1 (see Fig. 2.2 & 2.3). The abbreviation LHLH
for instance, denotes the relative position of each segment, from the hub side
toward the shroud side (L stands for low and H for high).

In a single-stepped tongue, in the form of LHHH for instance, only one
segment has a different height comparing to the reference cut-off, while in
a double-stepped tongue, e.g. LHLH, the heights of two segments differ
from the reference height. In the patterns obtained from monitors installed
on the reference cut-off geometry (Fig. 4.25), it can be observed that the
curves are in-phase condition. This is due to the fact that first, the entire
cut-off is parallel to the blade passing by, and second, the trailing edge of
the corresponding blade has entirely the same view of the cut-off. Therefore,
any modification that changes the phase of the corresponding pressure curves,
conceptually has the potential to affect the tonal noise of the fan.

Although clear, it should be emphasized that not all of the phase-shifts
yield a noise reduction. In fact, only a destructive phase-shift is capable of
providing noise cancellation effects, whereas an improper phase-shift may
increase the noise level.
It should also be noted that a modification can only be considered as ”effec-
tive”, only if it yields changes in the sound pressure level that are beyond
the measurement uncertainties. This makes evaluating the effectiveness of
stepped-tongues quite difficult, since in many cases, as subsequently will be
seen, the resulting changes in the sound pressure level do not exceed the
measurement uncertainty range.

Different standing combinations of the cut-off segments are comprehensively
investigated to find out whether it is feasible or not to generate a phase-shift
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Figure 4.25: The pressure patterns (top) obtained from the monitors installed
on the reference cut-off at the positions displayed (bottom). It is evident that
the curves are ”in-phase” condition. Results are obtained from DES on a
numerical gird with approximately 12.5 million cells (i.e., DES 12.5M).

between the adjoining segments and reduce the tonal noise. The heights of
the cut-off segments correspond to the circumferential distance between the
impeller blades. Accordingly, the height difference in the 8.25mm stepped
tongues (e.g., LHLH 8.25 10 16) is equal to half a blade-to-blade spacing,
while the 16.5mm tongues have a height difference that equals exactly the
space of one impeller channel or blade pitch (i.e., πD2/z).
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Figure 4.26: Comparison between the performance characteristics of the single
stepped tongues and the reference model. Results from RANS simulations on
a numerical grid with approximately 12.5 million cells.

The clearance between impeller and volute tongue, i.e. approximately 16mm,
remains deliberately unchanged throughout the study.
Figure 4.26 shows the comparison between the performance curves of the
reference model and the single stepped tongues obtained from RANS 12.5M
simulations. It is noticeable that the single stepped arrangements have per-
formance characteristics comparable to the reference model.
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Torque remains nearly unchanged for various models, and the curves are
apparently superimposed at most of the operating points. The HLHH and
LHHH arrangements produce a lower pressure rise and consequently have
a lower static efficiency at most of the operating points. The maximum
efficiency loss of the HLLL arrangement is approximately 7% at 900m3/h.
However, at the same flow rate the LHHH arrangement demonstrate a better
performance comparing to the reference model.

The cumulative A-weighted sound pressure levels of the single stepped tongues
are depicted in Fig. 4.27. The corresponding results show the sum of the
sound pressure levels measured at four different operating points of the fan,
i.e. 250, 350, 450, and 550m3/h. Remarkable differences are observable in
the broadband noise levels of different cut-off configurations. Most of the
8.25mm stepped tongues have a higher broadband noise level comparing with
the reference cut-off. The only exception is HHHL 8.25 10 16 configuration
that demonstrates a lower level across the entire frequency range. On con-
trary, the highest noise level belongs to the LHHH 8.25 10 16 arrangement,
indicating that stepping the cut-off on the shroud-side has a positive effect
on the broadband noise level, whereas the same modification on the hub-side
increases the noise. The 16.5mm single stepped tongues follow the same
pattern as the 8.25mm tongues. The only notable difference is in the noise
level of the HHHL 16.5 10 16 cut-off, which is accordingly very close to the
reference cut-off model.

Figure 4.28 depicts the sum of A-weighted sound pressure levels at the blade
passing frequency (i.e, 633Hz) and its first harmonic (i.e., 1266Hz) of the
single stepped cut-off configurations. The black horizontal line in each bar
indicates the sound pressure level at 1266Hz. The level of each bar, to a
great extent, is dominated by the the sound pressure level at the blade pass-
ing frequency, due to its considerably higher level, and the SPL at the first
harmonic does not change the general trend of the results. However, since the
changes in the sound pressure level at the first harmonic are significant for
some of the cut-off configurations, the corresponding levels are also explicitly
shown.

According to Fig. 4.28, at 250m3/h, all of the single stepped tongues in-
crease the tonal noise level at both the BPF and its first harmonic. The
increase in the noise level is more prevailing in the case of the 16.5mm
tongues.
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Figure 4.27: The cumulative A-weighted sound pressure levels of the single
stepped volute tongues with half a blade-to-blade height difference (top) as
well as one blade passage height difference (bottom). Results are obtained
from experimental measurements using the in-duct method.
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Figure 4.28: The sum of the sound pressure levels at the blade passing
frequency and its first harmonic of the single stepped tongues at different
operating points. The black horizontal line in each bar indicates the sound
pressure level at the first harmonic of the BPF. Results are obtained from
experimental measurements using the in-duct method.
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The HHHL is the arrangement which effectively reduces the tonal noise
level at the BPF and its first harmonic at 350 & 450m3/h. Moreover, at the
same flow rates, it is the only arrangement that does not increase the noise
level at 1266Hz (i.e., the first harmonic of the BPF). The effectiveness of the
HHHL tongue in reducing the noise level is not fully understood, since based
on the numerical results shown in Fig. 4.29, near the best efficiency point of
the fan, the pressure fluctuation on the hub-side is considerably higher than
on the shroud-side. Moreover, at the same operating point, the last portion
of the cut-off surface, i.e. on the shroud side, is in front of the in-active
region of the impeller that means the flow rate on the corresponding side is
considerably lower than the other side. Consequently, the reduction in the
noise level of the HHHL arrangement might be related to the measurement
uncertainties.

The HHLH arrangement, in its both forms, does not appear to be effec-
tive, and its tonal noise levels are either higher than or approximately equal
to the reference model. The only operating point at which this arrangement
shows some reduction in the tonal noise level is 550m3/h. This effectiveness
is due to the fact that at higher flow rates, a greater portion of the cut-off
surface contributes to tonal noise generation. The same reason is true for the
effectiveness of the LHHH 8.25 10 16, and the HLHH 8.25 10 16 at 550m3/h.
A comparison of the transient surface data of the reference model obtained
at the BEP of the fan with an operating point in the overload range is shown
in AppendixA.13.

At 250m3/h, the HLHH arrangement increases the tonal noise level more
than the other arrangements. However, at the other operating points, the
8.25mm form of the HLHH tongue reduces the tonal noise level, and its effect
is more pronounced at 350 & 550m3/h, while at the same operating points
its 16.5mm configuration increases the tonal noise level.

The LHHH 8.25 10 16 results only show a notable reduction in the noise level
at 550m3/h, while the changes at the other operating points are within the
uncertainty range of the measurements. Although there is a small reduction in
the total noise level of the LHHH 16.5 10 16 arrangement at 350m3/h, there
is a considerable increase in the SPL at the first harmonic. The same is true
at the best efficiency point of the fan (i.e., 450m3/h) except the reduction in
the total noise level.

In addition to the experimental measurements, numerical simulations are
performed for the HLHH 8.25 10 16 as well as the LHHH 8.25 10 16 arrange-
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ments. According to the simulation results summarized in Tab. 4.4, the tonal
noise of the corresponding arrangements are approximately 6 dB lower than
the reference model. However, due to several reasons, the corresponding noise
reduction is not reasonable. First, the experimental results do not approve
such an effective noise cancellation. Second, the results obtained from pressure
monitors installed on each segment of the cut-off (see Fig. 4.30) indicate that
at the blade passing frequency, it is the LHHH arrangement that is capable of
generating a more destructive phase-shift. There is also a phase-shift evident
in the HLLL pressure patterns, yet it is not as effective as the corresponding
LHHH arrangement. This means, if the noise reduction should be related
to the phase-shift generation, the tonal noise of the LHHH should be lower
than HLLL, which is not the case. Third, from comparing the transient
surface data of the corresponding arrangements with the reference cut-off (see
Fig. 4.29), it can be inferred that the noise level of the LHHH arrangement is
comparable to the reference model and there is no indication of noise reduction.

In order to make sure that the turbulence modeling approach used for the sim-
ulations of the single stepped tongues (i.e., DES 12.5M) is not the source of the
difference between the numerical and experimental results, a URANS 12.5M
simulation is performed for the LHHH 8.25 10 16 arrangement. The tonal
noise predicted by the corresponding URANS simulation is approximately
3 dB lower than the reference URANS simulation. This confirms the effec-
tiveness of the LHHH 8.25 10 16 as predicted by DES 12.5M. The reason
why the performed numerical simulations overestimate the noise cancellation
ability of the single stepped tongues remains unclear. However, in the case
of the double stepped tongues, as subsequently will be seen, the numerical
simulations can predict the experimental trend.

Table 4.4: Comparison of the tonal noise levels (in dBA) at the BEP of the fan
obtained from the numerical simulations (DES 12.5M) and the experimental
measurements for the single stepped cut-off arrangements.

Cut-Off Experimental Result Numerical Results
Pressure Monitors FW-H

0 10 16 (Reference) 62.7 59.4 58.3
HLHH 8.25 10 16 61.5 53.3 51.9
LHHH 8.25 10 16 62.2 52.7 51.7
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Figure 4.30: The patterns obtained from pressure monitors installed on
the hub-side segments of the LHHH 8.25 10 16 (top) and HLHH 8.25 10 16
(bottom) configurations. It is evident that the LHHH arrangement is more
competent in generating a destructive phase-shift. Results are obtained from
DES performed on a numerical grid with 12.5 million cells (i.e. DES 12.5M).
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The stepped tongues featuring a different height in two segments (namely
double stepped-tongues) are also investigated in this study. The comparison
between the characteristic curves of the LHLH and HLHL arrangements and
the reference cut-off is shown in Fig. 4.31. As can be seen, the pressure rise of
the fan is more likely to be influenced by double stepping the cut-off, whereas
the changes in the torque are negligible. It is also evident that the LHLH
tongues have a stronger influence (i.e., negative at most of the operating
points) on the performance characteristics of the fan.

Figure 4.31: Performance characteristics of the LHLH and HLHL arrange-
ments in comparison with the reference cut-off. Results are obtained from
RANS simulation on a numerical grid with approximately 12.5 million cells.
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Figure 4.32 depicts the cumulative A-weighted sound pressure levels of
the double-stepped tongues in comparison with the reference cut-off. There
is one possible arrangement, i.e. LLHH 16.5 10 16, which is not included in
the comparison; the reason is the significant performance loss caused by the
corresponding arrangement. In fact, the effect of this cut-off arrangement is
so significant on the performance of the fan, that with a fully open throttle,
only a maximum flow rate of 350m3/h is obtainable.

According to Fig. 4.32 all of the double-stepped tongues increase the broad-
band noise level . However, this increment is more evident in the case of the
16.5mm tongues. It is also interesting to note that across the whole frequency
range, the HLHL 8.25 10 16 tongue has a coherent trend comparing to the
reference tongue, while its mirrored arrangement, i.e. LHLH 8.25 10 16, has
the highest noise level in most of the frequency bands.

In the case of the 16.5mm tongues, the HHLL result remains compara-
tively closer to the reference SPL in most of the frequency bands, while the
deviation level is higher in the case of the other arrangements.

The sum of the noise levels of each tongue at the blade passing frequency
and its first harmonic is shown in Fig. 4.33. As can be seen, at 250m3/h the
levels are comparable to the level of the reference cut-off, and none is able to
effectively reduce the tonal noise of the fan. The HLLH 8.25 10 16, and the
LHLH 16.5 10 16 are the arrangements which demonstrate the highest tonal
noise levels at the corresponding flow rate.

At 350m3/h, the only arrangements showing a notable change in the noise
level are LHHL 8.25 10 16 and HLHL 8.25 10 16. The former increases the
noise level, while the latter considerably reduces it. At the same flow rate,
most of the 16.5mm tongues increase the sound pressure level. At the best
efficiency point of the fan (i.e. 450m3/h), only the HHLL 8.25 10 16 and
HLHL 8.25 10 16 arrangements are capable of to effectively reducing the
tonal noise level. Moreover, it is an interesting observation that the HLHL
arrangement, which is helpful in its 8.25mm form, has completely the counter
effects in its 16.5mm form and increases the tonal noise level.

The LHHL 16.5 10 16 tongue considerably increases the noise level at 1266Hz;
this is completely in agreement with the previously observed trend of its
single stepped analogous tongue, i.e. LHHH 16.5 10 16. Apparently, making
a 8.25mm step on the hub-side leads to a SPL increment at the first harmonic
when the fan operates near the best efficiency point.
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Figure 4.32: Comparison of the cumulative A-weighted sound pressure levels of
the double-stepped volute tongues with half a blade-to-blade height difference
(top) as well as one blade passage height difference (bottom). Results are
obtained from DES performed on a numerical grid with 12.5 million cells (i.e.
DES 12.5M).
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Figure 4.33: The ability of the double stepped cut-off arrangements in reducing
the tonal noise of the fan. Each bar shows the sum of the noise level at the
blade passing frequency and its first harmonic, and the black line in each bar
shows the noise level at 1266Hz. Results are obtained from DES performed
on a numerical grid with 12.5 million cells (i.e. DES 12.5M).
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Two double-stepped arrangements appear to be effective at 550m3/h,
namely the HLHL 8.25 10 16, and the LHLH 16.5 10 16, while the other
arrangements are either louder than the reference level, or their corresponding
changes are within the measurements uncertainty range. Altogether, the
HLHL 8.25 10 16 is the double-stepped arrangement which remains effective
at most of the flow rates and reduces the tonal noise level.

Nevertheless, it should be acknowledged that according to Fig. 4.33, except at
250m3/h, the noise levels of the HHLL 8.25 10 16 are always lower than the
reference sound pressure levels. This arrangement divides the cut-off geometry
into two halves that are separated by half a blade-to-blade difference in height.
According to the literature survey of Neise [28], Yeow [36] postulated that
using a similar cut-off arrangement should be effective in reducing the tonal
noise level. However, this suggestion was never experimentally substantiated.
Although the measurement results in this study acknowledge the effectiveness
of the HHLL 8.25 10 16 arrangement in reducing the tonal noise level, due
to several reasons this observation is perplexing. The first reason is also the
keystone of the current section, which is several times addressed in the text:
according to the numerical results (see Fig. 4.29), near the best efficiency point
of the fan, the amplitude of the pressure fluctuations on the hub-side of the
cut-off is considerably higher than those on the shroud-side. As a result, at the
blade passing frequency, the hub-side of the cut-off is considerably louder than
the other side. Keeping this in mind, for an effective tonal noise reduction
through local pressure cancellation, the focus should be on the hub-side of
the cut-off. Therefore, it is not justified how an arrangement in the form of
HHLL can help to reduce the tonal noise of the fan, while its both segments
on the hub-side have the same height as the reference cut-off. The second
point that makes the behavior of the HHLL 8.25 10 16 arrangement confusing
is the inability of its similar single stepped tongue, i.e. HHLH 8.25 10 16,
in reducing the tonal noise level. Making a conclusive judgment about the
HHLL 8.25 10 16 arrangement demands performing additional experimental
measurements and numerical simulations.

Table 4.5 summarizes the results of DES 12.5M simulations performed for
some of the double-stepped tongues. It can be seen that the numerical sim-
ulations can provide favorable results and reliably predict the trend of the
experimental measurements. In general, the results obtained from pressure
monitors are more accurate than FW-H predictions. However, both methods
accurately predict the noise reduction of the HLHL 8.25 10 16 tongue.
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Table 4.5: Comparison of the tonal noise levels (in dBA) at the BEP of the fan
obtained from the numerical simulations (DES 12.5M) and the experimental
measurements for the double stepped cut-off arrangements.

Cut-Off Experimental Results Numerical Results
Pressure Monitors FW-H

0 10 16 (Reference) 62.7 59.4 58.3
HLHL 8.25 10 16 55.9 51.8 50.4
HLHL 16.5 10 16 64.8 59.4 55.6
LHLH 8.25 10 16 63.3 64.5 63.0
LHLH 16.5 10 16 62.2 59.8 56.3

Figures 4.34 & 4.35 depict the pressure patterns recorded by the pressure
monitors installed on the cut-off in the numerical simulations (DES 12.5M).
As can be seen in both figures, the double-stepped tongues with half a blade-to-
blade height difference (8.25mm) are capable of generating the desired phase
shift effects, whereas the tongues with one blade passage height difference
(16.5mm) do not demonstrate a destructive phase-shift pattern. As a result,
the pressure amplitude of the resulting wave in the 16.5mm tongues is higher
than the 8.25mm tongues. There is an overestimation in the tonal noise level
predicted by the numerical simulation of the LHLH 8.25 10 16 arrangement.
According to Fig. 4.29, the excessive pressure fluctuations on the first segment
of the cut-off (i.e. on the hub-side) is the major source of tonal noise in the
corresponding arrangement. The pressure patterns recorded by the monitors
installed at the cut-off help to further explain the underlying cause of the
increase in the tonal noise level of the LHLH 8.25 10 16 tongue. In Fig. 4.34
& 4.35 it is noticeable that the LHLH arrangement is more capable than the
HLHL arrangement in generating the desired phase-shift effects. However,
both the experimental results and the sound pressure levels obtained from the
transient surface data indicate that the HLHL arrangement has a lower tonal
noise level. This suggests that generating a phase-shift between the cut-off
segments is a useful method, yet not sufficient. In particular, when stepping
the cut-off increases the pressure-fluctuations, as is the case for example in
LHLH 8.25 10 16 arrangement, the tonal noise may become even higher, and
the existing phase-shift between the segments cannot help to reduce it.
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Figure 4.34: The pressure patterns obtained from the monitors installed
on different cut-off segments of the HLHL 8.25 10 16 (top) and the
HLHL 16.5 10 16 (bottom) at the blade passing frequency (i.e., 633Hz).
There is an evident phase-shift between the segments of the 8.25mm arrange-
ment. Results are obtained from DES performed on a numerical grid with
approximately 12.5 million cells.
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Figure 4.35: The pressure patterns obtained from the monitors installed
on different cut-off segments of the LHLH 8.25 10 16 (top) and the
LHLH 16.5 10 16 (bottom) at the blade passing frequency (i.e., 633Hz).
There is an evident phase-shift between the segments of the 8.25mm arrange-
ment. Results are obtained from DES performed on a numerical grid with
approximately 12.5 million cells.
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Stepping the cut-off geometry is not the only way to generate phase-shift.
Inclining either the cut-off or the impeller blades is also known to be effective
and capable of generating phase-shift [28,30]. Inclined cut-off models are also
investigated on the FC fan of this study. The angles by which the cut-off
is inclined are similar to the height differences used in the stepped tongues
herein, i.e. half a blade-to-blade spacing as well as one complete blade pas-
sage. However, there is not a considerable noise reduction evident in the SPL
spectra of the inclined tongues. The inability of the corresponding tongues is
related to their moderate levels of inclination (The reader is referred to [140]
for more information). It is probable that increasing the angle at which the
cut-off is inclined helps to generate a more successful phase-shift.

It is also worth mentioning that the effects of the stepped-tongues and
the inclined tongues are both numerically and experimentally investigated for
a sharp tongue model with a radius of 2mm, and a very small impeller-tongue
clearance (i.e. 3mm). The clearance in this model is deliberately chosen so
small to excite particularly the tonal noise of the fan. It is found out that
both modifications are able to effectively reduce the tonal noise of the fan by
up to 6 dB [140,158]. This suggests that the corresponding modifications can
be more useful in the case of a poorly designed FC fan.
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Chapter 5

Concluding Remarks

The radial fan with forward-curved (FC) blades is used extensively in the
automotive industry, and in heating, ventilation and air conditioning (HVAC)
applications as well as in household dryers. Despite its broad range of ap-
plications, the characteristics of this fan type are not known in detail and
questions still remain unanswered after more than a century of its invention.
This thesis is an attempt to shed some light onto the noise and performance
characteristics of FC fans through experimental and numerical investigations.
The performance curves of the fan are obtained from chamber test-rig measure-
ments in accordance with DIN/ISO5801, while the noise measurements have
been taken by using the in-duct method in accordance with DIN/ISO5136.
The noise measurements are performed at four various operating points of
the fan at a rotating speed of 1000 rpm by using high-precision microphones
equipped with wind shields. The numerical simulations are performed at
the best efficiency point (BEP) of the fan. A commercially available com-
putational fluid dynamics (CFD) package STAR-CCM+ has been employed
for the numerical simulations including both performance and noise predic-
tions. A wide range of the available turbulence modeling approaches has
been investigated on different numerical grids in this thesis. This includes
Reynolds Averaged Navier-Stokes (RANS), Improved Delayed Detached Eddy
Simulation (IDDES), and Large Eddy Simulation (LES) on unstructured CFD
grids ranging from approximately 12 to 100 million cells. The noise of the fan
is numerically predicted by means of pressure-monitors installed in the fan
outlet as well as a Ffowcs Williams and Hawkings (FW-H) monitor installed
near the outlet. The FW-H predictions are based on the radiation from
the impermeable surfaces and consist of thickness and loading noises. The
reliability of the performed simulations is assessed by comparing numerical
predictions against experimental measurements. It has been concluded that
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the unsteady (U)RANS simulations can accurately predict the tonal noise of
the fan that emerges at the blade passing frequency (BPF). Moreover, the
URANS simulation performed on the grid with 26.5 million can properly
cover the lower frequency range, i.e. up to 1 kHz. Detached eddy simulations
are performed on all of the numerical grids generated, i.e. 12.5M, 26.5M, and
102M cell models. The tremendous ability of DES on the coarsest grid is a
striking observation; in fact, DES results on the 12.5M model can reliably
predict the radiated noise of the fan up to approximately 1.2 kHz. It can
be concluded that DES on a coarser grid (e.g., 12.5M) can capture more
flow structures than URANS does on a more refined grid (e.g., 26.5M). In
terms of the broadband noise prediction, there is a constant improvement
in the quality of the DES predictions as the resolution of the numerical grid
increases. Consequently, DES on the 102-million cell model (DES 102M) is
reliably capable of predicting the experimental trend up to 5 kHz. Nonetheless,
the most accurate tonal noise prediction is obtained from DES 12.5M, while
the other models, i.e. DES 26.5M and DES 102M, underestimate the discrete
(tonal) noise of the fan.

The comparison of the performed Detached and Large Eddy Simulations
helped to gain a better insight into the essence of the corresponding ap-
proaches. It has been concluded that the LES on an identical or even on a
coarser grid is capable of capturing considerably more flow structures than
DES. Owing to the generous amount of LES content in the flow field of the
LES 26.5M, this model has also been able to predict the experimental trend
up to 5 kHz, while DES 26.5M prediction is limited to approximately 1.5 kHz.
The overestimation of the pressure rise in the LES 26.5M gave the initial
impression that this model suffers from the lack of adequate grid resolution.
However, estimating the total turbulent kinetic energy helped to calculate the
ratio between resolved and total turbulent kinetic energy. It is surprising to
observe that more than 80% of the turbulent kinetic energy has been properly
resolved in the LES 26.5M, although the LES 102M is definitely the more
superior model in fulfilling the mentioned requirement.

Compared to DES 26.5M, the tonal noise predicted by LES 26.5M is closer
to the experimental measurement, although this model also underpredicts
the mentioned noise component. On the other hand, LES 102M can reliably
capture the discrete noise component. This model shows great effectiveness
in predicting the broadband noise of the fan. Despite the accurate trends
obtained from LES 102M, its predictions are slightly overestimated. The
comparison of the reference numerical model with an extended model that also
includes the measurement duct, suggests that the mentioned overestimation

144



might be related to the near field effects and the place where the pressure
monitors are installed.

The FW-H method has succeeded in providing favorable results in the lower
frequency range. However, unlike the results obtained from the pressure mon-
itors, employing a more sophisticated turbulence modeling approach failed to
extend the prediction range of the FW-H approach. This deficiency is caused
by the absence of the volume sources in the FW-H method in this study. The
volume sources (permeable surfaces) are not included in the FW-H model,
since the flow inside the fan is completely subsonic, and dipole sources are
dominant in such a case. However, the results obtained indicate that this
simplification has negatively affected the accuracy of the FW-H predictions
in the higher frequency range. Including the permeable surfaces (volume
sources) is expected to enhance the quality of the FW-H results as well as
extending its prediction range.

In addition to the turbulence modeling approach, the numerical grid plays a
cardinal role in the accuracy of a simulation, specially when predicting the
noise is the purpose of the simulation. In this study the domains are spatially
discretized by means of the polyhedral and trimmed cells. It is concluded that
both of the cell shapes mentioned are suitable for use in the simulation of FC
fans. However, trimmed cells appear to be more reflective than polyhedral
cells [159], which means that grid resolution should be increased when using
the trimmed cells to avoid the spurious pressure reflections.
It is considered good practice to refine the numerical grid so that resolving
at least 20 cells in the smallest wavelength of interest becomes feasible. The
results obtained in this thesis also support the mentioned guideline; however,
it should be emphasized that this refinement strategy should be considered
as a starting point, and following it does not necessarily guarantee accurate
results. As a matter of fact, even the 12.5M mesh model in this study fulfills
the mentioned requirement and resolves 20 cells per the wavelength of 5 kHz,
but its prediction range is limited to approximately 1.2 kHz. Moreover, it has
been observed that the LES 26.5M is simply capable of predicting the broad-
band noise up to the higher frequencies, but in the case of the DES 26.5M the
predictions are limited to 1.5 kHz. It can therefore be inferred that not only
the smallest wavelength of interest, but also the chosen turbulence modeling
approach, should be taken into account when generating a grid. Generally
speaking, DES demands a higher grid resolution to be able to cover the same
frequency range as LES. Therefore, 20 cells per the maximum wavelength
might be a useful guideline when considering the LES approach, but the same
might be insufficient for DES.
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Time-step is another parameter upon which the accuracy of an unsteady
(transient) numerical simulation depends. The best practice guideline sug-
gests resolving 10 points per maximum frequency of interest. The smallest
time-step used in this study for the last two rotations of the impeller resolves
10 points per approximately 2.4 kHz. However, according to results obtained
the predictions of the LES 26.5M, DES 102M, and the LES 102M simply
cover the frequency range beyond the mentioned cut-off frequency. Therefore,
at least in the case of the FC fan under investigation, the mentioned guideline
can be considered as ”stringent”, and resolving 5 points per the maximum
frequency appears to be sufficient.

The effects of different geometrical modifications on the noise and performance
of the fan have been investigated in this thesis. On the impeller side, the
effects of the blade’s outlet angle, as well as the number of blades, are studied
by performing the numerical simulations. It is concluded that increasing the
number of blades as well as their outlet angle both have the potential to
enhance the aerodynamic performance of the fan, especially at high flow rates.
The numerical results reveal that increasing the number of blades leads to
an effective tonal noise reduction, as experimentally proved in [5]. It can
be concluded that the number of blades is the most important parameter
governing both the aerodynamic performance and the tonal noise level of the
fan. Changing the blade’s outlet angle appears to have insignificant effects
on tonal noise generation. However, the numerical results show that the fan
generates the highest tonal noise level when the impeller has a definite outlet
angle (i.e., 160° in this study). Making the outlet angle either greater or
smaller than the corresponding value leads to reduction of the tonal noise
level. The numerical results also indicate that the recirculation zones between
the impeller blades become smaller as the outlet angle increases. This has
the potential to reduce the broadband noise level of the fan, although the
predicted acoustic spectra do not show a notable change in the corresponding
noise component. It would be interesting to continue the numerical simula-
tion of the impellers with various outlet angles for some more rotations to
increase the frequency resolution and obtain an enhanced representation of
the broadband noise levels.

On the stator side, the most important parameter governing the tonal noise
level is the distance between the impeller blades and the volute tongue (cut-
off). Increasing the impeller-tongue clearance results in an effective tonal
noise reduction as well as aerodynamic performance deterioration [159]. On
the other hand, reducing the distance between the impeller and the cut-off
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significantly amplifies the tonal noise of the fan [140, 158]. A large portion of
this thesis is devoted to investigation of the stepped tongues with the aim
of finding to what extent it is feasible to generate a destructive phase-shift
between different cut-off segments and consequently reduce the tonal noise of
the fan. The numerical and experimental results obtained acknowledge the
ability of the stepped tongues in reducing the tonal noise of the fan. Based on
the results, it is concluded that there are specifically two parameters which
affect the ability of a step tongue. The first is the height difference between
the neighboring cut-off segments, and the second is the arrangement of the
corresponding segments. The results obtained reveal that making half a
blade-to-blade circumferential difference between the heights of the adjoining
portions helps to generate a destructive phase-shift and reduce the tonal noise.
Moreover, the arrangement of the cut-off portions has a strong influence on
the tonal noise generation.

This study can be continued considering different aspects:

� An impeller with uneven blade spacings should be able to spread the
sound spectrum over a wider range of frequencies without negating the
aerodynamic performance of the fan. The effectiveness of this method
in reducing the tonal noise of the fan has already been approved in the
case of a radial fan with backward-curved blades [160]. It would be
interesting to apply this method to the FC fan under investigation.

� In order to study the effectiveness of the stepped-tongue geometries,
the heights of the cut-off segments are decreased in comparison to
the reference cut-off position. As a result of this modification, some
of the cut-off arrangements have caused undesirable efficiency losses.
Therefore, it would be also interesting to investigate the stepped tongues
whose segments stand higher than the reference cut-off position. Such
a configuration should still be able to generate the desired phase-shift
effects without negating the aerodynamic performance of the fan.

� The pressure trends obtained from the monitors installed on the cut-off
surface testify the ability of the stepped tongues to generate a de-
structive phase-shift. However, it is not fully understood why such a
destructive phase-shift does not always lead to a tonal noise reduction.
Therefore, it would be of great interest to conduct additional experi-
mental measurements using surface mounted pressure transducers and
further investigate the essence of the phase-shift between the cut-off
segments.
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und Strömungsmaschinen der Technischen Hochschule Karlsruhe, Octo-
ber 1979.

[6] D. Raj and W. B. Swim. Measurements of the Mean Flow Velocity
and Velocity Fluctuations at the Exit of an FC Centrifugal Fan Rotor.
Journal of Engineering for Gas Turbines and Power, pages 393–399,
1981.

[7] N. Montazerin, A. Damangir, and S. Mirian. A new concept for squirrel-
cage fan inlet. Journal of Power and Energy, 212:343–349, 1998.

[8] N. Montazerin, A. Damangir, and H. Mirzaie. Inlet induced flow in
squirrel-cage fans. Journal of Power and Energy, 214:243–253, 2000.

[9] N.N. Bayomi, A. Abdel Hafiz, and A.M. Osman. Effect of inlet straight-
eners on centrifugal fan performance. Energy Conversion and Manage-
ment, 47:3307–3318, 2006.

[10] N. Montazerin, A. Damangir, and K. Fard. A study of slip factor and
velocity components at the rotor exit of forward-curved squirrel cage
fans, using laser doppler anemometry. Journal of Power and Energy,
215:453–463, 2001.

148



[11] E-M. Guo and K-Y. Kim. Three-dimensional flow analysis and im-
provement of slip factor model for forward-curved blades centrifugal
fan. pages 1203–1211. ASME/JSME 2003 4th Joint Fluids Engineering
Conference, July 2003.

[12] G. R. Denger, M. W. Mcbride, and G. C. Lauchle. An Experimental
Evaluation of the Internal Flow Field of an Automotive Heating, Ven-
tilating and Air Conditioning System. Technical Report TR 90-011,
Penn State University, July 1990.

[13] H. Tsurusaki, Y. Tsujimoto, Y. Yoshida, and K. Kitagawa. Visualization
Measurement and Numerical Analysis of Internal Flow in Cross-Flow
Fan. Journal of Fluids Engineering, 119:633–638, September 1997.

[14] T. Klemm and M. Gabi. Using PIV and CFD to investigate the effect
of casing design on cross flow fan performance. Proceedings of Pacific
Symposium on Flow Visualization and Image Processing 4 (PSFVIP4),
June 2003.

[15] T. Klemm and M. Gabi. Investigations of fans for ventilation systems
in automobiles. Proceedings of the 11th International Symposium on
Transport Phenomena and Dynamics of Rotating Machinery, ISROMAC-
11, February 2006.
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A.1 Conversion of Sound Levels from Flat Response to A, B, C
Weightings

Frequency A weighting B weighting C weighting
(Hz) (dB) (dB) (dB)

10 -70.4 -38.2 -14.3
12.5 -63.4 -33.2 -11.2
16 -56.7 -28.5 -8.5
20 -50.5 -24.2 -6.2
25 -44.7 -20.4 -4.4
31.5 -39.4 -17.1 -3.0
40 -34.6 -14.2 -2.0
50 -30.2 -11.6 -1.3
63 -26.2 -9.3 -0.8
80 -22.5 -7.4 -0.5
100 -19.1 -5.6 -0.3
125 -16.1 -4.2 -0.2
160 -13.4 -3.0 -0.1
200 -10.9 -2.0 0
250 -8.6 -1.3 0
315 -6.6 -0.8 0
400 -4.8 -0.5 0
500 -3.2 -0.3 0
630 -1.9 -0.1 0
800 -0.8 0 0
1000 0 0 0
1250 0.6 0 0
1600 1 0 -0.1
2000 1.2 -0.1 -0.2
2500 1.3 -0.2 -0.3
3150 1.2 -0.4 -0.5
4000 1 -0.7 -0.8
5000 0.5 -1.2 -1.3
6300 -0.1 -1.9 -2.0
8000 -1.1 -2.9 -3.0
10000 -2.5 -4.3 -4.4
12500 -4.3 -6.1 -6.2
16000 -6.6 -8.4 -8.5
20000 -9.3 -11.1 -11.2
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A.2 One-third Octave Bands

Lower Band Limit Center Frequency Upper Band Limit
fL (Hz) fC (Hz) fU (Hz)

18 20 22.4
22.4∗ 25 28
28 31.5∗ 35.5
35.5 40 45∗

45∗ 50 56
56 63∗ 71
71 80 90∗

90∗ 100 112
112 125∗ 140
140 160 180∗

180∗ 200 224
224 250∗ 280
280 315 355∗

355∗ 400 450
450 500∗ 560
560 630 710∗

710∗ 800 900
900 1000∗ 1120
1120 1250 1400∗

1400∗ 1600 1800
1800 2000∗ 2240
2240 2500 2800∗

2800∗ 3150 3550
3550 4000∗ 4500
4500 5000 5600∗

5600∗ 6300 7100
7100 8000∗ 9000
9000 10000 11200∗

11200∗ 12500 14000
14000 16000∗ 18000
18000 20000 22400∗

* Octave marking points
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A.3 Detailed Geometrical Dimensions of the FC Fan Investigated
in this Study
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A.4 Detailed Impeller Dimensions

Impeller model TLR 200 × 82-L manufactured by Punker GmbH [75].
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A.5 Detailed Housing Dimensions

Detailed housing dimensions provided by Punker GmbH [75].
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A.6 Microphones Technical Specifications
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A.7 Sound Calibrator Technical Data

Brüel & Kjær sound calibrator (Type 4231) [84]
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A.8 Coefficients for the Determination of C3,4

Values of coefficients ai up to 5000Hz for the determination of the combined
mean flow velocity and modal correction C3,4 in decibels of the sampling tube
for duct diameters 0.15m < d < 0.2m

ai(dB)· si ·m−i

f (Hz) a0 a1 a2 a3 a4
|U | ≤ 60m/s

≤ 630 −5 e−2 2.7 e−2

800 2.97 e−2

1000 −2.09 e−2 2.85 e−2 1.18 e−4

1250 8.41 e−1 3.61 e−2 9.34 e−5

1600 7.79 e−1 5.01 e−2 1.38 e−4

2000 7.67 e−1 5.45 e−2 3.77 e−4

2500 1.59 6.12 e−2 5.06 e−4

3150 2.4 8.26 e−2 7.45 e−4 −3.02 e−6

4000 3.43 9.99 e−2 9.61 e−4 −3.29 e−6

5000 3.98 1.29 e−1 2.21 e−3 −8.88 e−6 −2.32 e−7
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A.9 Total Correction of the Microphone Shield

Total correction factor C of the microphone shield calculated for different
flow rates.

A.10 Averaging Methods

Time averaging: ϕT (xi) = lim
T→∞

1

T

 t+T

t

ϕ(xi, t) dt

Spatial averaging: ϕV (t) = lim
V→∞

1

V


V

ϕ(xi, t) dV

Ensemble averaging: ϕE(xi, t) = lim
N→∞

1

N

N
n=1

ϕ(xi, t)

Favre averaging: ϕF (xi) =
1

ρ
lim
T→∞

1

T

 t+T

t

ρ ϕ(xi, t) dt
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A.11 WALE Subgrid Scale Formulation

According to STAR-CCM+ user guide [102], the following equations are valid
for the WALE Subgrid Scale model:

µt = ρ∆2 SW

∆ = min(κ d, CW V
1/3
cell )

SW =
Sd : S

3/2
d

Sd : S
5/4
d + S : S5/2

S =
1

2
(∇−→v +∇−→v T )

Sd =
1

2
[∇−→v · ∇−→v + (∇−→v · ∇−→v )T ]

t =
Ct

S
kSGS = CtνtS

l =
C

3/2
t ν

1/2
t

S1/2

µt: Subgrid scale viscosity
∆: Grid filter width
Vcell: Cell volume
κ: Von Karman constant (= 0.41)
S: Strain-rate tensor
Sd: Deformation tensor
SW : Deformation parameter
d: Wall distance
CW : Model coefficient (=0.544)
t: Turbulent time-scale
l: Turbulent length-scale
kSGS: Subgrid scale turbulent kinetic energy
Ct: Model constant (=1.25 in version 7 and =3.5 in version 9)

Scalar (inner,double-dot) product of two tensors, whose result is a scalar:
S : T = SijTji
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A.12 Tranient Surface Data for Models with Different Rotor Out-
let Angles

Sound pressure level radiated in the range of 100-1000Hz from the blade’s
suction side (left) and the pressure side (right) of the impellers with different
outlet angles. Results are obtained from DES on a numerical grid with
approximately 12.5 million cells.
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Sound pressure level radiated in the range of 100-1000Hz from the housing
of the fans with various rotor outlet angles ; Colorbar is the same as in the
previous figure. Results are obtained from DES on a numerical grid with
approximately 12.5 million cells.
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A.13 Tranient Surface Data Of the Reference Model at Different
Operating Points

Comparasion between the transient surface data of the reference fan operating
at 450m3/h (top) and 675m3/h (bottom).
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