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Summary

Since the implementation of the European Union’s (EU) Emission Trading
System (ETS) in 2005, the number of such cap-and-trade programs is on the
rise globally. However, experience indicates that these programs often do not
work as economic textbook theory suggests. In this thesis, underlying failures,
their implications and potential solutions are analyzed.

First, an extensive literature review is carried out that alludes to regulatory
risk and financial market failures as important price drivers in the EU ETS.
As both have a bearing on the discount rate applied by market agents, the
discount rate is at the core of this thesis. Using a simple equilibrium model,
it is shown that a too-high discount rate applied to allowance banking leads
to inefficient high carbon damage during the transition to emission neutrality.
In this case, the waterbed effect of overlapping policies is reconsidered: The
widespread and often criticized policy mix of ETS and subsidies for clean
energy can be welfare-enhancing compared to an ETS-only policy.

As it reflects the cost of capital, the discount rate also affects the technology
costs. Therefore, this thesis highlights that if the monetary policy becomes
stricter and the discount rate rises accordingly, the trend of falling renewable
costs may be reverted. As a result, investments in clean technologies can be
significantly postponed. In turn, this puts the durability of the ETS cap at
risk, because emission-intensive firms can lobby more effectively for a weaker
climate policy if the transformation of the economy is concentrated towards
the end of an ETS program.

This work also sheds light on financial market failures affecting the discount
rate. Relying on a theoretical equilibrium model, it is shown that such frictions
can have a significant impact on the ETS price path via risk premiums incor-
porated in the discount rate. In this context, this thesis examines the Market
Stability Reserve (MSR), an instrument aiming to stabilize the EU ETS. Al-
though the MSR has a more positive effect on the short-term price when the
frictions are considered, the MSR does not overcome the more fundamental
problems of the EU ETS in the long term. An analysis with the detailed model
LIMES-EU further reveals which MSR parameters are of greater importance
for the achievement of long-term emission targets.

Overall, a central result of this thesis is that free intertemporal allowance
banking causes inefficiencies and puts the transition to a low-carbon economy
at risk. The MSR is not an appropriate solution; instead, the EU ETS and
other cap-and-trade programs should be complemented by a price-responsive
allowance supply, such as a price floor.





Zusammenfassung

Seit der Einführung des Emissionshandelssystems (ETS) in der Europäischen
Union (EU) im Jahr 2005, ist die Zahl solcher Cap-and-Trade-Programme welt-
weit gestiegen. Die Erfahrungen zeigen jedoch, dass diese Programme oft nicht
der ökonomischen Theorie entsprechend funktionieren. In der vorliegenden Ar-
beit werden mögliche Versagen, deren Auswirkungen und Lösungen analysiert.
In einem ersten Schritt wird ein Literaturüberblick erstellt, welcher auf re-
gulatorisches Risiko und Finanzmarktversagen als wichtige Preistreiber im
EU-ETS hindeutet. Beides beeinflusst die von Marktteilnehmenden verwen-
dete Diskontrate, weshalb diese Rate im Zentrum dieser Dissertation steht.
Mittels eines einfachen Gleichgewichtsmodells wird gezeigt, dass eine zu hohe
Diskontrate zu einem ineffizient hohen Klimaschaden während des Übergangs
zur Emissionsneutralität führt. Für diesen Fall wird der Wasserbetteffekt sich
überlappender Politiken neu bewertet: Die weit verbreitete und oft kritisierte
Kombination aus ETS und Subventionen für emissionsfreie Energie kann im
Vergleich zu einer reinen ETS-Politik wohlfahrtssteigernd sein.
Über die Kapitalkosten wirkt sich die Diskontrate auch auf die Technologiekos-
ten aus. Diese Arbeit weist darauf hin, dass bei einer Erhöhung des Zinssatzes
der Zentralbanken, und des damit verbundenen Anstiegs der Diskontrate, der
Trend sinkender Kosten für erneuerbare Energien umgekehrt werden kann. In-
folgedessen können Investitionen in klimaneutrale Technologien aufgeschoben
werden. Dies gefährdet wiederum die Stabilität des ETS-Deckels, da emissions-
intensive Unternehmen wirksamer für eine schwächere Klimapolitik lobbyieren
können, wenn sich die Dekarbonisierung der Wirtschaft am Ende des ETS-
Programms konzentriert.
Weiterhin werden in dieser Dissertation Finanzmarktversagen betrachtet, die
sich auf die Diskontrate auswirken. Mit Hilfe eines theoretischen Gleichge-
wichtsmodells wird gezeigt, dass solche Versagen erhebliche Auswirkungen auf
den ETS-Preispfad haben können, weil sie durch Risikoprämien die Diskontra-
te verändern. In diesem Zusammenhang wird auch die Marktstabilitätsreserve
(MSR) untersucht – ein Instrument zur Stabilisierung des EU-ETS. Obwohl die
MSR unter Berücksichtigung der Finanzmarktversagen kurzfristig einen posi-
tiveren Preiseffekt aufweist, überwindet die MSR langfristig nicht die grund-
legenden Probleme des EU-ETS. Eine Analyse mit dem detaillierten Modell
LIMES-EU zeigt darüber hinaus, welche MSR-Parameter für die Erreichung
langfristiger Emissionsziele von groSSer Bedeutung sind.
Zusammenfassend ist ein zentrales Ergebnis dieser Dissertation, dass der un-
beschränkte intertemporale Zertifikatehandel Ineffizienzen verursacht und den
Übergang zu einer klimaneutralen Wirtschaft gefährdet. Die MSR ist keine
geeignete Lösung für die genannten Probleme. Stattdessen sollte das EU-ETS
wie auch andere Cap-and-Trade-Programme durch ein preisabhängiges Ange-
bot von Zertifikaten, etwa durch einen Minimalpreis, ergänzt werden.
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Chapter 1

Introduction

Over the past 15 years, the number of carbon pricing policies to address climate
change has risen considerably (World Bank 2020). Among the two prototypes
of carbon pricing, emission trading systems (ETS) and carbon taxes, the former
alone will cover about 14% of global greenhouse gas (GHG) emissions when
the Chinese national program begins its operation in 2020-21 (ICAP 2020).

The European Union’s (EU) ETS was implemented in 2005 and is the longest-
lived program to regulate GHG emissions. The EU ETS is a classical cap-and-
trade program: policymakers issue tradable certificates1 that allow emission
of one ton of carbon dioxide equivalent. Each year, the number of issued
allowances declines such that emissions eventually should go down as well.
This principle was copied in similar forms in several jurisdictions around the
globe, including New Zealand, South Korea and the Regional Greenhouse Gas
Initiative (RGGI), which consists of several US states (ICAP 2020).

The EU ETS covers more than 40% of the EU’s emissions and is the corner-
stone of EU climate policy (European Parliament and Council of the European
Union 2018). Currently, the possibility of raising the 2030 emission reduction
target to 55% from 40% relative to 1990 is being discussed. In this context, the
scope of the ETS will possibly be extended to more sectors (European Com-
mission 2019; European Parliament 2020). Therefore, the ETS can be consid-
ered the major instrument for the EU’s aspiration to reach climate neutrality
by 2050 (European Commission 2018; European Parliament 2019; European
Council 2019).

In this thesis, I consider transitional challenges of the EU ETS – and cap-
and-trade programs in general – on the path to long-term decarbonization. In
particular, I investigate the intertemporal dimension of emission trading from
an economic perspective. The EU ETS, such as many other cap-and-trade
programs, allows firms to store unused certificates for future compliance. Such

1The terms “certificates,” “allowances” and “permits” are used synonymously in this
thesis.

1
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Figure 1.1: Allowance prices in selected emission trading systems
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Note: RGGI stands for Regional Greenhouse Gas Initiative, which includes the fol-
lowing US states: Connecticut, Delaware, Maine, Maryland, Massachusetts, New
Hampshire, New Jersey, New York, Rhode Island and Vermont. Source: ICAP,
https://icapcarbonaction.com/en/ets-prices (accessed on 30/07/2020)

intertemporal banking implies that the price between periods is connected via
the discount rate according to Hotelling’s rule. As a result, ambitious emission
targets in the long term should already be reflected in today’s prices.

However, the starting point of this thesis is the constantly low price level of
the EU ETS from 2011 to 2018 (see Figure 1.1) despite ambitious long-term
goals, which can also be observed in other cap-and-trade programs. The low
price level created a debate about the functioning of the EU ETS (cf. Ellerman
et al. 2016): Some argue that the EU ETS works as intended and the price
merely reflects low abatement costs, for example, due to a faster expansion of
renewable energies and lower emissions caused by the economic crisis. Others
argue that the price is too low to incentivize investments for a more profound
decarbonization in the long term (Fuss et al. 2018).

In this thesis, I explore regulatory and market failures that may explain the low
price level. I consider the implications of such failures concerning the efficiency
and effectiveness of ETS, and I examine instruments that intend to overcome
such problems. My central thesis is that free intertemporal allowance banking
in cap-and-trade programs, such as the EU ETS, is a problematic feature
causing inefficiencies and putting the transition to a low carbon economy at
risk. The recently implemented Market Stability Reserve (MSR) does not heal
the EU ETS; instead, the MSR should be substituted or complemented by a
price support mechanism (e.g., a price floor).
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A first step of this thesis is to explore the actual price drivers of the EU
ETS based on an extensive review of the econometric literature (Chapter 2).
The literature suggests that abatement costs alone can hardly explain the
price movements and alludes to regulatory and market failures. In particular,
financial market imperfections and regulatory risk seem to be important price
drivers, both of which are related to the discount rate applied to intertemporal
allowance banking. The discount rate is a crucial variable for the functioning
of ETS from an intertemporal perspective as it determines the growth rate of
the allowance price, and thus, the discount rate is at the center of this thesis.

In the second step, I therefore examine regulatory and market failures that may
explain why the discount rate applied to allowance banking is not optimal. In
this regard, I consider a first failure of ETS with free intertemporal allowance
banking in Chapter 3: Since the allowance price grows at the discount rate,
but the optimal carbon price grows at a lower rate, unconstrained banking is
generally not efficient (Pizer and Prest 2020). I show that the widespread and
often criticized policy mix of ETS and subsidies for clean energy (Böhringer
and Rosendahl 2010; Fankhauser et al. 2010) can indeed be welfare-superior
compared to an ETS-only policy.

Furthermore, as the discount rate also reflects the cost of capital, it has a
significant effect on the costs of renewable energy (Hirth and Steckel 2016;
Schmidt 2014). The monetary policy of central banks thus can have a signif-
icant effect on renewable costs because it determines the general interest rate
level, which is part of the discount rate applied by firms. Therefore, we find in
Chapter 4 that a potentially tighter monetary policy may outweigh the cost
reductions for renewable energies through technological advancements. Based
on the large-scale numerical model LIMES-EU, we show in Chapter 5 that a
higher discount rate significantly postpones abatement efforts in the EU ETS.
We argue that the resulting concentration of abatement in the mid and end of
the transition to climate neutrality may lead to a softening of the ETS cap, as
emission-intensive firms may lobby for a looser cap.

Another failure considered in Chapter 6 deals with financial market imperfec-
tions as a source for an inefficient discount rate applied to allowance banking.
More specifically, frictions in futures markets lead to a risk premium becom-
ing part of the discount rate. We show theoretically how the risk premium is
affected by the size of the allowance bank and hedging demand of the firms
and thus may cause a time-varying growth rate of the ETS price.

In the third step of this thesis, instruments to improve the functioning of
the EU ETS are analyzed. The EU considers the prevailing large allowance
bank as the reason that prevents “the EU ETS from delivering the necessary
investment signal [...] in a cost-efficient manner” (European Parliament and
Council of the European Union 2015). As as result, the EU implemented the
MSR, which reduces the allowance bank. The MSR caused a price surge after
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it was tightened and amended by an allowance cancellation mechanism by the
end of 2017 (see Figure 1.1). We show in Chapter 6 that the price increase
can indeed be explained to a certain degree by the reduction of the allowance
bank through the MSR if hedging value of allowance for firms is considered.
However, because the hedging demand reduces the growth rate of the allowance
price, the price may not rise or even decline for a considerable time.

The MSR is examined further in Chapter 7, where we focus on the allowance
cancellation mechanism. We show that certain MSR parameters and the dis-
count rate have a strong effect on cancellations and therefore achieving specific
emission targets becomes more complicated due to the MSR. Overall, we ar-
gue in Chapter 8 that the MSR is not a suitable instrument to cure the EU
ETS. Instead, we suggest implementing a price floor, because it improves the
long-term credibility of the EU ETS, reduces price uncertainty and, in doing
so, creates a market environment that fosters clean investments.

The remainder of this chapter is organized as follows. In Section 1.1, I lay out
the theoretical foundation of emission trading and discuss regulatory and mar-
ket failures and their implications, maintaining a focus on the intertemporal
dimension. Section 1.2 deals with ETS design features that may overcome in-
tertemporal failures, namely a price-responsive allowance supply and the MSR.
Section 1.3 provides an outline and the objectives of this thesis, where I intro-
duce and connect Chapters 2 to 8 in more detail and briefly touch upon the
methods used.

1.1 Emission trading as an intertemporal mar-
ket: foundations, failures and their impli-
cations

From an economic perspective climate change is an externality issue. Ignoring
other market failures, the problem can be solved by a carbon price set equal
to the marginal social damage of emissions. An ETS and a Pigouvian tax are
the two idealized instruments favored by economists in order to establish a
carbon price. In this thesis, the focus is on ETS but only those ETS featuring
intertemporal trading of allowances. Such allowance banking provides firms
temporal flexibility for their abatement efforts and is a standard attribute of
actually established programs such as the EU ETS (ICAP 2020).

In the following section, I outline the fundamentals of emission trading and dis-
cuss why free intertemporal trading is cost-effective (ignoring market failures),
but generally not welfare-optimal. In this sense, intertemporally unconstrained
allowance trading can be considered a regulatory failure. In Section 1.1.2, I
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elaborate on further regulatory and market failures that have a bearing on the
price path, and Section 1.1.3 deals with the implications of such failures.

1.1.1 Cost-effective vs. efficient emission trading

The foundations of emission trading can be traced back to Coase (1960), who
argues that bargaining in markets is an efficient way to deal with externalities if
transactions costs are sufficiently low and property rights are well defined. This
concept was later transferred to markets in rights to pollute the environment
(Crocker 1966; Dales 1968; Montgomery 1972), which is the basis of modern
emission trading. The core idea is that the state issues a certain amount of
allowances that permit the pollution of the environment. For example, in
the EU ETS, one such certificate (European Union Allowances, EUA) allows
emission of one ton of carbon. Therefore, the total number of issued allowances
effectively is a cap on emissions.

In an idealized market, the tradability of allowances implies that the marginal
abatement costs of regulated entities are equalized. Market agents buy al-
lowances as long as the allowance price is below their marginal abatement
costs and vice versa such that in equilibrium the allowance price equates the
marginal abatement costs of all regulated entities. As a result, the emission
cap is achieved at lowest possible cost (Montgomery 1972). That is, in the
absence of further market failures, emission trading is a cost-effective tool to
achieve a given emission target.

Cronshaw and Kruse (1996) and Rubin (1996) extend emission trading to a
dynamic setting by allowing market agents to store allowances for future use.
If a firm holds more allowances than it requires to comply with the peri-
odic (e.g., annual) cap, the surplus can be banked.2 This gives firms greater
flexibility because they can spread their abatement efforts over time. Specif-
ically, firms exploit intertemporal arbitrage and thus equalize the discounted
marginal abatement costs across periods. The allowance price therefore grows
at the rate of interest, which is called a Hotelling price path.

An implication is that emission trading is also cost-effective in an intertempo-
ral sense: the overall certificate budget is efficiently allocated over time such
that the budget is achieved at the lowest possible costs. This requires that
the “availability condition” is satisfied (Perino and Willner 2016; Salant 2016).
This is the case if allowances are temporally issued in such a way that the al-
lowance bank is always positive until the total allowance budget is exhausted.
Otherwise the binding borrowing constraint would disrupt the optimal alloca-
tion of the emission budget over time.

2Rubin (1996) also considers allowance borrowing from the future, which, however, is
usually prohibited in real ETS.
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However, cost-effectiveness does not imply an efficient outcome if carbon dam-
age is considered. A robust result from the social cost of carbon (SCC) litera-
ture is that the growth rate of the optimal carbon price (i.e., the SCC) is lower
than the interest rate (e.g., Rezai and Van der Ploeg 2016; van den Bijgaart
et al. 2016; Dietz and Venmans 2019). Golosov et al. (2014) are the first to
show that the growth rate of the optimal carbon price is equal to the growth
rate of the economy g. At the same time, the interest rate r is determined
by the Ramsey-rule in neoclassical growth models: r = ρ + ηg with ρ for the
pure rate of time preferences and η for the elasticity of marginal utility. In a
standard Ramsey-type model, it must hold r > g; otherwise, the transversal-
ity condition would not be fulfilled (Acemoglu 2009). In the estimates of the
Interagency Working Group on the Social Cost of Greenhouse Gases (2016),
for instance, the interest rate is about twice as high as the growth rate of the
SCC.

As a result, the price in ETS programs with free intertemporal trading, al-
though cost-effective, is inefficient because it is too steep as it grows at the
rate of interest r. For a given emission budget, the cost-effective allowance
price is lower than the efficient carbon price at the beginning of the ETS pro-
gram, as depicted in Figure 1.2. Therefore, emissions accumulate faster than
optimal, which causes inefficient high damage until the allowance budget is
exhausted.

Theoretically, the efficient price path including carbon damage can be achieved
with emission trading. A straightforward solution would be to prohibit banking
and instead implement the optimal periodical caps. However, banking has
welfare advantages under uncertainty as shocks spread over to more periods,
which stabilizes the price (Fell et al. 2012; Weitzman 2020). Alternatively,
allowance banking can be enhanced by intertemporal trading ratios (Kling and
Rubin 1997; Leiby and Rubin 2001; Yates and Cronshaw 2001). These ratios
adjust the amount of banked allowances by a certain factor and thereby correct
the growth rate of the allowance price. For example, if firms get 1.05 allowances
in t + 1 for each allowance banked in t, they require a 5% lower interest rate
for allowances and the growth rate of the price declines accordingly. However,
intertemporal trading ratios are complex because they alter the size of the cap
and thus need to be aligned with the number of issued allowances. Moreover, in
the presence of uncertainty the intertemporal trading ratio and the number of
issued allowances need to be adapted after a shock occurs in order to achieve
the optimal solution (Pizer and Prest 2020). Probably because of the high
complexity, but maybe also because countries often consider climate change a
cost-effectiveness problem, trading ratios hardly play a role in actual policy.

Instead, ETS programs are often combined with other policies, such as clean
energy subsidies. Although additional measures can in principle be justified
by further market failures, for example innovation and network effects (Fischer
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Figure 1.2: Cost-effective and efficient carbon price paths
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and Newell 2008; Jaffe et al. 2005), they are often considered to be “overlap-
ping” (Böhringer et al. 2008), implying that they distort the allowance price.
This is called the waterbed effect because for given emissions (cap), overlap-
ping policies only change the temporal distribution of emissions (Perino 2018).
In contrast to this view, I show in Chapter 3 that such a temporal shift of
emissions due to overlapping policies can in fact be welfare-enhancing. By
postponing emissions, additional measures bring the abatement path closer to
the optimum and reduce the cost of excess carbon damage in the case of free
intertemporal allowance trading.

1.1.2 Regulatory and market failures affecting the price
path

In the context of the EU ETS, several regulatory and market failures are
discussed to be responsible for the low price level until 2018. Although the
price has recovered since then, the failures are unlikely to be settled and may
still cause inefficiencies. In the following, I outline the main failures – again
with a focus on intertemporal aspects.3

A widespread concern is that market agents do not take the long run properly
into account because they are myopic or have a truncated planning horizon

3The presented list is non-exhaustive. For example, market power (Hintermann 2017)
and the allowance allocation method (Baldursson and von der Fehr 2004; Böhringer and
Lange 2005) are other often discussed issues.
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(Fuss et al. 2018; Quemin and Trotignon 2019; Perino and Willner 2019; Will-
ner 2018). Because in the far future the allowance supply is typically lower,
but the marginal abatement costs are higher, shortsightedness implies that
firms want to bank fewer allowances. That is, they use too large a share of the
overall allowance budget in the near term because they do not take high costs
in the future into account. As a result, the allowance price is too low early
on and eventually needs to rise to high levels later to comply with the cap.
A similar price path may be caused by regulatory risk, as shown by Salant
(2016): If there is a risk of a downward price jump at an unknown time in the
future due to a regulatory intervention, the price rises too fast. That is, in the
case of myopia and regulatory risk, the price path can be bent more than the
cost-effective path in Figure 1.2, inducing a too-low price level initially and a
too-high price level later.

Financial market failures, and in particular, incomplete markets for risk are
another reason why the allowance price may not rise at the rate of interest. If
firms are risk averse, they can bank allowances to hedge their profits. Schopp
and Neuhoff (2013) argue that when the overall allowance bank in the EU ETS
exceeds the hedging demand of firms, speculators hold the excess allowances,
for which they require a high return. In consequence, the allowance price
must rise at a high rate, which again leads to low prices early on. In Chapter
6, we also relate the size of the bank to the allowance price, but explicitly
build on the financial economics literature that analyzes the interaction of
producers and speculators in commodity markets (e.g., Anderson and Danthine
1979; Bessembinder and Lemmon 2002; Ekeland et al. 2019). In contrast to
Schopp and Neuhoff (2013), this hedging pressure theory explicitly considers
uncertainty and the desire of producers to hedge risky profits by trading with
speculators. In this case, producers have to pay a risk premium to speculators
that has a significant effect on the allowance price path. The root cause of risk
premiums due to hedging are financial market frictions that prevent an ideal
allocation of risk (Hirshleifer 1990), for which we consider capital constraints
for speculators similar to Acharya et al. (2013). Our econometric literature
review in Chapter 2 alludes to further financial market failures: behavioral
finance aspects such as herding behavior or under- and overreaction to new
information may cause inefficiencies.

Another driver of the allowance price path is the monetary policy of central
banks. While monetary policy itself is certainly not a failure, it is triggered
by failures like rigid prices, as in Keynesian models (Walsh 2010). Beginning
with the financial crisis in 2007-08, the European Central Bank, similar to
other central banks, such as the Federal Reserve in the US, introduced a very
loose monetary policy in order to stimulate the economy. As a result, the
interest rate level dropped significantly, which caused two effects considered
in this thesis: first, a lower interest rate level affects abatement costs because
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it reduces financing costs. This is of importance as renewable energies exhibit
high capital costs, and accordingly financing costs play a significant role. Egli
et al. (2018) show that the declining interest rate level was indeed an important
reason for the rapidly falling renewable energy costs in the electricity sector
in the past. Yet, the interest level may rise again in the coming years with
a tighter monetary policy. In Section 4 of this thesis, we show that this can
reverse the trend of falling renewable energy costs and thus slow down the
transition. The second effect of monetary policy considered in this thesis bears
on the growth rate of the allowance price. A potentially tighter monetary
policy in the coming years may increase the interest rate level. In turn, the
allowance price path would become steeper.

1.1.3 Implications of intertemporal failures

The failures described in the two previous sections have in common that they
have a bearing on the discount rate applied to allowance banking. The discount
rate, in turn, affects the level and growth rate of the allowance price, leading
to the following implications.

First, a too-high discount rate causes too low allowance prices early on and
thus postpones abatement. As a result, emissions accumulate too fast in the
atmosphere, implying excessive carbon damage during the transition to climate
neutrality (Section 1.1.1). This also holds absent market failures and is a direct
consequence of free intertemporal trading, because the allowance price grows
at a higher rate than the external costs of carbon. Regulatory and market
failures may exacerbate this problem by further increasing the discount rate
due to regulatory risks or incomplete risk markets.

Second, by distorting the allowance price, such failures also impair the cost-
effectiveness of reaching a given carbon budget (Section 1.1.2). More specif-
ically, they violate the condition required to minimize abatement costs: If
the allowance price does not rise at the discount rate, (discounted) marginal
abatement costs are not equalized across periods. Furthermore, too low prices
early on, as observed in the EU ETS, may incentivize investments in emission-
intensive capital with a long lifetime. This may lock in emission-intensive in-
frastructures such that switching to cleaner technologies becomes more costly
in the future (Fuss et al. 2018). Postponed action also raises adjustment costs
because it leads to a concentration of abatement in a relatively short time at
the end of the cap-and-trade program (Vogt-Schilb et al. 2018).

A third implication of insufficient action in the beginning is an increased risk
that the ETS policy will be dismantled. Based on political science, we argue
in Chapter 5 that too steep an allowance price path may cause negative pol-
icy feedback on the persistence of the cap of the emission trading program.
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When the allowance price is too low early on, the incumbent brown (emission-
intensive) coalition remains powerful for a relatively long time, because they
still own large market shares. At the same time, the new green (emission-free)
coalition hardly grows in the beginning. Under such conditions, a fast rising
price in the course of the emission trading program may not be viable as the
still powerful brown coalition lobbies for a softer cap. Also, the incentives to
lobby for a softer cap are large if abatement is concentrated at the end due to
high adjustment costs and stranded assets (Rozenberg et al. 2020).

Lastly, in the face of low ETS prices, policy makers may believe the ETS is
ineffective and does not work properly. This may encourage them to implement
further overlapping policies. While this can in principle be a reasonable second-
best option (see Section 3), it contains the risk that the ETS price is further
depressed due to the waterbed effect. A fourth possible implication is therefore
that the credibility of the ETS is undermined due to continuous policy changes
(Fankhauser et al. 2010). Specifically, low prices motivate the implementation
of additional policies, which decrease prices even further. Such a feedback
effect endangers the credibility of the cap (Pahle et al. 2018).

1.2 Enhancing emission trading systems

In this section, I introduce two additions to ETS intended to tackle the prob-
lems described in the previous section. Both have in common that they adjust
the supply of allowances, but they differ in how the adjustment is triggered:
The supply is either price- or quantity-responsive. While the first transforms
emission trading schemes into a classical hybrid instrument and is implemented
in ETS in the US, the latter is implemented as MSR in the EU ETS.

1.2.1 Price-responsive allowance supply

While a pure ETS fixes the quantity (emissions) and leaves the price to the
market, a tax fixes the price and leaves the quantity to the market. A fun-
damental insight of Weitzman (1974) is that both lead to the same outcomes
under certainty, but differ under uncertainty. The tax is dominant when the
slope of the marginal benefit curve of abatement is flat, and the quantity regu-
lation is superior when the slope is steep. Both can be viewed as two extremes
of a market-based regulation, where a pure ETS has a completely inelastic
allowance supply and a tax has (implicitly) a completely elastic allowance sup-
ply. Weitzman (1974) realized that a combination of price (tax) and quantity
(ETS) regulation should be superior compared to either of them in isolation,
which was later shown by Roberts and Spence (1976) and Weitzman (1978).
In the context of climate change, such a hybrid policy is typically considered
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to be a price-responsive allowance supply in an ETS. In the following, I present
different forms of a price-responsive allowance supply and discuss why it can
help to overcome the problems described in the previous section.

Pizer (2002) was among the first to analyze a hybrid policy to address climate
change. He shows that adding a price ceiling as a safety valve to an ETS
strongly increases welfare because it avoids high costs if abatement turns out to
be more costly than expected (see Webster et al. 2010 for a similar result). The
price ceiling works by an unlimited allowance supply if the ETS price reaches
the ceiling, and thus, the allowance supply becomes price responsive. Burtraw
et al. (2010) show that a one-sided price ceiling reduces the expected price if the
ceiling binds with a positive probability and since it also does not insure against
low prices, implementing only a price ceiling has adverse effects on abatement.
They argue that a hybrid policy should consist of a symmetric safety valve
with a price ceiling and floor and find that this significantly increases welfare
(see also Fell and Morgenstern 2010).4 A price floor introduces another step
in the allowance supply function, as the allowance supply is reduced when the
price falls below the floor.

In contrast to hard price ceilings and floors that enforce that the price is never
higher or lower, Murray et al. (2009) propose to limit the supply of additional
allowances when the price ceiling is met. In addition to such a soft price ceiling,
Fell et al. (2012) analyze a soft price collar in which price support is limited
from both sides. They find that a soft collar allows compromise between a
hard collar (lower abatement costs) and no collar (emission target is exactly
met).5 Such price collars are a design feature, for example, in California and
RGGI in the US (ICAP 2020). Price floors are usually implemented as auction
reserve prices, which limit the supply reduction to the number of auctioned
allowances. Price ceilings are typically soft because the additional supply is
limited by allowances available from a reserve. Burtraw et al. (2018) go a
step further and suggest making the allowance supply more responsive by a
step-wise or even continuous supply curve. A similar approach is proposed
by Traeger et al. (2020) who, however, want to ban allowance banking at the
same time.

Overall, the literature suggests that hybrid instruments exhibit significant ef-
ficiency advantages compared to a pure quantity-based ETS. If the regulatory
and market failures described in Section 1.1 are considered as well, a price col-
lar has further advantages. For one, inefficiently low prices can be avoided or
at least increased and thus, the problem of delayed abatement is mitigated: A
price floor reduces excess damages early on and enhances investment incentives

4Abrell and Rausch (2017) and Abrell et al. (2019) additionally show that a price floor
can increase welfare if there are two sectors, where one is regulated by an ETS (with price
floor) and the other one is regulated separately.

5Relatedly, Grüll and Taschini (2011) suggest implementing a price collar via financial
options as these allow keeping the environmental target.
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in clean technologies. Clean investments are further facilitated by reduced in-
vestment risks, as the ETS price cannot drop below a hard price floor or is less
sensitive to shocks when the allowance supply is price responsive. An increas-
ing price floor or collar over time also signals the commitment of the regulator
to the long-term emission targets, and therefore, may reduce the regulatory
risk and, in doing so, improves the viability of the cap. Moreover, the waterbed
effect is reduced as well with a price-responsive allowance supply, since the cap
shrinks when the price drops as a result of overlapping policies. In Section 8,
we elaborate in more detail on the advantages of a price floor concerning these
problems.

1.2.2 Quantity-responsive allowance supply: the Mar-
ket Stability Reserve

As a quantity-responsive supply is not a classical hybrid instrument, the liter-
ature on this instrument has only started to evolve with the implementation
of the MSR in the EU ETS (European Parliament and Council of the Euro-
pean Union 2015). In this section, I outline how the MSR works and discuss
whether it can solve (some of) the previously mentioned problems of the EU
ETS.

The MSR makes the allowance supply quantity-responsive because the num-
ber of auctioned allowances depends on the size of the allowance bank held
by market agents. The justification for such a measure is the EU’s interpreta-
tion of the large allowance bank as a “structural supply-demand imbalance,”
which prevents “the EU ETS from delivering the necessary investment signal
to reduce CO2 emissions in a cost-efficient manner” (European Parliament
and Council of the European Union 2015). That is, the large bank has adverse
effects and therefore is reduced by the MSR through the reduction of the al-
lowance supply. Specifically, the originally planned version of the MSR works
by reducing the allowance supply if the bank exceeds 833 Mt allowances. In-
stead of being auctioned, allowances equal to 12% of the bank of the previous
year are put in the MSR, where they are not available for compliance. If the
bank is lower than 400 Mt, 100 Mt allowances per year are released from the
MSR and additionally auctioned. Only if the bank is between 400 and 833 Mt
does the MSR not absorb or release allowances.

Perino and Willner (2016) find that this original cap-preserving MSR has only
a limited price-increasing effect in the short term and a price-decreasing effect
in the long term. Therefore, long-term investments in clean technologies might
even be deterred (see also Perino and Willner 2019). Perino and Willner (2016)
also show that the price volatility increases, similar to Mauer et al. (2019),
Kollenberg and Taschini (2019) and Richstein et al. (2015), though Fell (2016)
finds the opposite. Accounting for the firms’ risk aversion, Kollenberg and
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Taschini (2019) find that the increased volatility leads to higher risk premiums,
implying lower short-term and higher long-term prices. However, in Chapter
6 we find the opposite: The short-term price increases and the long-term price
decreases due to the MSR because of the hedging demand for allowances, which
determines the risk premium in our approach.

Even before the MSR came into effect in 2019, it was reformed in early 2018
(European Parliament and Council of the European Union 2018). The major
innovation in this new version of the MSR is the permanent cancellation of
allowances from 2023, if more allowances are in the MSR than were auctioned in
the previous year. This cancellation mechanism makes the cap endogenous and
dependent on the size of the bank. While the cancellation mechanism clearly
raises the price level because it reduces the cap, it is difficult to determine
by how much. For one, the exact number of cancellations depends on the
allowance bank level and the complex MSR mechanism. In Section 7, we
provide an overview of cancellation estimates from the literature ranging from
1.7 Gt to 13 Gt, while we find 5.1 Gt in our own analysis. Given that the total
cap (without MSR cancellations) for the period 2018 to 20576 is 40.1 Gt, the
large range of cancellation results implies that the impact of the MSR on the
ETS price is hard to foresee.

Moreover, several papers examine the question of how cancellations are affected
by overlapping policies, including renewable energy support (e.g., Beck and
Kruse-Andersen 2018; Carlén et al. 2019; Burtraw et al. 2018; Perino 2018).
A main result is that the new MSR “punctures the waterbed” (Perino 2018),
meaning that additional policies can reduce the cap now because they increase
the allowance bank level, which in turn triggers more cancellations by the
MSR. However, Gerlagh et al. (2019) show that policies announced today
but effective in the future may even increase the cap because they reduce
the current bank and therefore fewer allowances are canceled. According to
the analysis by Pahle et al. (2019), the German coal phase-out could be an
example of such a paradoxical effect. Similarly, Perino et al. (2019) find that
overlapping policies can raise the cap due to internal carbon leakage: Emission
reductions of an unilateral policy in a country can be overcompensated if the
policy triggers emissions in another (neighboring) EU ETS country due to more
exports. As a result, the unilateral policy reduces the total allowance bank,
implying fewer cancellations. Moreover, Bruninx et al. (2019) show that the
MSR cancels more allowances when abatement costs are high and vice versa,
which is at odds with economic theory that suggests the opposite to enhance
welfare. Specifically, an efficient hybrid instrument (price collars, see above)
reduces the cap (more cancellations) when abatement costs are low and vice
versa.

62057 is the year when allowances are issued for the last time, according to current
regulation.



14 Chapter 1 Introduction

In total, the literature and our own analyses cast doubt on whether the MSR
can tackle the ETS problems described above. Although the MSR has a pos-
itive price effect, implying less climate damage and more clean investments,
our analysis in Chapter 6 shows that the expected price can also drop again if
the hedging demand of firms is considered. Moreover, we show in Chapter 7
that the potential cancellation of allowances has a huge range, which creates
additional risks for market agents, but also for policy makers as it becomes
more difficult to achieve desired emission targets. As the MSR also does not
adequately address the waterbed effect of overlapping policies, it is probably
not a suitable instrument to solve the ETS problems. We discuss the MSR in
more detail in Chapter 8.

1.3 Outline and objectives of this thesis

The outcomes of emission trading systems such as the EU ETS are often
not in line with the standard cap-and-trade theory. The main objective of
this thesis is to improve the understanding of the underlying inefficiencies,
analyze implications and examine potential solutions, where I focus on the
intertemporal dimension of ETS. The analysis is divided into seven research
papers, which provide answers to the following main research questions:

Chapter 2: What drives the EU ETS price?

Chapter 3: What are the implications of a discount rate that is too high for
the instrument choice to regulate the climate externality? Can overlapping
policies be justified in this case, and how should they be designed?

Chapter 4: How does the discount rate affect the abatement costs, and what
is the role of monetary policy?

Chapter 5: What determines the regulatory risk that the ETS cap is softened,
and why is the discount rate important in this regard?

Chapter 6: How do incomplete risk markets and firm hedging affect the dis-
count rate? What is the impact of the MSR given this failure?

Chapter 7: What MSR parameters are of importance for the number of can-
celed allowances? How should the linear reduction factor be adjusted to achieve
more ambitious 2030 targets under consideration of the MSR cancellation?

Chapter 8: Overall, is the MSR a recommendable instrument to overcome the
problems of the EU ETS, or should it be complemented or substituted by a
price floor?

The aim of Chapter 2 is to find actual price drivers of the EU ETS based
on a review of the empirical literature. Summarizing the knowledge of this
field indicates gaps in the understanding of the price determination serving as
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motivation and basis for further analyses carried out in this thesis. Specifically,
the review shows that the price is affected by regulatory risk and financial
market frictions. Since both affect the discount rate applied to allowance
banking, the discount rate is a core element in the following chapters: In
Chapters 3 to 6, regulatory and market failures affecting the discount rate and
their implications are at the center, and Chapters 7 and 6 focus on the MSR
and price floors as potential solutions.

In particular, I analyze the effect of an inefficiently high discount rate ap-
plied to allowance banking in Chapter 3, and show that the waterbed effect
of overlapping policies can enhance welfare in this setting. For this purpose,
I construct a simple theoretical and numerical model, which includes a repre-
sentative dirty (emission-intensive) and clean (emission-free) firm competing
in an energy market. A welfare-maximizing regulator wants to internalize the
damage of a stock pollutant (carbon emissions) by choosing the optimal levels
of different policy instruments. While a carbon tax implements the first-best
solution, the ETS with free intertemporal trading fails to do so: The discount
rate determines the growth rate of the allowance price, but the optimal carbon
price equals the marginal social damage of carbon (the social cost of carbon),
which grows at a lower rate than the discount rate. For a given cap, the too
high discount rate implies that the allowance price is too low in the early phase
of the ETS and too high at the end.

In this setting, I reconsider the waterbed effect of overlapping policies by show-
ing that complementing the ETS with subsidies for clean energy is welfare-
enhancing. The reason is that, for a given ETS cap, subsidies shift emissions
to the future and thus, reduce the inefficient high carbon damage. Optimally
set subsidies do not even have an effect on the ETS price if the regulator is able
to commit. However, the time-consistent subsidy path lowers the ETS price,
but still increases welfare compared to the ETS in isolation. I also find that
subsidies mitigate the ETS price volatility as subsidies prolong the banking
phase of the ETS such that shocks spread over more periods.

A further effect of a high discount rate is considered in Chapter 4: It raises
the relative costs of renewable energy technologies like wind mills and solar
photovoltaics compared to fossil fuel plants. The discount rate reflects the
cost of capital for investments and because renewable energies exhibit a large
capital share, their overall costs are strongly affected by the cost of capital. As
central banks lowered the interest rate level in the aftermath of the financial
crisis in 2007-08, renewable energy currently benefits from the low cost of
capital. However, based on a simple spreadsheet model, we show that an
increase of the interest rate back to the pre-crisis level could raise renewable
energy costs in the coming years despite technological progress. As a result,
the competitiveness of renewable energies would deteriorate and the transition
to emission neutrality would slow down.
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In Chapter 5, we go a step further and argue that high discount rates increase
the risk that the ETS cap will be softened. Relying on economics and political
science, we derive a political feedback effect the allowance price path could
have on the risk that the cap is softened. For this purpose, we consider two
scenarios, which we also quantify with the large-scale electricity and industry
sector model LIMES-EU. In the first scenario, the discount rates applied to
allowance banking and investments in renewable energy are low. In the sec-
ond scenario, the discount rates are increased, which triggers the two above
mentioned effects: a larger growth rate of the allowance price and higher re-
newable energy costs. The second scenario leads to a lower allowance price
and less investments in renewable energies early on and a faster increasing
allowance price over time. This more hockey stick-shaped price path induces
a higher risk that the cap is softened, because it postpones the development
of a green (emission-free) coalition that wants to keep the cap. In addition,
the adjustment costs for the brown (emission-intensive) coalition are higher
and concentrated in the late ETS phase. Thus, the brown coalition has more
relative power and stronger incentives to lobby for a softer cap if the price is
hockey stick-shaped.

Chapter 6 continues the analysis of discount rates in ETS by considering fi-
nancial market frictions and risk-averse firms that want to hedge their profits.
If speculators – as firms’ trading counterparties – face liquidity constraints,
hedging is costly, which is reflected by a risk premium in the allowance price.
We construct a simple theoretical model with dirty coal and relatively clean
gas firms whose hedging demands have opposing effects on the risk premium.
In our numerical application to the electricity sector of the EU ETS, the risk
premium is highly negative in the early phase but increases over time. In con-
sequence, the price is higher but does not rise, or it even declines in the early
ETS phase compared to the case without hedging demand. Because the risk
premium becomes less negative over time, the price path may be U-shaped.

We also show that the size of the allowance bank affects the risk premium,
because the dirty firm uses the bank to hedge its profits. This is of partic-
ular relevance in the EU ETS due to the MSR, which shifts the issuance of
allowances to the future and thus, reduces the bank. In doing so, the MSR
increases the hedging value of allowances reflected by a more negative risk pre-
mium. As a result, hedging implies that the short-term effect of the MSR on
the price is more positive, but the long-term effect is more negative (compared
to risk neutrality). In addition, hedging also leads to more cancellations by
the MSR compared to the risk-neutral case, since hedging implies that firms
want to hold a larger bank, which, in turn, leads to more influx into the MSR.

Chapter 7 also provides an analysis of the MSR, but with a focus on its en-
visaged review in 2021 and in view of more ambitious emission targets in the
EU. Using the LIMES-EU model, we numerically examine the impact of sev-



1.3 Outline and objectives of this thesis 17

eral MSR parameters on the number of canceled allowances. We find that
especially the allowance bank thresholds beyond which the influx in the MSR
is triggered have a considerable impact on cancellations. In contrast, higher
intake rates only weakly affect cancellations, but may increase uncertainty be-
cause high intake rates induce oscillatory behavior to intake volumes. In the
second step, we show that reducing the cap by a higher linear reduction fac-
tor also raises MSR cancellations. However, this relationship, as well as the
number of cancellations in general, are subject to large uncertainties, which
implies that achieving specific emission targets becomes more complicated due
to the MSR. In particular, the discount rate plays an important role because
a high rate reduces cancellations significantly.

In Chapter 8 we argue based on the literature – including chapters of this
thesis and other studies by the author of this thesis – and discussions in sev-
eral workshops with stakeholders from academia, policy, industry and NGOs,
that the MSR does not solve the problems of the EU ETS. The MSR does not
reduce regulatory risk and may even increase price variability. It also does not
solve the waterbed problem but, on the contrary, the MSR can even exacerbate
it. As an alternative or in addition to the MSR, we propose to implement a
price floor. We argue that the main advantage of a price floor is that it would
improve the long-term investment environment because it enhances the regu-
lators’ commitment signal and reduces regulatory risk and price uncertainty in
general. It also mitigates inefficiencies due to too low prices in the early phase
of the ETS due to excessive discounting. Similarly, the price declining effect of
overlapping policies can also be reduced by such a price-responsive allowance
supply.

In Chapter 9, I summarize the main results of this thesis. In addition, I provide
a discussion on the economic models used, as well as the novelty of the results
and their policy relevance. Finally, I propose avenues for future research and
provide an outlook on ETS as a policy instrument, in particular in the EU.
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1 Introduction

The European Union’s (EU) Emissions Trading System (ETS) is the world’s largest and longest-

lived cap-and-trade program to regulate greenhouse gas (GHG) emissions (ICAP, 2019). It is

the flagship instrument of the climate policy of the EU. Now close to its forth compliance period,

we can look back at more than 14 years of existence of this market. Since the onset of the second

trading period in 2008, the price of allowances (European Emission Allowances, EUAs) as shown

in Figure 1 has experienced a downward trend until the end of 2017, which some consider as an

indicator for inefficiencies (Fuss et al., 2018), though others think the EU ETS works efficiently

and they explain the low prices by the large cap or the low allowance demand (Hintermann

et al., 2016). In this paper, we review the empirical literature on the EU ETS to examine which

factors have actually determined the price.

In particular, the considerable price decline that started in 2011 came as a surprise. In

2008, when the EU’s 2020 climate target was adopted, 2013 EUA futures prices were at a level

of around 30e/t (Ellerman et al., 2016). Furthermore, the accompanying regulatory impact

assessment pointed to a price of around 40e/t in 2020 (Delbeke et al., 2009; Capros et al.,

2011). This suggested that prices would rise rather than decline. The following period of low

prices until the end of 2017 gave rise to concern that the EU ETS does not work as intended and

it is in need of reform (Edenhofer, 2014). After some smaller reforms1, the EU ETS for Phase IV

(2021-2030) was enacted in early 2018, entailing a tightening of the cap and the strengthening

of the Market Stability Reserve (MSR).2 Presumably as a consequence, prices started to rise by

the end of 2017 when the political decision was taken.

Nevertheless, it remains controversial whether the ETS is functioning well, i.e. if price

formation is efficient. For instance, the COVID-19 shock led to a massive price decline in March
1European Commission (2019): Report on the functioning of the European carbon market https://eur-lex.

europa.eu/legal-content/EN/TXT/?uri=CELEX:52019DC0557R(01)).
2The MSR is a mechanism within the EU ETS that absorbs allowances if the number of allowances held by

market agents (i.e. the allowance bank) exceeds a certain threshold. Based on certain rules, the allowances in
the MSR either come back to the market later on or are ultimately cancelled.

1
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2020. A first (theoretical) paper indicates that the recent ETS reform indeed improved the

performance of the ETS during such economic crises because the MSR cancels (some of the)

allowances that are additionally on the market due the crisis (Gerlagh et al., 2020) and thus,

the price quickly recovered until June 2020. However, concerns remain that fundamental flaws

still prevail that distort price formation (Flachsland et al., 2020). In fact, our review sheds light

on this issue, and we will come back to it in the conclusions.
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Figure 1: EUA price development from 2008 to September 2020 (Weekly closing prices based on
spot-month continuous contract #1 from ICE via Quandl)

Against this background, this paper aims to answer the question of what actually drives

prices in the EU ETS. For this purpose, we conduct an extensive literature review and link

empirical results to theory. Christiansen et al. (2005) offers an early analysis of the main price

drivers in Phase I (2005-2007) of the EU ETS, structured along policy and regulatory issues,

fundamentals, and technical indicators. The long phase of persistently low prices until the

end of 2017 motivated new empirical research to explain this development, in particular with
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regard to the role of regulation. Moreover, the EU ETS also received more attention of financial

economists that analyze EUAs through an asset pricing lens. In parallel, the number of studies

that examine fundamental price drivers grew as well. We systematically review this empirical

literature with a view on how it can help to explain the price.

Our review is structured according to the three mentioned explanatory factors for the ETS

price: In Section 2, we look at studies investigating demand-side fundamental price drivers

such as coal and gas prices. In Section 3, we review the literature focusing on the supply of

allowances by the regulator and, more broadly, on the impact of political and regulatory events

(e.g., announcements about planned changes of the cap). In Section 4, we consider the empirical

finance literature devoted to this market. In this vast literature we concentrate on hedging,

speculation and behavioral aspects. In each section, we select a representative group of main

papers (see Table 1), for which we summarize the methodology before presenting the results.

Based on this, we briefly compare the results of other papers. At the end of each of the three

sections, we synthesize insights and discuss implications for the EUA price, while also paying

attention to methodological limitations of the studies.

We focus on the empirical literature that helps to explain the ETS price level and development

and thus, we leave out many related and in other regards highly relevant papers. For instance,

we exclude papers that mainly focus on the price behavior itself (e.g., price volatility) for which

the implications for the price level or development are hard to grasp (Benz and Trück, 2009;

Chevallier, 2011; Dutta, 2018). We also do not consider literature that analyzes the effect of

the ETS on other variables as the economic performance of firms (Commins et al., 2011; Mo

et al., 2012; Marin et al., 2018), technological innovation (Calel and Dechezleprêtre, 2016; Rogge

et al., 2011), emissions abatement (Ellerman and Buchner, 2008; Petrick and Wagner, 2014; Guo

et al., 2020) or, more recently, carbon leakage (Borghesi et al., 2020; Koch and Basse Mama,

2019). Furthermore, we ignore the non-empirical literature and papers on other cap-and-trade

markets. For one, other ETS markets are much smaller or less mature so that only a very

limited number of studies exist, though the Chinese ETS pilots are an exemption (Ji et al.,

3
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2021; Chang et al., 2018; Cong and Lo, 2017; Wen et al., 2020; Zhao et al., 2017). However,

because the characteristics of the ETS programs, their maturity and the market environments

are fairly different from each other, a comparison is beyond the scope of this paper.

We complement existing reviews not only by considering more recent work and by having a

broader topical coverage, but also by linking the different strands through a simple theoretical

model of price formation that we extend step by step. The first reviews of the topic conducted

by Zhang and Wei (2010) and Bertrand (2014) only covered Phase I. More recent reviews by

Zhang (2016) and Hintermann et al. (2016) cover Phase II, but pay limited attention to the

finance literature. In this strand particularly, a substantial number of papers has come out over

the last years. Furthermore, by extending a theoretical model alongside the empirical literature

we develop an incremental understanding of price formation. This gradual approach enhances

understanding of the complex interplay of different price drivers in the EU ETS.

2 Demand-side fundamental price drivers

The starting point for this review is a simple theoretical model on intertemporal price formation

in emission trading systems based on the classical paper by Rubin (1996). The purpose of

referring to this model is to explain how different price drivers influence the price path in theory.

It also severs as the backdrop for reviewing the empirical literature investigating the specific

price drivers. Initially, the model merely covers demand-side fundamentals, which have been the

traditional focus of empirical analyses. In the next section, we extend the model to incorporate

further price drivers.

Emission trading programs work by constraining emissions x to a regulatory defined cap G

∫ T

0
x(p)dt ≤ G, (2.1)

where T is the lifetime of the ETS program.3 The cap is translated into tradable allowances
3We disregard expectation operators for simplicity.
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or certificates which allow firms to emit. For example, in the EU ETS one European Emission

Allowance entitles to emit one tonne of CO2. If allowances are scarce, i.e. equation (2.1) holds

with equality, the market establishes the allowance price p. The price reflects marginal abatement

costs c′ since profit maximization of firms implies, in equilibrium, that p = c′(x − x), where x

are baseline emissions (uncapped emissions) and x− x is abatement.

Moreover, in an intertemporal market such as the EU ETS, firms can bank certificates for

future use if they hold more allowances than needed for compliance in any period. As long as

the market-wide allowance bank is positive, market agents exploit intertemporal arbitrage and

therefore the allowance price at time t is given by

pt = p0e
rt. (2.2)

In equilibrium, the allowance price grows at the rate of interest r as it reflects the opportunity

costs of banking. For any initial price level p0, the entire (expected) price path is established.

According to the model, the price is determined by marginal abatement costs and the cap

which can be called demand- and supply-side market fundamentals, respectively. In addition,

the interest rate determines how allowances are used over time and therefore, it has a important

impact on the growth rate and price level. In this section, we present empirical results for several

demand-side fundamentals as part of c′ while ignoring effects of G and r. In Section 3, the focus

is on the supply side. Finally, Section 4 concentrates on factors that determine the applied

discount rate and other price drivers.

A first challenge for empirical studies is that many price drivers are not directly observable

because the current allowance price depends on future abatement costs. For instance, the ex-

pected development of low-carbon technologies affects marginal abatement costs (and thus, the

price), but neither technological development, nor expectations about it, are observable. Hence

innovations in abatement technology can hardly be considered in empirical studies although they

clearly influence the EUA price. Empiricists therefore need to rely on observable information

variables to analyze the impact on the allowance price. On the demand side, these variables

6
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include past coal and gas prices as main factors. They play a major role for electricity generation

which so far was the most important sector covered by the EU ETS. Since coal is emission inten-

sive, the coal price has, in theory, a negative impact on the allowance price. A higher coal price

reduces marginal abatement costs. Since gas is a cleaner alternative to coal, the gas price should

have a positive impact on the allowance price. Another frequently considered demand-side price

driver is economic activity. A higher economic activity has a positive impact on production and

thus emissions, leading to increasing marginal abatement cost and, in turn, higher prices.

In addition, factors such as weather conditions including hot or cold periods, wind speed or

precipitation can also have an impact, for example via electricity generation from renewables.

While extreme temperatures should have a positive impact on the allowance price due to an

increase in electricity demand, higher wind speed or more sunny days should have a negative

impact due to increased electricity generation from renewable sources. These opposing effects

make it hard to empirically investigate. Some papers which directly include data on electricity

generation from renewables find a negligible or statistically insignificant effect which might be

due to the lack of reliable (Europe-wide) data.

The remainder of this section elaborates on the corresponding empirical findings based on

six selected papers. Each paper differs in the applied methods and/or the set of variables it

considers. First, we focus on linear regression approaches. Second, we present results of papers

using alternative techniques.

2.1 Empirical evidence and challenges using linear models

To empirically investigate the relations identified by economic theory, linear regression analysis

is a natural starting point. However, the empirical literature shows that it is a non-trivial task

to find a good model for allowance prices. Early evidence is provided by a group of papers

investigating the relationship between allowance prices and abatement related fundamentals

using Phase I data (e.g., Alberola et al., 2008, Mansanet-Bataller et al., 2007, Alberola and

Chevallier, 2009, Chevallier, 2009 and Hintermann, 2010). As a common result, all papers find

7
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the gas price to have a positive and significant influence on the allowance price; other considered

variables differ among studies.

While some might argue that the market was not mature enough in Phase I to establish a

strong relationship between allowance prices and their fundamentals, Koch et al. (2014) face

similar challenges using Phase II data. The authors initially find very limited explanatory

power of fundamentals, although the set of included variables is extensive. It consists of coal

and gas futures, a stock index as measure of economic activity, renewables generation from

two production types (hydro, wind and solar) and the number of issued Certified Emission

Reductions (CERs).4

The regression exercises reveal that the gas price and economic activity can be identified

as clear price drivers. Surprisingly, the coal price does not significantly affect allowance prices.

Although the significant factors show the anticipated effect, the overall explanatory power of the

models is low. They increase the model fit by accounting for the effect of major policy events

using dummy variables. This implies that certain observations disturb or change the estimated

relationship such that taking them out improves the findings of a linear model.

A second paper we consider is Rickels et al. (2014), because contrary to most other studies

it pays special attention to the multitude of data series that exist. The authors show that

empirical papers, whose conclusions regarding the role of fundamentals differ, often use different

price series. They point out that, particularly, the coal price can differ quite substantially and it

is not obvious which series to choose, as the market lacks transparency. In their empirical study,

the authors carefully select each price series by running auxiliary regressions of each candidate

series on the allowance price. In the final model specification, they find a significant positive

effect of the fuel switching price5, a significant but negligible effect of renewables and a positive
4CERs are so-called carbon credits which can be used instead of emission allowances by covered firms for

compliance. They can be earned by companies that engage in certain GHG mitigation projects in developing
countries.

5The fuel switching price is a linear combination of the coal and the gas price with constants depending on
the coal and gas plant’s efficiency and emission factor. Hence, using this price can be seen as a restriction which
is imposed on the respective coefficients of the coal and gas prices.
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effect of economic activity as measured by the oil price and a stock index.

The third paper we would like to review is Aatola et al. (2013). The authors additionally

use electricity prices as potential price drivers. The previous two papers do not consider this

variable in their empirical analysis due to endogeneity concerns caused by the fact that the

relationship between electricity prices and allowance prices might run two-ways: electricity prices

drive allowance prices, and allowance prices are likely to have an impact on electricity prices.

To address this issue, Aatola et al. (2013) apply a two-stage least squares procedure using

appropriate instrumental variables for electricity prices. They find a positive and significant

effect of electricity prices. Additionally, they identify significant effects of both coal and gas

prices in the direction predicted by economic theory. To the best of our knowledge, this is the

only paper which establishes significant effects of both coal and gas prices using Phase II data

which is robust throughout all considered specifications.

In Koch et al. (2014), we can see the importance of controlling for political uncertainty, which

will be discussed in Section 3. Moreover, all three papers find the residuals of their models to

have a non-constant variance. This is addressed by the authors in different ways. Aatola et al.

(2013) use a GARCH specification, while Koch et al. (2014) and Rickels et al. (2014) rely on

Newey-West robust standard errors. Heteroskedasticity is frequently encountered in empirical

studies involving financially traded assets. The allowance price series show several characteristics

of financial data which is discussed in more detail in Section 4.

2.2 Alternative approaches

In the previous section, we saw that linear regression approaches need to be adapted to account

for time-varying volatility, outliers related to news events as well as possible endogeneity. Here,

we present papers that focus on other aspects: time-variation, nonlinearity and instability of the

relation between allowance prices and fundamentals.

The first paper is Lutz et al. (2013). It investigates possible nonlinearities in the relationship

between the EUA price and its fundamentals during Phase II. They distinguish two different
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pricing regimes - one applies during periods of high volatility and the other during periods of

low volatility. The model allows for two distinct sets of coefficients. The set of explanatory

variables is composed of coal and gas futures, oil prices, a stock index, a commodity price index

and deviation from average temperature.

In both regimes, the authors find the same set of relevant price drivers. Coal and gas prices,

oil prices and the stock index are statistically significant determinants of the EUA price. In

Regime 2, which is characterized by low and constant volatility, all significant price drivers show

the anticipated sign. Regime 1, however, shows high uncertainty and time-varying volatility. The

results on price drivers are similar in this regime, except for the effect of the coal price, which is

now positive. This goes against economic theory which predicts the effect to be negative.6

Creti et al. (2012) investigate the question whether the relation between EUA prices and

its fundamentals has been stable over the course of Phases I and II and might be evolving

towards a long-term equilibrium relationship. Rather than working with stationary data by

transforming integrated price series into returns, they analyze the non-stationary price data

using cointegration techniques. Previous work finds evidence of a cointegration relationship

in Phase II, while evidence for Phase I is mixed. This is confirmed in Bredin and Muckley

(2011) who find a cointegration relationship in Phase II but not in Phase I or the whole sample.

Hintermann (2010) and Rickels et al. (2007) also find no evidence of cointegration in Phase I.

Creti et al. (2012) consider fuel switching prices, oil prices as well as a stock index. They

look at their whole sample (2005-2010) as well as two sub-periods corresponding to the different

compliance phases. They find a clear cointegration relationship in Phase II with positive and

significant coefficients for all fundamentals. For Phase I, they can only find a relationship if they

allow for a break in 2006. The nature of the relationships differ between Phase I and II. They

find a negative effect of the stock index in Phase I and an insignificant effect of fuel switching.

Overall, these findings indicate an increasing role of fundamentals over time while there is no
6A recent paper by Jiao et al. (2018) follows the idea of different regimes by looking at EUA return distribu-

tions in two regimes defined by economic states. However, they do not investigate the impact of fundamentals,
but use predictions of future economic states together with the past return behavior for Value at Risk forecasting.
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clear evidence for a stable long-term relationship.

There is a small body of more recent papers which confirm this conclusion. Rickels et al.

(2014) find cointegration relationships to be dependent on the choice of data series. Fell et al.

(2015) find cointegration relationships among electricity, EUA, coal and gas prices. The resulting

vector error-correction model (VECM) shows, however, insignificant responses of EUA prices to

shocks in coal and gas prices. Carnero et al. (2018), who estimate a VECM on Phase III

data, find a negative relationship between the allowance prices and gas prices. This is to our

knowledge the first paper to find a negative relationship between EUA and gas prices, it is also

the first paper which only focuses on Phase III data. Overall, caution should be applied when

considering results from cointegration analysis in this market due to the short duration and a

potential seasonal pattern caused by European rules.7

Keppler and Mansanet-Bataller (2010) analyze the interplay between EUA, electricity, gas

and coal prices based on a Granger causality analysis. A time series {xt}nt=1 Granger causes

another time series {yt}nt=1, if the past of x has an effect on the present of y. Keppler and

Mansanet-Bataller (2010) include both EUA spot and futures prices from 2005 to 2008, as well

as gas and coal futures, peak and base load electricity prices, the clean dark and spark spread

(CDS, CSS) as well as a stock index and several temperature variables.8

For Phase I, Keppler and Mansanet-Bataller (2010) find that returns on EUA futures Granger

cause spot returns, while spot returns do not Granger cause futures. In addition, EUA futures are

Granger caused by CSS and CDS for peak-load electricity as well as by the temperature index,

but not by gas, coal or electricity returns. Conversely, EUA futures Granger cause electricity

futures for peak and base load, which, in turn, Granger cause the stock index. Based on the

previous causality analysis, the authors decide to run a regression with electricity futures as

dependent variable. The allowance price, which is usually the dependent variable, enters as

regressor together with the CSS and the gas price. They find positive and significant effects of
7We thank an anonymous referee for pointing this out.
8CDS refers to the revenue a coal-fired generator makes by selling power after having bought coal and the

required number of EUAs. CSS represents the same quantity for a gas-fired generator.
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all regressors. Results are different for Phase II, but since the analysis is restricted to one year

we do not include the detailed results in our review.

Because econometric analysis is still unavailable, we have to leave out the most recent episode

of the EU ETS that has puzzled many market observers: The price plunge and shot-term rebound

following the onset of the COVID crisis in March 2020. One can look to work on previous shocks

of similar scale for potential explanations. Work by Zhu et al. (2015) finds that the financial

crises lead to a structural break point. However, this only makes clear that the relative role of

different price drivers changed, but it does not explain why and what the mechanisms behind it

could be.

2.3 Insights and implications

The following two main insights can be drawn from the reviewed studies. (1) In general, funda-

mental price drivers have relatively little explanatory power. Specifically for coal, some studies

even find a positive correlation, contradicting the prediction of economic theory. This might

be due to the fact that the coal price is location-specific and not uniform across Europe as

pointed out by Rickels et al. (2014), or that the relationship between coal and allowance prices

might change over time as indicated by the results of Lutz et al. (2013). (2) Methodologically,

linear regression models come with the limitation that they can only indirectly account for time

variation or important political events by using dummy variables. The reviewed papers indicate

that the inclusion of such dummy variables can improve the fit of such models, while the overall

explanatory power of abatement-related fundamentals remains low.

These insights have two implications. (1) Price formation in the EU ETS is driven by

other drivers than purely by fundamentals. This begs the question what these drivers could

be. As mentioned above, some papers point to the role of political decisions and changes in the

regulatory framework. In fact, in recent years a literature emerged on this topic, which we will

review in Section 3. (2) Alternatively, the fact that the explanatory power of abatement-related

fundamentals remains low might be due to data and methodological limitations. This underlines
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the need for better data and more flexible approaches.

3 Political and regulatory changes

The previous section alluded to regulatory uncertainty as another factor influencing price for-

mation, which has gained more attention in face of the low EUA prices and the difficulty of

explaining the price development with the help of demand-side fundamentals.

We follow Salant (2016) to introduce regulatory uncertainty in our theoretical model. In this

setting, a regulatory intervention implies that the price will either jump up with probability ϕ

or jump down with probability (1− ϕ). The new expected price pA is then given by

pA = ϕpH + (1− ϕ)pL, (3.1)

where pL ≥ 0 and pH ≥ pL denote the lower and higher price after a jump, respectively. The

risk for a regulatory intervention which causes such a jump is ongoing and it is determined by

the hazard rate α > 0. Salant (2016) shows that no arbitrage considerations cause the price

change in anticipation of the jump to be

ṗt
pt

= r + α

(
1− pA

pt

)
. (3.2)

That is, the growth rate of the price changes from r, as in the previous section, to equation

(3.2). Assuming that the downward price jump is more severe than the upward price jump, the

new expected price is lower: pA < pt. Consequently, the growth rate of the allowance price is

larger than r because the term in the brackets in equation (3.2) is positive. Given that the cap

remains unchanged, the price path can be written as

pt = p0e
(r+α)t − αpA

r + α

(
e(r+α)t − 1

)
, (3.3)

which adds the two new factors, α and pA, to the price equation (2.2) from the previous section.

The higher α and the lower pA, the faster the price increases. Moreover, for a given cap, a
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higher growth rate implies that the current price is lower and the price in the far future is larger

compared to the case without regulatory risks. Therefore, even if the regulatory intervention

never occurs, current prices are depressed.

There are different plausible causes of the price jumps. For instance, a new policy that

reduces the demand for allowances such as coal phase-outs or support schemes for renewable

energies. Such policies have already been implemented in the EU, but similar might follow in

the future and thus, cause a further reduced allowance demand and associated price drop. A

very important cause is certainly also a change in the cap where a higher cap reduces the price

and vice versa. Hence, regulatory uncertainty can be included in the model by assuming that

the cap is uncertain. The new market balance equation reads
∫ T

0
x(p)dt ≤ G̃, (3.4)

where the tilde reflects uncertainty compared to (2.1). For example, a news announcement

gives market participants new information from which they infer a change of G̃, leading to price

jumps. Such price jumps are in practice reflected by abnormal returns which is the basis for the

empirical studies we discuss in the remainder of this section.

The empirical papers focus on the impact of different types of regulatory announcements

on allowance prices. They look at supply-side fundamentals as regulatory decisions that may

affect the cap or are viewed as signal for the long-term cap setting. Demand-side fundamentals

as announcements of realized emissions are considered as well. While many papers discussed in

the previous section already incorporated some aspects related to political decisions, the papers

discussed here take a more direct approach. Two of them perform an event study and one uses

a dummy variable approach.

In general, event studies can uncover price changes caused by a specific event. The main

idea relies on a comparison of the price change that would be expected in the absence of the

event - the normal return - to the actual change in prices. If the difference aggregated over a

pre-specified event window is large enough, there has been a significant price effect caused by the
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studied event. This difference between actual and normal returns is called the abnormal return.

Formally, the abnormal return at time t can be defined as ARt = rt − Et (rt), where rt denotes

the actual return and Et (rt) is the expected normal return at time t. If the event window ranges

from t1 to t2, cumulative abnormal returns are obtained as CARt1,t2 = ∑t2
t=t1 ARt. Those returns

are the main quantity of interest and they need to be carefully estimated. Since actual returns

are an observed quantity, it is the estimation of normal returns that is crucial. We do not know

what the price would have been if the event had not taken place. To obtain estimates of normal

returns, the following papers use different approaches.

3.1 Realized emissions

The first paper we present is Hitzemann et al. (2015). The authors look at the effect of emission

announcements on EUA returns. Once a year, in April, the quantity of realized emissions

of the previous year are publicly announced. This information affects prices if the number of

realized emissions differs from expectations of market agents since more emissions imply a higher

allowance demand and therefore higher prices and vice versa. In addition, the market may adapt

its expectation about future emissions as well if past emissions are considered as indicator for

the future which would affect prices accordingly.

In order to capture the news related effect, Hitzemann et al. (2015) define five dummy

variables for each announcement. They are designed to capture the effect on the day of the

announcement as well as the period before and after the event. The dummy variables are used

as explanatory variables in a regression on absolute abnormal returns of EUA futures. This

procedure provides an estimate of the immediate effect as well as the effect directly prior to

and after the announcement. They are calculated as the difference between actual returns and

the overall average return. Using absolute abnormal returns, Hitzemann et al. (2015) run the

dummy variable regression which is also carried out on trading volumes and implied as well as

realized volatility. The latter two are a measure of intra-day volatility. As a robustness check,

Hitzemann et al. (2015) also calculate abnormal returns using average returns over a rolling
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window, which yields similar results as using the total average.

Overall, the authors find significant abnormal returns on the event day. They also find

increased trading volumes and intra-day volatility on the same day. The return response is

particularly high in 2008 and 2012. There is no significant effect on abnormal returns before or

after the announcement day. This finding shows an immediate market response and thus the

market seems to incorporate new information efficiently into prices. In addition, they observe

low trading volumes and low intra-day volatility prior to the announcement. Hitzemann et al.

(2015) interpret this as a ”calm-before-the-storm” effect. The results are in line with findings

from other energy and commodity markets.

3.2 Backloading and cap-updating

A second paper we highlight is Koch et al. (2016). The paper investigates two types of policy

events: backloading and updating of the cap. Backloading refers to the decision to postpone the

auctioning of allowances. While updating of the long-term cap should lead to a price reaction,

backloading is cap-neutral and should not affect allowance prices according to the theoretical

model introduced in Section 2. However, if market participants have a short foresight horizon

or use allowances for hedging purpose (see Section 4), then backloading can have an effect. In

addition, incorporating regulatory risk into the theoretical framework, as in Section 3, says that

also backloading announcements may have an effect if they are perceived as indicator for the

credibility of the cap.

The analysis in Koch et al. (2016) is a classical event study approach, but instead of simply

using average returns as an estimate of normal return, they rely on model predictions. As we

saw in the previous section, there is not one preferred model for EUA returns. This complicates

the question of model choice. To solve this problem, Koch et al. (2016) rely on a flexible

procedure called Dynamic Model Selection. From a vast amount of different models, including

potentially different sets of regressors at different time periods, the procedure selects the one

with the best fit. For each event, this model is used to predict normal returns for a 7-day event
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window. Although the general idea is similar, this approach is substantially more involved than

the dummy variables in the previous paper. The set of possible regressors consists of oil, coal,

electricity, commodity and stock prices, interest rates, corporate bond spread, CER prices and

a volatility index.

They find that events related to backloading explain many jumps in the data. Four back-

loading events cause a significant price drop and two a significant price increase, while only

two events related to long-term cap changes trigger a statistically significant price effect. The

latter are the agreement on 2020 targets and the Green Paper on 2030 targets - both having

a positive effect. In summary, they conclude that policy events can explain the existence and

timing of jumps in EUA prices. However, many events do not cause an effect in the anticipated

direction. The goal to increase the price by backloading has not been achieved, because there is

an overall negative effect on prices. Koch et al. (2016) argue that expectations about the degree

of commitment plays an important role in allowance pricing.

3.3 Decisions by the European Parliament

The third paper in this section is Deeney et al. (2016). The authors look at the effect of

announcements of the European Parliament (EP) on EUA returns. They categorize events

according to three main criteria. First, they distinguish between ”party-political” and ”non-

party-political”. Party-political decisions concern resolutions put forward by the seven political

groups of the EP. Non-party-political decisions come from the European Commission or the

European Council. Second, they construct a measure of EUA market sentiment and label events

as high or low sentiment according to the resulting index. Third, they measure market attention,

or news exposure, which leads to the third and final category. The events are divided between

high and low news exposure.

The event window is chosen to consist of 11 days, the day of the Decision by Parliament

as well as five days before and after this day. To calculate abnormal returns, they use a zero

log return model as well as a constant log return model. In the first model, normal returns are
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assumed to be zero during the event window, Et(rt) = 0. In this case, ARt = rt. In the second

model, normal returns are constant and equal to the mean return during the estimation window,

which consists of the 20 days before the start of the event window. Both models are easy to

implement and yield very similar results in this application. In addition, the authors investigate

volatility effects using a GARCH model equipped with dummy variables for the period before

the event, the event day itself and the period after the event.

Deeney et al. (2016) find significant negative abnormal returns as well as an increase in

volatility due to the announcements related to EP decisions. Looking at the different categories,

these findings seem driven by non-party-political events. Most party-political events have no

significant effect. A possible explanation according to Deeney et al. (2016) is that party-political

decisions get more media coverage and attract more attention in advance than non-party-political

resolutions. This suggests that the party-political decision does not come as a surprise and that

prices already reflect this information. Additionally, they find the same effects after events in

times of low market sentiment and when market attention is low. When market attention is

high, there is no significant abnormal return, but a decrease in volatility after the announcement.

Both findings are relevant for the timing and extent to which political decisions are revealed to

market participants.

3.4 Other related papers

Other studies in this direction are e.g., Mansanet-Bataller and Pardo (2009), Mansanet-Bataller

and Sanin (2014) and Fan et al. (2017). The first paper shows that news announcements during

Phase I had an influence on allowance prices on both the announcement day and on previous

days, while they find no effects on the volatility of returns. Mansanet-Bataller and Sanin (2014)

find a strong impact of announcements by the European Commission, in particular, regarding

the Phase II announcements of National Allocation Plans and the global cap for Phase III. Fan

et al. (2017) look at a wide range of announcements regarding regulatory updates in an event

study using adjusted mean returns as a measure of normal returns. They find 24 out of the 50
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events they consider to have caused significant abnormal returns. Moreover, according to this

study, impacts of events having negative impacts are higher than those having positive impacts.

Another recent contribution is Creti and Joëts (2017) who also use an event study. However,

before the event study, they test for periods of exuberance in the allowance price data and find

evidence for several short periods of explosive behavior. Events that offer possible explanations

for these episodes are then used in an event study in which no abnormal returns are found.

In addition, Conrad et al. (2012) find that decisions regarding the allocation of allowances

has a strong and immediate impact on EUA prices. This finding is based on high-frequency data

and the use of surprise variables which are constructed with the help of market expectations

obtained from surveys.

Sanin et al. (2015) apply a different approach which is, in essence, a combination of methods

used by papers in the previous section on fundamentals. The authors use an ARMA model for

allowance prices with fundamentals as exogenous regressors and a GARCH component. To the

GARCH model they add a jump component that allows for sudden jumps in volatility which

they relate to supply announcements by the European Commission. The fact that their focus

lies on volatility dynamics rather than prices is due their focus on financial market aspect of the

EU ETS.

3.5 Insights and implications

The following insights can be drawn from the reviewed studies. (1) There is clear evidence

that, in general, the market reacts to a variety of regulatory news with changes in returns and

volatility. However, some events triggered a response in a direction contradicting theoretical

predictions. Offered explanations are that the information has already been priced in (party-

political EP decisions), or that it more profoundly signaled a lack of commitment (backloading).

(2) Methodologically, core to all approaches is the notion of abnormal returns. There exists a

plurality of ways how to estimate this unobserved quantity, e.g., zero or constant returns and

Dynamic Model Selection. Respective results can differ substantially and some methods may
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find significant effects where others do not. Moreover, all studies employ time windows spanning

over several days. Accordingly, it remains unanswered how persistent the effects are.

These insights have two implications. (1) The way in which the market responds to news

alludes to the potential role of information processing and belief formation. Prices may not

respond to an event because it has been anticipated, or they respond indirectly by means of

adapted beliefs. This implies that identifying the true underlying cause of the market response

remains challenging. (2) Information processing and belief formation also imply that market

reactions depend on capabilities and access to information of different trader types. This is

reflected in their trading behavior, which is covered by the finance literature that we review in

the next section.

4 Emission allowances as a financial asset

Besides its role as a compliance market, the EU ETS is also a financial market. The main

purpose of such a financial commodity market is risk reduction (hedging), speculation and price

discovery. Moreover, a financial market introduces new agents to the ETS: financial traders

or speculators who aim to make profit from trading allowances or derivatives such as options

and futures. This raises the question in how far speculation, hedging and (in)efficient price

discovery affect the price formation in the EU ETS. Analyzing the EU ETS from a financial

market perspective thus offers useful insights into the functioning of the market.

We focus on two different aspects. The first strand of literature (Section 4.1) considers market

frictions and the price discovery processes. Financial economic theory suggests that markets are

efficient if prices reflect all available information such that there are no arbitrage opportunities.

Typical inefficiencies which impair information transmission are transaction costs. Other market

frictions are convenience yields and risk premiums that may lead to under- or overvalued prices,

compared to the idealized first-best market solution. In this case, the temporal availability of

allowances and the hedging demand of firms can affect prices.

The second strand of literature (Section 4.2) that we discuss is on behavioral aspects of the
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EU ETS. By now, non-regulated actors make up a large share of the overall trading volume

in the market. Given that trading accounts held by financial actors tend to be more active

than those of compliance traders (Berta et al., 2017; Betz and Schmidt, 2016), their behavior

is potentially an important factor for price formation. Consequently, during the last years, the

behavior of these actors and possible differences in their trading strategies have become a major

interest in the literature.

Although the relationship of interest is different, it is worth noting that many of the methods

which we saw in Section 2 reappear in this section. Previously, they were applied to analyze

the allowance price and its relationship to fundamentals. In particular, cointegration analysis,

Granger causality tests and (variations of) GARCH models are popular also in this strand of the

literature. The main difference is that the methods are applied to different data series. Studies

in the section analyze, for example, the price volatility, bank volume or the duration of trades.

4.1 Financial market frictions

Financial market frictions as considered in this section do not directly affect the demand- and

supply-side fundamentals of the previous sections. Instead, they affect how allowances are eval-

uated over time. Accordingly, empirical papers in this field typically analyze the relationship

between ETS spot and futures prices. There are two (non-exclusive) theoretical views on this

relationship (Fama and French, 1987). First, according to the theory of storage, price differ-

ences should reflect the forgone interest due to investing in a commodity, its storage costs and a

convenience yield (Kaldor, 1939; Working, 1949; Brennan, 1958). Since storage costs for EUAs

are virtually zero, price differences should be only due to the interest rate and the convenience

yield. The latter arises because of a potential benefit of holding EUAs rather than futures. This

benefit exists due to potential stock-outs (i.e. a zero allowance bank) in the future which can

lead to positive price shocks because firms cannot borrow from future compliance periods. The

second view on the relationship between spot and futures prices is the hedging pressure theory

(Keynes, 1930, Hicks, 1939, Hirshleifer, 1990). In this case, futures prices consist of the expected
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spot price and a risk premium. The latter has to be paid by producers to financial traders that

take the contrary position in the market. The risk premium reflects the producers’ demand

for risk reduction (due to risk aversion). They thus accept a lower return which is the profit

of speculators. Both theories can be incorporated in a standard cost-of-carry model implying

no-arbitrage between spot and futures prices. Specifically, the futures price is

pfutt = pte
(r−γ+λ)(S−t) (4.1)

where pt is the ETS spot price, S is the expiry date of the futures contract, γ is a convenience

yield and λ is a risk premium. Due to arbitrage this relationship holds for allowances prices in

general and thus we can write the allowance price path as

pt = p0e
(r−γ+λ)t. (4.2)

Hence, similar as the hazard rate in the previous section, the risk premium and the convenience

yield change the price path and enter the original equation (2.2) through an additional term in

the exponential function. A positive risk premium leads to a steeper price path and thus lower

prices initially and higher prices in later periods. A negative risk premium and the convenience

yield, in contrast, have opposing effects since they flatten the price path.

The empirical papers presented in this section often test whether the relationship between

futures and spot prices hold as in equation (4.1) with γ = λ = 0. If this is not the case, it

is interpreted as indicator for non-zero convenience yields γ or risk premiums λ that prevent a

perfect arbitrage. An alternative interpretation is that the information transmission between

spot and futures markets is inefficient due to transaction costs, implying also that the price

discovery process is distorted.

The first paper we consider is Rittler (2012). In a first step, he derives the theoretical

futures prices from observed spot prices based on the cost-of-carry model given by equation

(4.1) assuming no convenience yields and risk premiums, γ = λ = 0. Theoretical and observed
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futures prices are then used to estimate a vector error correction model (VECM) to analyze

cointegration of long-run prices. Subsequently, Rittler (2012) computes common factor weights

as price discovery measures for the markets and conducts Granger causality tests for the short-

term relationship.

Using daily data, the author finds no cointegration between prices, indicating the absence

of a stable long-run relationship. This confirms the result by Chevallier (2010a) who also finds

no cointegration for similar data. It is also consistent with Joyeux and Milunovich (2010), who

provide results for Phase I. In contrast, Uhrig-Homburg and Wagner (2009) find evidence of a

long-run relationship with daily data for Phase I. More recent studies by Charles et al. (2013)

and Bredin and Parsons (2016) also conduct conintegration tests with daily data. The former

find a significant relationship between spot and futures prices using data from March 2009 to

January 2012. Bredin and Parsons (2016) use data from 2005 to 2014, and find only cointegration

between observed and theoretical cost-of-carry futures in Phase I, while for Phases II and III,

there is no cointegration. Overall, the results for the relationship between daily spot and futures

prices are mixed and suggest some frictions preventing a perfect arbitrage. However, when using

10 or 30 minutes intra-day data, Rittler (2012) finds strong support for cointegrated prices. He

suggests that markets are indeed closely linked but this can only be observed when exploiting

information in high frequency rather than daily data. Furthermore, Rittler (2012) finds common

factor weights of about 70% for the futures market, which means that it contributes more to

the price discovery process than the spot market. Regarding short-term causality, he finds a

bidirectional impact. Rittler (2012) concludes that the price discovery process is similar to other

mature markets. This result is confirmed by Schultz and Swieringa (2014) who also use high

frequency data. In addition, Schultz and Swieringa (2014) find that transaction costs are an

important market friction that prevents faster price adjustments for some EU ETS securities.

The study by Mizrach and Otsubo (2014) confirms the cointegration between EUA futures and

spot prices, where the more liquid futures market leads the price discovery.

While Charles et al. (2013) find cointegration between spot and futures prices (see above),
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they reject the cost-of-carry model with zero convenience yield. They interpret this as market

inefficiency because it implies arbitrage opportunities. A related strand of literature considers

the presence of profitable trading strategies which should not exist in an efficient market when

arbitrage is exploited. Daskalakis (2013) examines the EUA futures market and analyzes the

relative performance of different trading strategies that aim at identifying price trends by looking

at past prices. The results hint both at the failure of the efficient market hypothesis in the period

from 2008 to 2009 as well as at an increase in efficiency from 2010 onwards. However, even for

2011, the trading strategies produced positive returns, although these were lower than those of

the reference sell and hold strategy. This implies that the market became more mature over the

years and thus closer to being in line with weak market efficiency. Related to this, Crossland

et al. (2013) consider the daily EUA spot prices in Phase II and analyze the presence of profitable

trading strategies based on momentum (price trend continuing) and overreaction (price trend

reversing). They find the occurrence of momentum in the short-term and overreaction in the

medium-term, both phenomena that contradict the efficient market hypothesis. Mizrach and

Otsubo (2014), Narayan and Sharma (2015), Niblock and Harrison (2013) and Aatola et al.

(2014).

Trück and Weron (2016) explicitly take non-zero convenience yields and risk premiums into

account that may explain profitable trading strategies of other studies. They calculate the

implied convenience yield using observed spot and futures prices based on equation (4.1), yielding

γ = r − ln(pfutt )− ln(pt)
(S − t) (4.3)

where γ may also include a risk premium λ. They find that after a short positive period in

2008, the convenience yield turns highly negative between -2% and -7%. In a second step, Trück

and Weron (2016) regress the implied convenience yields on several factors by applying a pooled

OLS regression. They use the allowance surplus in the market and risk measures as independent
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variables. They find that a higher allowance surplus decreases the convenience yield and interpret

this result as consistent with the theory of storage, since generally more allowances should lead

to lower risk of a stock-out. They also find a negative effect of the EUA price variance on the

convenience yield. This is seen as evidence for the impact of the hedging demand: firms are

willing to pay higher prices for futures to reduce their risk exposure.

Other papers that empirically consider risk premiums are Chevallier (2010b, 2013), Kamga

and Schlepper (2015) and Pinho and Madaleno (2011). They find on average positive risk

premiums and suggest that this indicates that investors want to hedge against rising prices. The

role of hedging is also confirmed by Hintermann (2012). He derives an option pricing formula

in which the price depends on the penalty for non-compliance and the probability of a non-

binding cap. He applies it to Phase I data and finds that it can explain large parts of the price

development. Therefore, he concludes that hedging against paying the penalty was an important

price driver in Phase I.

4.2 Behavioral aspects

This section sheds light on how the behavior of different market actors affects ETS prices.

An important question in this context is how market participants form their expectations and

beliefs about how the price will evolve. Behavioral aspects covered here comprise the existence of

different trading types, non-rational behavior such as herding, and the use of trading strategies

aiming at exploiting price patterns. Two important theoretical papers in this context are Barberis

et al. (1998) and De Long et al. (1990). Both derive price formulas for assets in which they

distinguish between the fundamental value of the asset and the actual price distorted by the

behavior of a part of the market participants.

Barberis et al. (1998) ask how market participants form beliefs about the probability of fu-

ture changes – or rather how these beliefs are updated in response to new information. Standard

models implicitly assume that updating happens instantaneously and with full confidence about

the effect on prices in equilibrium. Yet it is known that there is both overreaction and under-
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reaction of stock prices to new information. Barberis et al. (1998) propose a model of investor

sentiment based on psychological evidence to explain this behavior. While earnings from the

asset actually follow a random walk, investors believe that earnings are either following a trend

or reverting to the mean. With every new information, investors are updating their beliefs. Bar-

beris et al. (1998) show that their framework can explain both under- and overreaction. They

link both phenomena to concepts from psychology: conservatism (hesitance to update model

in view of new information) and representativeness (a small part of a process is interpreted as

being representative for the overall process).

De Long et al. (1990) analyze the effect of noise traders in financial markets. They assert

two types of traders in the market: sophisticated investors and noise traders, whereby the

latter falsely believe they have special information about the future price of the risky asset and

misperceive the true expected price. This misperception leads to persistent irrational trading

behavior that distorts prices. This in turn creates a noise-trading induced risk for sophisticated

traders, which even further distorts prices.

Applying such behavioral aspects to allowance price models is an interesting avenue for

future research. For this paper we simply denote by pFt the original price path determined by

fundamentals, as in the previous equations (2.2), (3.3) and (4.2) and add an additional behavioral

term to our model

pt = pFt + Bt. (4.4)

That is, Bt represents any changes from the fundamental allowance price pFt due to behavioral

aspects such as herding behavior, different trading strategies or even speculative bubbles. From

an empirical perspective it is challenging to distinguish the two parts in equation (4.4). This

is because, as we have seen in previous sections, pFt is difficult to determine since demand- and

supply-side fundamentals as well as financial frictions affect the price but are hardly observable.

Nonetheless a number of empirical papers analyze behavioral aspects in the EU ETS which we
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present in the following.

Kalaitzoglou and Ibrahim (2013) identify different types of agents active in the EU ETS

futures market that can be clearly distinguished by their trading behavior. The authors analyze

the duration of trades examining in how far clustering of duration characteristics correlates with

the trading behavior of market participants.

The duration between single transactions is modeled with a smooth transition mixture au-

tocorrelated duration (STM-ACD) model. By incorporating smooth transitions into the model,

the dynamics between two regimes (where a regime is dominated by a certain type of trader)

can be captured. The presence of three different trader types in the market is examined: The

informed traders receive private information to which they react by trading in large volumes.

The uninformed have no access to this information and hence initiate their trades randomly.

Lastly, while the fundamental traders are also uninformed, they are able to extract information

from the market by examining past trades.

The trader types associated with the three regimes are identified by analyzing the shape of

the hazard rate, which measures the probability of a trade being initiated after the arrival of

exogenous information as a function of time. In the case of the informed traders, the hazard rate

is decreasing, for the uninformed it is flat. For the fundamental traders, who extract information

with a delay by analyzing informed trades, the hazard rate is increasing. Regarding the smooth

transition mechanism included in the model, the findings suggest smoother transitions between

the informed and the fundamental regime in Phase II compared to Phase I. This implies that

learning by the uninformed happened faster in later stages of the EU ETS and, as a result,

greater market depth.

Balietti (2016) also considers the presence of different trading behaviors. Specifically, the

author estimates in how far the relation between trading activity and volatility varies with

different trader types. In contrast to Kalaitzoglou and Ibrahim (2013), the author differentiates

between different trader types according to the specific design of the EU ETS as a compliance

market. This market is characterized by actors who are regulated by the EU ETS, and hence
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obliged to participate, and financial actors, who participate either as intermediaries or to make

profit from speculation. Moreover, actors are exposed to different (product) markets depending

on whether they are active in the energy, industry, or financial sector. The initial endowment of

certificates relative to their baseline emissions is also taken into account.

In order to examine how the specific characteristics of the market actors translate into differ-

ences in their trading behavior, Balietti (2016) regresses the volatility on the trading activity of

the different participants. The trading activity-volatility relation is estimated by simultaneously

estimating returns and volatility. Therefore, two equations are iterated: Equation 1 estimates

the price changes conditional on autoregressive terms and lagged volatilities, while equation 2 es-

timates the conditional standard deviation based on lagged volatilities, lagged price changes, and

trading activity. As a proxy for trading activity, Balietti (2016) uses both the daily transferred

EUA volumes (fitted by an ARIMA process) and the number of daily permit transfers.

The regression on the daily spot price differences hints at a lack of market efficiency in Phase

I of the EU ETS: The coefficients of the lagged price differences are significant and negative,

i.e. large price differences in the past come along with smaller price changes in the present.

The regression on price volatility and permit trading shows that when distinguishing between

the three sectors (energy, industry, finance), the trading activity-volatility relation differs with

trader type. While the energy sector trades more when volatility is high, the industry sector

tends to be more active when volatility levels are low. The financial sector seems to act as

a flexible counterpart, trading more with the energy sector when volatility is high and more

with the industry sector when volatility is low. However, all in all, many actors seem to have

remained inactive during Phase I especially when volatility was high, suggesting that a large

share of actors was unwilling to trade when a lot of information arrived in the market.

Also concerned with the microstructure of the carbon futures market is Ibrahim and Kalait-

zoglou (2016). In the light of certain findings in the literature, such as autocorrelation in the price

level and order flow (Benz and Hengelbrock, 2008) and the presence of intra-day price patterns

(Ibikunle et al., 2016), they propose an asymmetric information microstructural model of intra-

28

2.4 Emission allowances as a financial asset 57



day price changes in order to analyze the effect of expected trading intensity on intraday price

changes. In their model, the price responds dynamically to information and liquidity with every

transaction, as traders form their expectations about subsequent trades based on trading activ-

ity and characteristics of previous trades. Specifically, when formulating price quotes, traders

take into account trading intensity, information content, and volatility of previous trades. The

authors find that the autocorrelation of returns and of the volatility of returns can be explained

to a large extent by the predictability in the persistence of trading intensity. A similar positive

autocorrelation in the trade sign has been found by Benz and Hengelbrock (2008), Mizrach and

Otsubo (2014), Medina et al. (2014).

Herding behavior is one possible explanation for the autocorrelation in trade sign (Tóth

et al., 2015). Palao and Pardo (2017) analyze the presence of herding behavior in the EU ETS

in three parts: (i) detecting herding behavior in the futures market, (ii) identifying factors that

influence herding behavior and (iii) analyzing the impact of herding behavior on the market.

Herding behavior can be detected by looking for persisting upward and downward runs in

the price development: sequences of buy or sell trades. Palao and Pardo (2017) use the Herding

Intensity Measure developed by Patterson and Sharma (2006) to identify the occurrence of such

runs. They find that the herding effect decreases over time but is higher on days where price

clustering is strong. Moreover, herding increases during speculative periods and when ETS-

related news are published. Similarly, herding is positively correlated with trading frequency,

uncertainty (as measured by intraday volatility) and the occurrence of extreme returns. The

presence of herding, in turn, increases price volatility and entails overreaction.

A recent analysis of the price rally following the 2018 EU ETS reform also alludes to overreac-

tions (Friedrich et al., 2020). The analysis suggests the shock (reform) has triggered the market

into speculation about its price impacts, leading to an overreaction indicated by an episode of

explosive price behavior. After the recent COVID shock in March 2020 the price plummeted,

but quickly recovered until June 2020. This may also be explained by overreactions in response

to the negative supply shock caused by COVID.
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Further behavioral aspects examined in the EU ETS that are not in line with informational

efficiency are the presence of price and size clustering as well as feedback trading (i.e. buying

after a price rise and selling after a price fall). Palao and Pardo (2012) find that transactions are

concentrated on prices ending on digits 0 and 5, tracing this back to the attraction theory (the

preference for certain numbers without any rational explanation) and the negotiation hypothesis

(where price clustering is used to limit transaction costs). Palao and Pardo (2014) complement

this analysis by showing that not only prices, but also order sizes are rounded up in times of

high uncertainty. While Chau et al. (2015) do not find significant feedback trading in emissions

markets, Crossland et al. (2013), as mentioned beforehand, find short-term momentum and

medium-term overreaction in the European carbon market.

4.3 Insights and implications

The following main insights can be drawn from the reviewed studies. (1) The idealized cost-of-

carry model is violated by market frictions which affect the price level and its growth rate. Such

frictions could be transaction costs, hedging demand of firms (and related risk premiums) as

well as convenience yields. The latter are resulting from potential stock-outs because allowance

borrowing from the future is not allowed in the EU ETS. (2) Methodologically, it is difficult

to directly attribute these frictions to the violation of the cost-of-carry model. Frictions are

typically not observable and therefore, deviations from the theoretically ideal predictions are

open to several interpretations. However, the relatively large allowance bank over the past years

suggests that the likelihood of a stock-out was low and thus convenience yields probably did not

play an important role. This alludes to other frictions, such as hedging demand, as important

price drivers. (3) Studies on behavioral aspects reveal the presence of different trader types

with distinct trading strategies. Moreover, the results point to possibly non-rational behavior

such as size and price clustering, herding as well as under- and overreaction to new information.

Taking into account these trader types and behaviors sheds light on several observations about

the EUA market: price jumps, persisting price trends including the occurrence of crashes and
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bubbles, excessive volatility and inadequate (or insufficient) intertemporal trading strategies by

compliance actors.

These insights have the following implications. (1) In light of the relevance of frictions,

the recently introduced Market Stability Reserve (MSR) may have a significant impact on the

permit price beyond its effect through lowering the cap.9 As the MSR reduces the allowance

bank level in the coming years, it might affect the costs of hedging reflected by risk premiums.

A smaller bank implies that less permits are available for hedging purposes. However, the lower

bank should not significantly increase the relevance of convenience yields because allowances

leave the MSR and enter the market again when the bank level becomes lower. (2) In view

of the political nature of the EU ETS and the ongoing reform process, the question of how

actors form expectations and beliefs about the future and how they respond to new information

may be even more important than in other financial markets. For example, if investors tend

to overreact to regulatory announcements, and shocks in general, then stabilizing expectations

might be essential for the efficiency of the ETS.

5 Discussion and conclusion

Covering three different strands of empirical literature on the EU ETS, the structure of this

review mirrors the different angles to analyze price formation in the EU ETS. Our findings

challenge the widespread view that short-term price formation in the EU ETS is primarily

driven by observable marginal abatement costs: Some important explanatory factors do not

show a significant effect, or, in some cases, the effect is opposite to what is predicted by theory

(Section 2). As shown in Section 3, price explanation in the EU ETS can be improved by

considering regulatory or political events. Yet, the price response to such events is not always in

line with theoretical considerations, which raises the question how market participants process

information or form their beliefs. For instance, some may perceive a political decision as support
9The MSR has two main effects: (1) It lowers the allowance bank level by shifting the supply of EUAs to the

future and (2) it reduces the overall cap (G in our model) by cancelling EUAs. While (2) clearly raises the price
level, (1) has no effect on the price in an idealized market without frictions (Salant, 2016).
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for the EU ETS (price), whereas others expected an even stronger supportive decision and thus,

adjust their price expectations downwards. The finance literature, reviewed in Section 4, alludes

to different trader types and different reactions to new information. Specifically, the market

exhibits herding behavior and over- or underreaction to new information that may cause bubbles.

To conclude, in order to understand price formation in the allowance market, it must (also) be

viewed as a financial market – and analyzed and regulated as such.

This has important implications for policy design and the further evolution of the EU ETS.

Speculation fueled by regulatory uncertainty and affected by financial market flaws could imply

a substantial – and potentially persistent – deviation of prices from their fundamental value.

Such deviations would impair the functioning of the system, in particular its dynamic cost-

effectiveness. Moreover, theory suggests that such speculation could also destabilize the market

by inducing excess volatility (De Long et al., 1990). According to our review, regulatory un-

certainty could be a major source for this. Accordingly, avoiding speculation on changes of the

design of the system including its targets – or creating uncertainty about future changes in the

first place – seems key for policy design. Obviously, this can be accomplished through stable

market rules, whose impact on prices is well predictable.

Specifically for the EU ETS, this suggests that the Market Stability Reserve (MSR) does

not actually stabilize the market. First, it considerably increases the complexity of the market

(Perino, 2018). Notably, cancellation depends on the expectation of future prices, leading to the

counter-intuitive effect that future complementary policies may reduce cancellations (Rosendahl,

2019) – contrary to what policy maker and market participants had expected it to do. In

addition, the MSR opens up the door for price manipulations and the magnitude of future

cancellations is highly uncertain (Osorio et al., 2020; Quemin, 2020). In contrast, a price collar

may be a more suitable option; see Flachsland et al. (2020) for a short review for the literature

and design options. In particular, by clarifying ex-ante that the price will never surpass (ceiling)

or fall below (floor) a certain level, price expectations can be substantially stabilized. In face of

that, EU policy makers should seriously consider replacing the MSR with such a price control
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mechanism.

Finally, echoing the call by Hintermann et al. (2016), this review also identifies promising

fields for future research in two additional directions. Firstly, in all strands of the empirical

literature, it is evident that findings heavily depend on the method used and its specific re-

strictions. The fact that the market is maturing together with the existing empirical evidence

calls for more flexible methods in the analysis of classical price drivers. Such methods should

be able to identify and capture potential structural changes. So far, the analysis often keeps the

relationship between the allowance price and its price drivers constant over time or it relies on

restrictive assumptions which limit the form of potential transitions. Future approaches could,

for example, include a thorough analysis of break points or smooth transitions in the relation-

ship. Alternatively, it could be modeled nonparametrically or with a local trend model from the

state-space literature.

Secondly, the theoretical finance literature emphasizes the importance of considering different

trader types and points out the implications for price formation. While some work in this

direction exists, e.g. on the role of banks (Cludius and Betz, 2020), the presence and impact

of speculation is a particularly promising topic for future research. Analyzing other allowance

market data beyond prices offers opportunity for such work. To begin with, Open Interest (OI)

data together with volume data could be used to measure speculative and hedging activities in

the futures market. This approach is quite common for other markets (Lucia and Pardo, 2010),

but to the best of our knowledge there is just a single analysis of this type for the EU ETS

(Lucia et al., 2015) so far. Moreover, pursuant to stronger financial market regulations such as

MiFID II and MiFIR, Commitment of Traders (CoT) reports became mandatory for the EU

ETS in 2018. They break down positions by types of traders and trading motives at the end of

each business week for each market place (Bohl et al., 2019). Analyzing this new source of data

promises even more accurate insights into hedging and speculation activities.
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Relying on analytical and numerical modeling, I show that subsidies for clean energy can

be welfare enhancing when a cap-and-trade (CAT) program is in place and if there is

only the carbon externality. The growth rate of the permit price in the CAT program

is too high if intertemporal permit trading is unconstrained implying too low prices and

too high emission levels early on. Subsidies shift emissions to the future and thus, reduce

carbon damage during the transition to carbon neutrality. The optimal subsidy path does

not directly affect the permit price, but it is not time-consistent. The time-consistent

subsidy has a direct permit price-reducing effect but is still welfare enhancing compared

to a CAT-only policy. Subsidies also affect the regulator’s choice of the cap and reduce

the permit price volatility. Overall, subsidies can be a reasonable second-best alternative

if more efficient instruments are not available.
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1. Introduction

The economic textbook solution to address climate change is to price the carbon

externality. The optimal price should reflect the present value of the marginal social

damage of emissions1: the social cost of carbon (SCC). However, many countries rely on

alternative policies such as subsidies for clean production to decarbonize (parts of) their

economies. Virtually all jurisdictions that have implemented carbon pricing via cap-and-

trade (CAT) programs, such as the European Union (EU) and California, subsidize clean

energy in the same sector as well (ICAP 2019; REN21 2019). In the absence of other

market failures, such overlapping policies are often considered inefficient and ineffective

(Böhringer and Rosendahl 2010; Fankhauser et al. 2010): Production subsidies distort

(reduce) the permit price of the CAT program, but they do not affect cumulative emissions

if the cap is fixed.2 This is also called the “waterbed effect” because the amount of

emissions is fixed, and overlapping policies change only the distribution of the emissions

(Perino 2018).

In this paper, I reconsider the waterbed effect based on a theoretical model and show

that adding clean production subsidies to a sector regulated by a CAT program can

be welfare-enhancing. This result also holds if the cap of the CAT program is chosen

optimally and if there are no other market failures. The reason is that CAT with free

intertemporal trading induces a permit price path that is steeper than the path of the

SCC. Thus, abatement is delayed, and the carbon damage is inefficiently high in a CAT-

only regime. I show that subsidies can complement such a CAT program because they

correct the carbon price path as depicted in Figure 1.1. An initial high and declining

subsidy over time raises the total carbon price (CAT price plus subsidy) early on, and

reduces the total price later on. In doing so, subsidies shift emissions to the future and

reduce the “cost of delay” (Goulder 2020).

1For simplicity, the terms “emission” and “carbon” are used interchangeably in this paper.
2But a subsidy can affect emissions in linked sectors that are not covered by the cap (Jarke and Perino

2017). Moreover, in some programs the cap is endogenous due to price collars or other instruments such
as the Market Stability Reserve in the EU ETS. In this paper, I focus on CAT programs with fixed caps
and ignore links to other industries.
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Figure 1.1: Subsidies can correct the inefficiently steep price path of CAT programs with free banking

price 

time 

CAT price  
grows at rate r 

efficient carbon price 
grows at rate g 

growth rate of economy: g 
interest rate:  r 

r > g 

Why is the CAT-induced price path too steep? The permit price of a CAT program

with unconstrained intertemporal trading rises at the rate of interest r (Cronshaw and

Kruse 1996; Rubin 1996) because market agents exploit intertemporal arbitrage. Specif-

ically, they equalize the discounted marginal value of permits over time, which implies

that the permit value rises at the discount rate r.3 The optimal carbon price (i.e., the

SCC), in contrast, rises at the growth rate of the economy g (Golosov et al. 2014).4 An

important reason for this is that, in the SCC literature, the carbon damage is typically

assumed to be proportional to the economy’s output (Dietz and Venmans 2019; Nord-

haus 2017). In numerical estimations of the SCC, the growth rate of the SCC is often

significantly smaller than the interest rate, and consequently, the permit price path is

too steep.5 For example, in van der Ploeg’s (2018) work, the annual growth rate of the

3This is also known as Hotelling’s rule and can be traced back to Hotelling (1931), who analyzed
exhaustible resources.

4Note that the SCC can also grow at other rates, for example, if uncertainty is considered (Dietz
et al. 2018; Daniel et al. 2019). However, for the argument of this paper it suffices that the CAT price
does not rise at the same rate as the SCC.

5Note that the SCC are usually estimated with neoclassical growth models in which the real interest
rate must be larger than the growth rate of the economy, r > g; otherwise, the transversality condition
would not hold (Acemoglu 2009).
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optimal carbon price is 2%, while the interest rate is 4.4%, and in the estimates of the

Interagency Working Group on the Social Cost of Greenhouse Gases (2016), the interest

rate is also about twice as high as the growth rate of the SCC.

To correct the growth rate of the permit price, regulators could prohibit intertem-

poral permit trading, as this would avoid the permit price growing at the interest rate.

However, under uncertainty banking has welfare advantages compared to fixed periodic

caps because the impact of shocks is reduced (Fell et al. 2012; Weitzman 2020). In fact,

banking is allowed in virtually all larger CAT programs (ICAP 2019). Although bor-

rowing is usually prohibited, intertemporal trading is practically unconstrained in many

CAT programs because of large permit banks, which implies that borrowing constraints

do not play a role. An alternative to prohibiting banking is an intertemporal trading ratio

that adjusts banked permits by a certain factor so that the growth rate of the permit

price is corrected (Kling and Rubin 1997; Leiby and Rubin 2001; Yates and Cronshaw

2001). However, in the presence of uncertainty, intertemporal trading ratios lead to the

optimum only if the cap and the trading ratio are constantly updated according to pre-

defined policy rules, which seems challenging from a regulatory perspective (Pizer and

Prest 2020). To the best of my knowledge, regular intertemporal trading ratios have

never been implemented in the context of climate change.6 Therefore, the case of free

intertemporal trading combined with clean subsidies analyzed in this paper is of high

practical relevance.

I use a theoretical model in which a regulator implements a policy or a policy mix

to internalize a stock pollutant (carbon emissions) from an energy sector in an infinite

horizon setting. Specifically, the regulator decides about the level of a subsidy for clean

production, a cap of a CAT program and a carbon tax and, in doing so, acts as a

Stackelberg leader for a dirty (carbon-emitting) and clean (carbon-free) firm. Based on

analytical modeling, and in a numerical application to the EU electricity sector, I find

6Pizer and Prest (2020) outline where intertemporal trading ratios are or were discussed. In addition
to the Waxman-Markey bill in the United States, which was never implemented, they mention China
and New Zealand. In both countries, discount factors for permits are seen as a temporary measure to
reduce overall banked permits. Interestingly, this implies a trading ratio of less than one, whereas I show
that a ratio of greater than one in combination with a lower cap would be required for optimality.
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that adding a subsidy when a CAT program is in place can significantly enhance welfare

compared to the CAT-only case. The optimal subsidy path declines over time when

added to a CAT program: In the beginning, a high subsidy complements the inefficient

low permit price and thus postpones the carbon damage. As the permit price rises faster

than the SCC, a lower subsidy is needed over time. Moreover, the optimal subsidy does

not directly affect the permit price because the subsidy becomes negative at the end of

the transition to carbon neutrality, which compensates for the permit price-decreasing

effect of the positive subsidy at other times. However, the optimal subsidy path within

the CAT program creates a time-consistency problem. The time-consistent (Markov)

subsidy starts higher and never turns negative, and thus, the permit price is directly

reduced by the waterbed effect. Nonetheless, the welfare effects are comparable to the

commitment solution.

Under abatement cost uncertainty, subsidies have an additional advantage as they

reduce the permit price volatility, because subsidies prolong the transition or permit

banking phase such that shocks spread to more periods. Under subsidy updating (under

time consistency), the abatement path is further stabilized because the subsidy and the

permit price are negatively correlated. With that said, the commitment and the time-

consistent subsidy also have adverse effects under uncertainty: As the former is not

adjusted when new information arrives, and because the latter amplifies the permit price-

reducing effect, both induce additional inefficiencies under uncertainty. However, in total,

the welfare advantage of a subsidy and CAT mix is comparable to the case under perfect

information in the numerical simulation.

This paper is related to different lines of research. First, I build on the findings

from general equilibrium models that show that the optimal carbon price grows at the

rate of the economy (Golosov et al. 2014), as explained above. Some papers also consider

endogenous technological change, which justifies a policy mix consisting of clean subsidies

and a carbon price (e.g., Acemoglu et al. 2012; Gerlagh et al. 2009).7 In contrast, I

7For a similar argument in a partial equilibrium context see, for example, Fischer and Newell (2008).
In addition, multiple instruments can also be justified if there is a positive probability that the cap is
not binding (Lecuyer and Quirion 2013; 2019).
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disregard general equilibrium effects and technological change to keep the model simple

and focus on the instrument choice to regulate the climate externality. I show that a

policy mix can also be justified by the inefficient price path of CAT programs if permit

banking (and borrowing) is unconstrained.

By comparing different policy instruments, this paper is also closely related to the

partial equilibrium literature on the regulation of pollutants. Hoel and Karp (2001;

2002) and Newell and Pizer (2003) are the first to extend Weitzman’s (1974) seminal

work to stock pollutants and multiple periods, but without intertemporal permit trading.

Similar to my work, Fell et al. (2012) integrate intertemporal trading in this setting

and find that such trading improves the performance of CAT programs, but according

to Weitzman (2020), banking and borrowing are dominated by either prices or fixed

quantities. Pizer and Prest (2020) show that CAT can induce the first best, notably

because of intertemporal permit trading, but only if policy-updating rules are in place.

However, cap updating is not time-consistent and the Markov policy implies a welfare loss

(Karp 2019; Kuusela and Lintunen 2020; Lintunen and Kuusela 2018).8 I contribute to

this literature by examining subsidies within CAT programs as a second-best alternative

to carbon taxes or intertemporal trading ratios while considering the commitment and

the time-consistent solution.9

A related strand of literature analyzes the welfare effects of a combination of price-

and quantity-based instruments going back to Roberts and Spence (1976) and Weitzman

(1978). In the context of climate change, such hybrid policies are typically analyzed as a

CAT program with price collars (Fell and Morgenstern 2010; Fell et al. 2012; Grüll and

Taschini 2011; Pizer 2002). I find that subsidies share some properties of a price collar as

they reduce the permit price volatility and stabilize the abatement path. Additionally, I

show that subsidies affect the regulator’s choice of the cap by shifting emissions to the

8Other theoretical papers that consider policy updating either assume time-invariant damage (Ger-
lagh and Heijmans 2018) or ignore explicit damage altogether (Kollenberg and Taschini 2016; Newell
et al. 2005). Karp and Traeger (2018) and Karp (2019) study updating of taxes and quantities, but the
former ignore intertemporal trading of permits, and the latter models a flow pollutant.

9Subsidies to internalize the carbon externality have been analyzed in various contexts (e.g., Abrell
et al. 2019; Van Der Ploeg and Withagen 2014), but, to the best of my knowledge, subsidies as a means
to correct a dynamically inefficient CAT price have yet not been considered.
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future and prolonging the transition phase. Nonetheless, subsidies are only a second-best

alternative because they distort prices and therefore lead to overconsumption of energy

in my model.

After explaining the general model setup in section 2.1, I derive the social planner

solution as an optimal benchmark in section 2.2. In section 2.3, I analyze the decentralized

solutions beginning with the carbon tax (section 2.3.1), followed by the CAT program

(2.3.2), the clean subsidy (2.3.3), and the combination of CAT and the subsidy (2.3.4). In

section 3, I apply the model numerically to the EU electricity sector, where I differentiate

between the case of perfect information in section 3.2 and uncertain abatement costs in

section 3.3. Section 4 provides a conclusion.

2. The model

In the following subsection, I describe the general model setting and then derive the

optimal social planner solution in section 2.2. The policy instruments are analyzed in

section 2.3.

2.1. General setup

I consider an energy sector with a representative consumer and two competing energy

suppliers in an infinite horizon setting with time steps t = 0, 1, ...,∞. Energy generation

causes emissions that result in societal damage. To internalize the damage, a regulator

sets the levels of different policy instruments while taking the behavior of the market

actors into account. The regulator has access to the same information as the market

actors. In section 3, I introduce a shock on the abatement costs that is also symmetric

to all actors. In the following section, I describe the market actors and the regulator in

more detail.

2.1.1. Energy producers

There are two competitive and representative firms i that generate energy xit. The

dirty firm, i = d, represents fossil fuel technologies (e.g., coal, gas) with φd > 0 emissions

per unit of production such that it emits qt = φdxd,t, and the clean firm, i = c, is equipped

6
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with a carbon-free technology (e.g., wind, nuclear), and thus φc = 0. Production costs

are given by the continuous and convex functions Cit (xit) (C ′it > 0 and C
′′
it > 0). To

obtain closed-form solutions and to calibrate the model to the EU electricity sector in

section 3, I assume the functional form to be

Cit = αitxit + βi
2 x

2
it, (2.1)

where αit and βi are cost function parameters. Periodic firm profits are

πit = wtxit − Cit + Γ (2.2)

with wt as energy price and Γ as placeholder for climate policies (tax, CAT, subsidy),

which are explained in more detail in section 2.3. The producers’ objective is to maximize

intertemporal profit

max
xit

∑∞
s=t

1
(1 + r)s−t

πis (xis) , (2.3)

where r is a discount rate.

2.1.2. Consumer

On the demand side, a representative consumer derives utility Ut (Dt, Nt) from the

consumption of Dt units of energy and Nt units of a numeraire (the numeraire’s price is

normalized to one). The function Ut is continuous and increasing in both arguments, and

preferences may change over time. Let ∆t be carbon damage and let at be an exogenous

endowment received by the consumer at the beginning of each period. The endowment

reflects the income from the general economy, which increases over time at rate g,

at = a0 (1 + g)t . (2.4)

7

82 Chapter 3 Reducing the cost of delay



Furthermore, the consumer owns the firms (that is, the consumer receives the firm profits
∑
i πit), and thus the consumer’s budget constraint can be written as

wtDt +Nt = at −∆t +
∑

i

πit + Γ. (2.5)

The variable Γ appears in equation (2.5) because I assume that the state revenues of

the climate policies (tax and CAT) are allocated back to the consumer and that state

costs (subsidy) are financed by the consumer on a lump-sum basis.10 The objective of

the consumer is to maximize utility

max
Ds,Ns

∑∞
t=s

1
(1 + r)s−t

Us (Ds, Ns) (2.6)

subject to the budget constraint (2.5). Solving this problem yields energy demand, which

must be equal to the supply in equilibrium:

Dt =
∑

i

xit. (2.7)

As the focus is on the energy market and to streamline the analysis, I assume the consumer

has quasilinear preferences:

Ut = γtDt − 0.5D2
t

ε
+Nt, (2.8)

where γt and ε are preference parameters. This specification ignores the wealth effect

on the energy demand, which simplifies the analysis. I show in section 2.2 that the as-

sumed functional forms for consumer utility and energy generation costs imply a quadratic

abatement cost function, which is standard in the price vs. quantities literature.

10Abrell et al. (2019) show that alternative financing rules for the subsidy can significantly increase
welfare. However, to streamline the analysis I only consider the case in which the subsidy is financed on
a lump sum basis.
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2.1.3. Climate damage and the regulator’s problem

Carbon emissions accumulate in the atmosphere and cause societal damage, which a

regulator seeks to internalize. The stock of emissions in t is

Φt = Φt−1 + qt. (2.9)

To keep the model parsimonious, I ignore the decay of emissions, which is explicitly mod-

eled in the SCC literature and sometimes also considered in similar (partial equilibrium)

models like the one presented here.11

In line with the SCC literature (Dietz and Venmans 2019; Golosov et al. 2014; Nord-

haus 2017), I assume that the carbon damage is multiplicative to the economy,

∆t = δatΦt, (2.10)

where δ is a damage function parameter. As δ and at are exogenous, equation (2.10)

implies constant marginal damage within a period. Constant marginal damage is in

contrast to the SCC literature, but a standard assumption in partial equilibrium models

(Lintunen and Kuusela 2018; Newell and Pizer 2003). It can be justified by the focus

on the regulation of a small sector relative to global emissions; therefore, the sector’s

emissions do not significantly affect the marginal damage.

The regulator maximizes welfare by choosing the optimal levels of the respective policy

instruments reflected by Γ. Welfare is equal to the sum of the discounted utility of the

representative consumer. That is, the regulator’s problem is

max
Γ

W0 =
∑∞

t=0
1

(1 + r)t
Ut (Dt, Nt) (2.11)

subject to the dynamic emission stock (2.9) and the market equilibrium conditions that

11The decay rate for carbon is low. For example, Newell and Pizer (2003) assume 0.83%, and Karp
and Traeger (2018) 0.3%. Moreover, Dietz and Venmans (2019) argue based on results from natural
sciences that the effect of the decay rate is more or less offset by other effects such as the saturation of
carbon sinks.
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solve the producer’s and consumer’s problem (w∗t , x∗it, D∗t , N∗t ). Note that the policy levels

are chosen by the regulator at the beginning of the first period for the present and all

future periods. However, if a CAT program and clean energy subsidies are implemented,

I additionally consider the case where the subsidy level can be reset at the beginning of

each period. The reason is that the initially implemented subsidy schedule is dynamically

inefficient if subsidies are combined with a CAT program, which is explained in more detail

in section 2.3.4.12

2.2. Social planner solution

Before the different policy instruments are examined, the optimal solution is derived

as a benchmark. The social planner chooses consumption levels and energy production

to maximize welfare W0:

max
Dt,Ntxit

W0 =
∑∞

t=0
1

(1 + r)t
Ut (Dt, Nt) (2.12)

subject to the budget constraint (2.5), the equilibrium condition (2.7) and the emission

stock (2.9). Solving the problem (see Appendix A.1) yields that the marginal utility

from consuming energy must be equal to the marginal production costs plus the cost of

the externality:
∂Ut
∂Dt

= ∂Cit
∂xit

+ σtφi. (2.13)

The variable σt reflects the SCC and is defined as follows:

σt = δa0

∞∑

s=t

(1 + g)s

(1 + r)s−t
= δa0 (1 + g)t 1 + r

r − g . (2.14)

The SCC is the sum of the discounted marginal damage of all upcoming periods. In-

tuitively, the SCC increases with damage and decreases with the discount rate because

future damage weighs less. The SCC rises at rate g and, given the infinite horizon setting,

12While in the case of a tax- and subsidy-only policy, the regulator has no incentive to reset the
policy levels, the CAT program is also dynamically inefficient, a finding which has been shown elsewhere
(Lintunen and Kuusela 2018; Kuusela and Lintunen 2020). However, to focus attention on the main
results, I assume that the initially implemented CAT program is always fixed.
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it must hold r > g for the series ∑∞s=t
(1+g)s

(1+r)s−t to converge. Put differently, if r ≤ g, then

the marginal damage rises as fast or faster than the weight of future periods decreases

and thus, σt → ∞, implying zero emissions would always be optimal. To avoid such

trivial solutions, I concentrate on the case r > g. As mentioned in the introduction, a

higher interest rate r than the growth rate of the economy g is in line with standard

neoclassical models.

Due to the assumptions of quadratic energy generation costs (2.1) and quasilinear and

quadratic consumer preferences (2.8), it can be shown (see Appendix A.1.2) that abate-

ment costs are quadratic as in the standard framework for competitive permit markets

and more broadly in the price vs. quantities literature beginning with Weitzman (1974).

Deriving the parameters of the abatement cost function is useful to simplify the notation

throughout the paper. Specifically, abatement costs are

ACt = ψ

2 (ϕt − qt)2 (2.15)

with business-as-usual (BAU) emissions ϕt and slope of the marginal abatement costs ψ:

ϕt = φd (βcγt − αd,t (1 + βcε) + αc,t)
βc + βd + βcβdε

, (2.16)

ψ = βc + βd + βcβdε

φ2
d (1 + βcε)

. (2.17)

BAU emissions increase with the energy demand (γt), emission factor (φd) and costs of

the clean technology (αc,t, βc), and they decrease with the costs of the dirty firm (αd,t, βd).

The slope of the marginal abatement costs also depends on the technology costs, emission

factor and demand reaction to price (ε).

2.3. Decentralized solutions: policy instrument analysis

In the decentralized economy, consumption and energy production decisions are made

by the utility-maximizing consumer and the profit-maximizing firm, respectively. With-

out policy intervention, market agents ignore the SCC σt and therefore optimality condi-

tion (2.13) cannot be fulfilled. To internalize the SCC, the regulator chooses the optimal
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levels of different policy instruments. In the following, a carbon tax, a CAT program,

a clean energy subsidy, and a combination of CAT and subsidy are considered policy

instruments. For this purpose, I assume that there is a single finite transition phase

t = 0, 1, ..., t̂ per policy scenario with t̂ as the last period with positive emissions, qt > 0.

Specifically, I assume that for t ≤ t̂ both the clean and the dirty firm supply energy and

for t > t̂, the transition to carbon neutrality is completed, demand is fully satisfied by the

clean firm and thus, qt = 0. This assumption is mild because the stringency of all pol-

icy instruments (endogenously) increases over time, so that periodic emissions eventually

reach zero.

2.3.1. Carbon tax

The first policy instrument is a carbon tax τt. The tax has to be paid by firms per

unit of emissions; therefore, the firm profits become:

πit = wtxit − αitxit −
βi
2 x

2
it − τtφixit. (2.18)

Maximizing profits via production xit and considering the energy market equilibrium

(2.7) gives production depending only on the tax and parameters (see Appendix A.2.1):

xd,t =





βcγt+αc,t−(αd,t+τtφd)(1+βcε)
βc+βd+βcβdε

= ϕt

φd
− τt

ψφd
∀ t ≤ t̂tax

0 ∀ t > t̂tax

(2.19)

xc,t =





βdγt+αd,t−αc,t(1+βdε)+τtφd

βc+βd+βcβdε
∀ t ≤ t̂tax

γt−αc,tε
1+βcε

∀ t > t̂tax.

(2.20)

During the transition to carbon neutrality, t ≤ t̂tax, when both firm types are active,

production of both increases with demand parameter γt and the costs of the other tech-

nology, and production decreases with production costs and the demand reaction to price

changes (reflected by ε). After the transition t > t̂tax, dirty production is by definition

zero, and the clean firm fully satisfies the energy demand.
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The regulator chooses the tax level at the beginning of the first period:

max
τ0,...τt,...τ∞

W0 =
∑∞

t=0
1

(1 + r)t
Ut (xd,t, xc,t) (2.21)

subject to the emission stock (2.9). Utility can be rewritten to

Ut = γt
∑
i xit − 0.5 (∑i xit) 2

ε
−
∑

i

(
αitxit + βi

2 x
2
it

)
− δatΦt + at (2.22)

where energy generation xit is given by (2.19) and (2.20). Solving the problem yields (see

Appendix A.2.2):

τt = δa0

∞∑

s=t

(1 + g)s

(1 + r)s−t
= δa0 (1 + g)t 1 + r

r − g . (2.23)

Comparing (2.23) to (2.14) shows that the optimal tax is set equal to the SCC, τt =

σt. Therefore, the carbon damage is perfectly internalized and the first-best solution is

achieved.

It is useful to compare the policy instruments with respect to their implied cumulative

emissions, for which I additionally assume that BAU emissions ϕ are constant. Because

periodic emissions can be written as qt = xd,tφd = ϕt− σt

ψ
(see equation (2.19)), cumulative

emissions under the tax regime are

Qtax =
t̂tax∑

t=0
qt =

t̂tax∑

t=0

(
ϕt −

σt
ψ

)
(2.24)

where qt = 0 ∀ t > t̂tax. Equation (2.24) shows that the cumulative emissions depend on

the transition length, which is (see Appendix A.2.2)

t̂tax = 1
g
ln

(
ϕψ

σ0

)
. (2.25)

Larger SCC (larger g and σ0) and lower abatement costs (lower ϕ and ψ) imply a shorter

transition to emission neutrality (and lower cumulative emissions) and vice versa.
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2.3.2. Cap-and-trade

Compliance with the CAT program requires that the dirty firm holds one permit for

each unit of emission. Permits can be bought at auctions at the beginning of each period.

The permit supply of the regulator is zt, and purchases by the firms are yit, such that in

equilibrium it holds

zt =
∑

i

yit, (2.26)

which is satisfied by permit price pt. If firms buy more permits than required, yit−xitφi >

0, they can bank the permits for later use,

bit = bit−1 + yit − xitφi, (2.27)

with bt as the banked permits at the end of period t. I assume that a potential permit

borrowing constraint, bit ≥ 0, never binds before all permits are used up, which simplifies

the analysis without affecting the main insights. In particular, this assumption implies

that the temporal allocation of permits does not affect the results (Salant 2016).13 The

firm’s periodic profits become

πit = wtxit − αitxit −
βi
2 x

2
it − ptyit. (2.28)

Maximizing intertemporal profit subject to the banking dynamics (2.27) leads to the

following permit price (see Appendix A.3.1):

pt = ψ (ϕt − zt − Bt−1 +Bt) , (2.29)

with Bt = ∑
i bit. The permit price reflects the marginal abatement costs, and the term

in the brackets is the amount of abatement. It can be shown further that the expected

13Alternatively, one could assume that all permits are issued in the first period, which also implies that
the borrowing constraint never binds. Ignoring borrowing constraints can be justified by real markets,
such as the EU ETS, in which borrowing constraints have played a minor role thus far.
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permit price rises at the discount rate as long as the bank is not depleted:

pt+1 − pt
pt

= r ∀ t ≤ t̂cat, (2.30)

with t̂cat as the last period of the transition to emission neutrality under the CAT regime

and thus, in which permits are available. After the transition is completed, that is, Bt = 0

for t > t̂cat, the energy production of the dirty firm must be zero, and the permit price is

at least as high to guarantee this.

By combining (2.29) and (2.30), I derive the permit banking path:

Bt =
∑t̂cat
s>t

(
(ϕs − zs) + (Bt−1 + zt − ϕt) (1 + r)s−t

)

∑t̂cat
s=t (1 + r)s−t

. (2.31)

Higher BAU emissions ϕs in the future increase permit banking because more permits

are required for energy generation. Banking is also higher when the future supply zs is

lower, because banked permits are a substitute for the future supply. The bank (2.31)

can be used to express production of dirty and clean firms as follows:

xd,t = ϕt
φd
−

∑t̂cat
s=0 ϕs − Zcat∑t̂cat

s=0 (1 + r)s−t φd
∀ t ≤ t̂cat, (2.32)

xc,t = γt − αc,tε− xd,t
1 + βcε

∀ t ≤ t̂cat, (2.33)

where Zcat = ∑t̂cat
t=0 zt is the total supply of permits or the emissions cap. The first term

in (2.32) is the BAU production, that is, the energy generation level with a zero carbon

price. Because I am interested in the case in which abatement is required, implying

that the overall BAU emissions are larger than the cap, ∑t̂cat
s=0 ϕs − Zcat > 0, the second

term reduces the production of the dirty sector and essentially reflects abatement that

is needed for compliance. Note that after the transition, t > t̂cat, it holds xd,t = 0 and

xc,t = γt−αc,tε
1+βcε

as under the tax regime.
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The regulator’s problem is

max
Zcat

W0 =
∑∞

t=0
1

(1 + r)t
Ut (xd,t, xc,t) , (2.34)

subject to the emission stock (2.9) where Ut (xd,t, xc,t) is (2.22) as under the tax regime,

but the reaction functions are now given by (2.32) and (2.33). The solution of this

problem leads to the following optimal cap (see Appendix A.3.2):

Zcat =
t̂cat∑

t=0

(
ϕt −

σt
ψ

)
. (2.35)

The optimal cap is the difference between periodic BAU emissions ϕt and the ratio

between the SCC and the slope of the marginal abatement costs, σt

ψ
, summed over the

transition period. Higher BAU emissions and a steeper marginal abatement cost curve

(larger ψ) lead to a larger cap because both parameters increase the abatement costs and

consequently imply higher optimal emissions. Intuitively, the optimal cap decreases with

the SCC σt.

To compare the CAT program to the tax, I first write the permit price as a function

of the SCC. Using emissions xd,tφd (with xd,t from (2.32)) in the expression for the permit

price pt = ψ (ϕt − zt − Bt−1 +Bt) = ψ (ϕt − xd,tφd) gives

pt = (1 + r)t
∑t̂cat
s=0 σs∑t̂cat

s=0 (1 + r)s
∀ t ≤ t̂cat, (2.36)

which implies the following result.

Proposition 1. The CAT program with free intertemporal trading is inefficient.

This directly follows from (2.36) because the permit price pt is generally not equal

to the SCC σt due to the too-large growth rate of the permit price, r > g. The large

growth rate also has an implication for the optimal cap Zcat and in turn for the cumulative

emissions (see Appendix A.3.3 for proof).
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Proposition 2. Assuming constant BAU emissions ϕ, the optimal cap of the CAT

program with unconstrained intertemporal trading is lower than the cumulative emissions

of the tax regime, Zcat < Qtax.

Inspecting equations (2.35) and (2.24) shows that the difference between the cumula-

tive emissions of both instruments depends on the transition lengths (t̂cat, t̂tax). We can

assume for a moment that the lengths and cumulative emissions were equal, and thus,

proposition 2 was not true. Then, the higher growth rate of the permit price compared

to the tax, r > g, implies that the permit price is initially lower and higher in the late

phase of the transition (this follows from (2.36)). The initially lower permit price leads

to an earlier accumulation of emissions compared to the tax. This implies that if the

cumulative emissions are equal at the end of the transition, the emission stock, and thus

the damage is higher during the entire transition under the CAT regime. This higher

damage reflects the cost of delay induced by free intertemporal trading in the CAT pro-

gram. To increase welfare, the regulator has an incentive to lower the cap so that it

holds Zcat < Qtax, because a lower cap partly compensates for the too-high damage of

the CAT program during the transition. Put differently, by lowering the cap, the permit

price increases in all periods, and thus, the emission stock and the carbon damage are

reduced.

Due to Zcat < Qtax, the transition lengths cannot be equal as well. With constant

BAU emissions, the optimal transition length under the CAT regime is

t̂cat = 1
r
ln

(
ϕψ

p0

)
= 1
r
ln


 ϕψ

ϕψ − r
g

(
σt̂cat
− σ0

)


 , (2.37)

for which the following result holds (see Appendix A.3.4 for proof).

Corollary 1. Assuming constant BAU emissions ϕ, the optimal duration of the transition

under the CAT program with unconstrained intertemporal trading is shorter than under

the tax regime, t̂cat < t̂tax.

Therefore, the failure of the too-high growth rate of the permit price implies less
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cumulative emissions and a shorter transition compared to the first-best solution.

I show in Appendix A.3.5 that the growth rate of the permit price can be corrected

by an intertemporal trading ratio such that the first-best result can also be obtained with

the CAT program. However, this does not hold under uncertainty if the regulator does

not adjust the permit supply and trading ratio in each period (Pizer and Prest 2020).

In the numerical simulation, I show the impact of uncertainty on the size of the trading

ratio and the implications for welfare and cumulative emissions if the permit supply and

trading ratio are set at the beginning of the first period.

2.3.3. Clean subsidy

In this section, I examine the subsidy separately to show its general effects before I

analyze its combined implementation with the CAT program in section 2.3.4. Subsidy ρt

is paid per unit of clean production and thus, ρt = 0 for the dirty firm. Profits are given

by

πit = (wt + ρt) xit − αitxit −
βi
2 x

2
it. (2.38)

I obtain the energy price, the optimal dirty and clean energy generation by following the

same steps as under the tax regime (see Appendix A.4.1):

wt = βcβdγt + βcαd,t + βd (αc,t − ρt)
βc + βd + βcβdε

∀ t ≤ t̂sub. (2.39)

xd,t = ϕt
φd
− ρt
ψφ2

d (1 + βcε)
∀ t ≤ t̂sub (2.40)

xc,t = βdγt + αd,t + (ρt − αc,t) (1 + βdε)
βc + βd + βcβdε

∀ t ≤ t̂sub (2.41)

When carbon neutrality is reached, t > t̂sub, it holds xd,t = 0 and xc,t = γt−(αc,t−ρt)ε
1+βcε

.

The regulator considers the following problem:

max
ρ0,...ρt,...ρ∞

W0 =
∑∞

t=0
1

(1 + r)t
Ut (xd,t, xc,t) (2.42)

subject to the emission stock (2.9). The utility function is again given by (2.22) and the

reaction functions are (2.40) and (2.41). This gives the following optimal subsidy path
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(see Appendix A.4.2):

ρt =





σt
φd

1+βdε
∀ t ≤ t̂sub

ϕtψφd (1 + βcε) ∀ t > t̂sub.

(2.43)

During the transition, t ≤ t̂sub, the subsidy equals the SCC multiplied by the term

φd (1 + βdε)−1, and thus, the subsidy grows at rate g over time. Emission factor φd reflects

that the subsidy is paid for avoided damage and the term (1 + βdε)−1accounts for the

price distortion of the subsidy. The distortion stems from the price sensitivity of demand

due to ε > 0, because the subsidy depresses the energy price (see expression (2.39)),

leading to overconsumption if consumers are price-sensitive. Therefore, the regulator

reduces the subsidy by multiplying with (1 + βdε)−1 to lower the welfare loss arising from

the overconsumption. If the energy demand did not depend on the price, ε = 0, clean

energy would perfectly replace dirty energy, and thus, the subsidy is ρt = σtφd, which

induces the first best as under the tax regime. Note that after the transition, t > t̂sub,

the subsidy is just high enough to set emissions to zero because a higher subsidy would

further distort the energy price without having an effect on emissions.

Comparing the subsidy to the first best yields the following result (see Appendix

A.4.3 for proof).

Proposition 3. Assuming constant BAU emissions ϕ, the optimal transition length of the

subsidy regime is longer (t̂sub > t̂tax) and cumulative emissions are higher (Qsub > Qtax)

than under the tax regime if ε > 0, and they are equal (t̂sub = t̂tax, Qsub = Qtax) if ε = 0.

The price-distorting effect of the subsidy directly increases emissions through over-

consumption and indirectly increases emissions through the reduction of the subsidy by

the regulator. Therefore, the cumulative emissions are higher and the transition is longer

if ε > 0.
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2.3.4. Cap-and-trade and clean subsidy combined

Both, a CAT program with free intertemporal trading and subsidies for clean energy,

are imperfect instruments. In this section, I consider whether a combination of both

performs better.

The dirty firm faces the same problem as in the CAT-only case in section 2.3.2, and

the clean firm has the same problem as in the subsidy-only case in section 2.3.3. Solving

the firms’ problems yields (see Appendix A.5.1):

xd,t = ϕsubt

φd
− (1 + r)t

∑t̂c+s

s=0 ϕ
sub
s − Zc+s

∑t̂c+s

s=0 (1 + r)s φd
∀ t ≤ t̂c+s, (2.44)

xc,t = γt − (αc,t − ρt) ε− xd,t
1 + βcε

∀ t ≤ t̂c+s, (2.45)

where I adjusted the BAU emissions with the subsidy

ϕsubt = φd (βcγt − αd,t (1 + βcε) + αc,t − ρt)
βc + βd + βcβdε

, (2.46)

such that ϕsubt are emissions with the impact of the subsidy but without the effect of the

permit price. After the transition to carbon neutrality, t > t̂c+s, it holds xd,t = 0 and

xc,t = γt−αc,tε
1+βcε

.

Optimal cap and subsidy levels. The interaction between the subsidy and the CAT pro-

gram introduces a time-consistency problem. Therefore, I analyze two cases: Under

the commitment solution, the regulator is able to commit to the entire subsidy path,

ρ0, ...ρt, ...ρ∞, determined at the beginning of the first period. Under time consistency,

the regulator only sets the subsidy for the current period ρt where the level of future sub-

sidies is anticipated. The regulator’s problems in the commitment and time-consistent

solution, respectively, are

max
Zc+s,ρ0,...ρt,...ρ∞

W0 =
∑∞

t=0
1

(1 + r)t
Ut (xd,t, xc,t) (2.47)

max
Zc+s,ρt

Wt =
∑∞

s=t
1

(1 + r)s−t
Ut (xd,t, xc,t) (2.48)
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both subject to the emission stock (2.9) and with utility function (2.22) as well as reaction

functions (2.44) and (2.45). First, I describe results that apply to both cases and then I

show differences (see Appendix A.5.2 for all derivations).

Solving (2.47) or (2.48) with respect to Zc+s shows that for the optimal cap it still

holds Zc+s = ∑t̂c+s

t=0

(
ϕt − σt

ψ

)
, where the transition length t̂c+s is the only difference to

the cap of the CAT-only case; see equation (2.35). That is, the subsidy has no direct

effect on the choice of the optimal cap but an indirect effect via the transition length, as

shown below.

For the subsidy, welfare maximization of either (2.47) or (2.48) leads to the following

result:

ρt =





φd

1+βdε
(σt − pt) ∀ t ≤ t̂c+s

0 ∀ t > t̂c+s.

(2.49)

During the transition, t ≤ t̂c+s, the optimal subsidy is the difference between the SCC (σt)

and the ETS price (pt) weighted by the factor φd (1 + βdε)−1. Similar to the subsidy-only

case, the factor reflects that the subsidy is paid for avoided emissions (φd) and the term

(1 + βdε)−1 accounts for the energy price distortion of the subsidy (cf. section 2.3.3). Put

differently, the subsidy reduces the gap between the CAT price and the optimal carbon

price while considering the inefficiencies induced by the subsidy. After the transition,

t > t̂c+s, periodic emissions are zero due to the CAT program. Therefore, the optimal

subsidy also becomes zero because a non-zero subsidy would only distort the energy price

without having any impact on the emissions after period t̂c+s is reached.

Equation (2.49) shows that the subsidy supports the permit price such that the total

(implicit) carbon price p̃t, which consists of the permit price and the subsidy, is closer to

the SCC. The total (implicit) carbon price can be written as

p̃t = pt + ρ̃t = (1− ω) (1 + r)t p0 + ω (1 + g)t σ0 (2.50)

with ρ̃t = ρt (φd (1 + βcε))−1 to convert the subsidy into a carbon price in terms of the
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effectiveness to reduce emissions.14 The total carbon price is the weighted average of the

permit price and the SCC with weight ω = ((1 + βcε) (1 + βdε))−1 and 0 ≤ ω ≤ 1. The

weight reflects the inefficiency of the subsidy: The higher the energy price sensitivity

(larger ε), the lower ω and thus, the higher the share of the permit price in the total

carbon price and vice versa. For instance, with ω = 1 (no energy price sensitivity), the

permit price would be zero, because the subsidy would be an ideal instrument and the

total carbon price would grow at rate g, and with ω = 0, the energy price distortion is

prohibitively high such that ρt = 0, and the growth rate would be r. For cases between

the extremes, 0 < ω < 1, there is a non-zero subsidy such that the growth rate of the

total carbon price is larger than g but lower than r, meaning it is closer to the optimum

compared to the CAT-only case.

Adding subsidies to the CAT program also prolongs the transition to carbon neutrality,

which can be expressed as follows:

t̂c+s = 1
r
ln

(
ϕψ − σt̂c+s

ω

p0 (1− ω)

)
= 1
g
ln

(
ϕψ − pt̂c+s

(1− ω)
σ0ω

)
. (2.51)

Comparing (2.51) to the lengths of the tax and the CAT-only regime, (2.25) and (2.37),

shows that if the inefficiency of the subsidy is large, ω = 0, equation (2.51) equals the

length of the CAT-only regime, t̂c+s = t̂cat, because ω = 0 implies that the optimal

subsidy is zero (see previous paragraph). Vice versa, if the inefficiency is low, ω = 1, it

holds t̂c+s = t̂tax, because the permit price is zero. Thus, for 0 < ω < 1, the length of the

combined CAT and subsidy program is in between the length of the tax- and CAT-only

regimes, t̂tax ≥ t̂c+s ≥ t̂cat. This implies that cumulative emissions are also in between

the tax and the CAT regime, Qtax ≥ Zc+s ≥ Zcat, because in all three cases cumulative

emissions can be expressed as ∑t̂
t=0

(
ϕt − σt

ψ

)
. Recall that the reason for lowering the

cap in the CAT-only case (compared to the cumulative emissions under the tax regime)

is to compensate for the too-low permit price and too-high damage early on (see section

14This implicit carbon price of the subsidy is the carbon price that leads to the same abatement as
the subsidy, which I obtain by setting dirty production in the tax and subsidy case, equations (2.19) and
(2.40), equal and solve for the tax.
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2.3.2). As the subsidy counteracts the too-high damage during the transition, the cap

can be lifted compared to the cap of the CAT-only regime.

Commitment vs. time consistency. In the following, I examine differences between the

commitment and the time-consistent solution. First I consider that under commitment,

the subsidy (2.49) can be rewritten as:

ρt = δa0φd

(1 + βdε)
∑t̂c+s

s=0 (1 + r)s
(2.52)

×

 ∑

t<s≤t̂c+s


(1 + r)s

t̂c+s−s∑

s′=0
(1 + g)t+s

′


−

∑

1≤s≤t

(
(1 + r)s

s∑

s′=1
(1 + g)t−s

′
)
 ∀t ≤ t̂c+s

The first term in the brackets reflects the damage of all upcoming periods until the end of

the transition from the perspective of period t, and the second term reflects the damage

of the present and past periods. Because the first term decreases and the second term

increases over time, the subsidy declines over time and becomes negative at the end of

the transition, which is not time-consistent: For example, if the regulator could reset the

subsidy in the last transition period t̂c+s, it would not be optimal to choose ρt̂c+s
< 0 as

(2.52) suggests, but instead ρt̂c+s
= 0 is optimal. The reason is that from the perspective

of t̂c+s, there is no value of a non-zero subsidy. In the last period, the problem simplifies

to a single period problem with a given cap as permit supply zt̂c+s
and initial bank bt̂c+s−1

are fixed. Thus, any non-zero subsidy would only distort the energy price but not affect

the damage. A similar argument can be made for all periods after the first because the

subsidy levels depend on past damage, and thus, the subsidy path is not a Markov policy.

The time-consistent policy yields the following subsidy path:

ρt =
(1 + βcε) δa0φd

∑t̂c+s

s=t+1

(
(1 + r)s−t∑t̂c+s−s

s′=0 (1 + g)t+s
′
)

+∑t̂c+s
s>t ρs

(βd + βc + βdβcε) ε
∑t̂c+s−t
s=0 (1 + r)s +∑t̂c+s−t

s=1 (1 + r)s
∀ t < t̂c+s. (2.53)

In contrast to the commitment solution, the time-consistent subsidy is a Markov policy

and does not depend on the past. Put differently, subsidies in t are set only to maximize

welfare in s ≥ t. Therefore, there is no negative term in (2.53) that would reflect the

damage of past periods as in the commitment solution. Without a negative term that
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grows over time, the Markov subsidy declines at a lower rate compared to the commitment

solution and never becomes negative. Negative subsidies increase welfare from the current

perspective only when they are set for future periods, because in doing so, the regulator

pushes emissions to the future. However, negative subsidies decrease welfare when they

are set for the current period because they pull emissions to the present, which never

makes sense in this setting.

Whether the regulator is able to commit or not also affects the interaction of the

subsidy with the permit price. In general, all transition periods are connected via permit

banking, and therefore, setting a subsidy in one transition period affects the permit price

in all transition periods, ceteris paribus. This can be shown by writing the permit price

as

pt = (1 + r)t



∑t̂c+s

s=0 σs
∑t̂c+s

s=0 (1 + r)s
−

∑t̂c+s

s=0 ρs

φd (1 + βcε)
∑t̂c+s

s=0 (1 + r)s


 ∀ t ≤ t̂c+s, (2.54)

and thus, the permit price is a negative function of all subsidies. A positive subsidy in

any transition period reduces the price in the same way because the subsidy reduces the

(anticipated) demand for permits equally, irrespective of the period when the subsidy is

paid. However, the opposite is true for negative subsidies, leading to the following result

(see Appendix A.5.3 for proof).

Proposition 4. For a given cap, the optimal subsidy path does not affect the permit price

in the commitment solution and the optimal subsidy path reduces the permit price in the

time-consistent solution.

In the commitment solution, positive and negative subsidies are perfectly balanced,
∑t̂c+s

s=0 ρs = 0, such that they do not directly affect the permit price (see equation (2.54)).

This makes sense from a welfare perspective because the permit price is an efficient abate-

ment instrument (within a period), whereas subsidies distort the energy price. Therefore,

an ideal subsidy should not crowd out the permit price but only shift emissions and dam-

age to the future. Under time consistency, in contrast, the subsidy never turns negative,

which implies ∑t̂c+s

s=0 ρs > 0 such that the subsidy directly reduces the permit price.
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However, under both commitment and time consistency, the subsidies have an indirect

effect on the permit price: By shifting emissions to the future, the subsidies prolong the

transition phase compared to the CAT-only regime such that t̂c+s > t̂cat holds, from which

Zc+s ≥ Zcat follows (as explained above). As a larger cap implies a lower permit price,

the permit price under the combined regime (2.54) is lower than under CAT-only (2.36).

Nonetheless, the total carbon price (see equation (2.50)) is larger in the early phase and

lower in the late phase of the transition compared to CAT-only, as is shown numerically

in the next section.

3. Numerical simulation

In this section, I use a numerical simulation to illustrate the analytical results of the

previous section and to investigate the effects of abatement cost uncertainty. Before I

present the results, I explain how I calibrate the model to the EU electricity sector.

3.1. Model calibration and scenarios

Table 3.1: Firm data

αi (EUR/kWh) βi
(
EUR/kWh2) φi (g/kWh)

Clean firm 0.02821 0.0216 0

Dirty firm 0.0456 0.0040 650

Table 3.1 shows the assumed parameters for clean and dirty firms. The parameters

are based on the detailed numerical electricity sector model LIMES-EU. LIMES-EU opti-

mizes the electricity sectors of 29 European countries until 2050 while taking short-term

variability of demand and renewable energies (wind and solar), the grid connection be-

tween countries and power plant characteristics into account (see Osorio et al. 2018 for

more details). For estimating the production cost function of the clean firm, I consider

15 emission-free technologies (renewable energies and nuclear) and for the dirty firm, 21

technologies (mainly coal and gas) of LIMES-EU.15 The emission intensity of the dirty

15To derive the cost functions, I perform several LIMES simulations with increasing clean production
shares. Per the simulation, I obtain the total clean and dirty costs (sum of 15 and 21 technologies,
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sector φd is assumed to be 650 g/kWh as a compromise between coal (about 900 g/kWh)

and gas (about 350 g/kWh) technologies.

I consider 100 periods in three-year steps starting in the year 2020. The transition

(endogenously) ends at the latest after 28 periods, and the remaining periods are included

to mimic the infinite horizon. Notice that only the SCC are directly affected by the time

horizon, and including more than 100 periods hardly affects the SCC. I set demand

parameter γt to 4.4 PWh in the first model year (2020) and ε (time independent) to 15

(kWh reduction of demand per EUR). This leads to a realized demand between 3.3 PWh

and 3.6 PWh in 2020, depending on the scenario, while actual electricity generation in the

EU was 3.47 PWh in 2017 according to Eurostat. I further assume that γt increases by

0.5% per year. These parameters imply an average (long-run) price elasticity of demand16

of about -0.2 to -0.3, which is in line with recent empirical estimates (Deryugina et al.

2020). Furthermore, these assumptions lead to BAU emissions ϕt of 1.5189 Gt in 2020,

and the slope of the marginal abatement cost curve ψ is 0.0481.

Uncertainty enters the model by an additive shock on energy demand parameter γt and

thus, on BAU emissions (see equation (2.16)). Specifically, I assume an AR(1) process,

γt = ηγt−1 + θt, with η = 0.6 and θt ∈ {−ϑγ0, ϑγ0}. That is, there is either a positive

or negative shock θt on demand parameter γt equal to ϑγ0 and the expected value is

Et [θs] = 0 ∀ s > t. The properties of the shocks are common knowledge and they are

realized at the beginning of a period before the regulator and firms make their decisions.

I compute two uncertainty scenarios: one with a relatively weak 8% shock every three

years, ϑ = 0.08, and one with a relatively strong 12% shock, ϑ = 0.12. The first shock

emerges in t = 2023, and to keep the model computable, the last shock is in t = 2044.

According to data used by Dietz and Venmans (2019), the growth rate of the social

cost of carbon g is about 1.5% to 3.3%, van der Ploeg (2018) applies 2% and Nordhaus

(2017) 3%. I assume 2.5% for the growth rate of the social cost of carbon and 5% for the

respectively) as well as the total clean and dirty production levels. The cost function parameters are
derived from fitting these costs and production data.

16The price elasticity of demand in the model is εt = dDt

dwt

wt

Dt
= − εwt

γt−εwt
. I take the average over the

model periods because the elasticity increases with price wt and decreases with parameter γt.
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discount rate. The initial marginal damage is assumed to be δa2020 = 0.7174, such that

according to equation (2.14), the social cost of carbon is about 30 EUR/t in 2020. This

is roughly in line with SCC estimates from the literature (Nordhaus 2017; van der Ploeg

2018).

My analysis includes the six policies analyzed above: a tax, which serves as optimal

benchmark, a CAT program with and without an intertemporal trading ratio (ITR), a

subsidy, and a CAT program combined with a subsidy in the commitment (indicated by

a C) and time-consistent (indicated by a T) case.17 I first show the results for the model

under perfect foresight, and then analyze the effects of abatement cost uncertainty.

3.2. Transition under certainty

The first-best transition is achieved with the tax and with the CAT program plus

the ITR, because in both cases the policy-induced carbon price is always equal to the

SCC. All other instruments are imperfect and imply a welfare loss compared to the first

best as depicted in Table 3.2 (a). The highest welfare loss is induced if only a subsidy

is implemented (250.91 billion EUR), and the second-worst alternative is the CAT-only

policy with free intertemporal trading (no ITR). However, CAT-only with a welfare loss

of 24.64 billion EUR is much more efficient than the subsidy. Thus, the inefficient permit

price growth rate of the CAT program weighs less than the energy-price-distorting effect

of the subsidy. Furthermore, combining the CAT program with a subsidy reduces the

welfare loss to 9.81 and 13.59 billion EUR under the commitment and time-consistent

subsidies, respectively.

The welfare effects can be explained by the different abatement and carbon price

paths engendered by the policy instruments as shown in Figure 3.1. In the two policy

mix scenarios, the total carbon price (equation (2.50)) is shown in Figure 3.1 (b). Further

17The model is solved using the GAMS software as a non-linear program (NLP) while I maximize
welfare subject to the first-order conditions of the firms. In the CAT scenarios, the cap is always
exogenous and adjusted between model runs until the welfare optimum is found. However, the scenario
with CAT combined with the time-consistent subsidy is solved as extended mathematical programming
(EMP) in which only the firm profits are maximized. In this case, the subsidy is also exogenous to the
model and set according to equation (2.49). The model is iterated until the optimum is found. The code
is available upon request.
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note that after the transition is completed, carbon prices in all cases are just as high as to

guarantee zero emissions. This implies that prices rise linearly after the transition along

with the increasing marginal abatement costs due to the growing energy demand.

In the CAT-only scenario, the first best cannot be obtained because the permit price

rises at the rate of interest, r = 5%, but it should rise with the SCC, g = 2.5%. This

implies that the abatement path in CAT-only case is too steep (see Figure 3.1): The

emissions are too high early on due to the low permit price, but decline quickly such that

the entire transition takes only 36 years compared to 54 years under the first best. Adding

subsidies to the CAT program adjusts the growth rate of the total carbon price. Under

commitment, the total carbon price rises at 3.2%, and thus, it is significantly closer to the

optimum of 2.5%. The Markov subsidy implies a somewhat higher growth rate of 3.5%

because time consistency is taken into account. As a result, the abatement and carbon

price paths of the policy mixes (CAT+subsidy C and CAT+subsidy T) lie in between

the first-best case and the CAT-only case.

The reduction of the growth rate of the total carbon prices in the two policy mix

scenarios can be explained by the falling subsidies over time as depicted by the dashed

and dotted line in Figure 3.1 (c). The two subsidy paths start at a comparable level,

but the commitment subsidy (CAT+subsidy C) declines faster and turns negative in the

mid-2040s, implying that the growth rate of the total carbon price is lower than under

time consistency (3.2% vs. 3.5%). The negative subsidy explains also why there is no

permit price reduction caused by the waterbed effect in the commitment solution. In

contrast, the waterbed effect reduces the CAT price by 2.66 EUR/t in 2020 under time

consistency.18

18To calculate the permit price reduction of the waterbed effect, I use the cap of the CAT+subsidy T
scenario but set the subsidy to zero. The difference in the permit price between this and the CAT+subsidy
T scenario is attributed to the waterbed effect of the subsidy.
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Figure 3.1: Emission, carbon price and subsidy paths under certainty
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Note: The lines for CAT+subsidy C and CAT+subsidy T in part (b) reflect the total carbon prices (see equation (2.50)).
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Cumulative emissions also exhibit large differences between the policy instruments (see

Table 3.2 (b)). The largest amount of cumulative emissions is caused by the subsidy-only

policy (57.36 Gt) because the subsidy distorts energy prices and leads to overconsumption.

In the CAT-only scenario, cumulative emissions (i.e., the cap) are much lower (27.15 Gt),

and essentially also significantly lower than under the first-best solution (31.84 Gt). The

regulator chooses a lower cap to reduce the inefficient high damage during the transition

due to the too low permit price (cf. section 2.3.2). By adding subsidies to the CAT

program, the emissions and thus, damage are shifted to the future such that, compared to

CAT-only, the cap can be increased to 29.73 Gt and 28.55 Gt under the commitment and

time-consistent subsidies, respectively. That is, subsidies do not directly affect cumulative

emissions, but they influence the regulator’s choice of the cap and therefore, indirectly

increase the cumulative emissions.

Table 3.2: Welfare loss, cumulative emissions and transition length

Tax CAT CAT+ITR Subsidy CAT+sub C CAT+sub T

(a) Welfare loss (billion EUR and relative to optimum)

No shock - 24.64
(0.21%)

- 250.91
(2.14%)

9.81
(0.08%)

13.59
(0.12%)

8% shock - 34.65
(0.29%)

11.27
(0.10%)

249.62
(2.11%)

19.92
(0.17%)

23.99
(0.20%)

12% shock - 46.83
(0.39%)

24.98
(0.21%)

247.89
(2.07%)

31.84
(0.27%)

35.34
(0.30%)

(b) Cumulative emissions (Gt)

No shock 31.84 27.15 31.84 57.36 29.73 28.55

8% shock 32.53 26.88 32.20 57.95 29.76 29.67

12% shock 33.44 27.57 32.68 58.73 30.30 30.22

(c) Transition length (years)

No shock 54.00 36.00 54.00 72.00 42.00 39.00

8% shock 52.44 35.20 53.07 71.95 41.57 42.31

12% shock 51.65 35.79 53.12 71.31 41.80 43.36
Note: Welfare is always maximized with the tax because of the assumed constant marginal damage. In the other cases,
the welfare loss is the (relative) difference to the tax scenario.
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3.3. Transition under uncertainty

Uncertainty generally elevates the welfare advantage of price-based policies because

of the assumed constant marginal damage. This is why the tax is always optimal and the

welfare disadvantage of the subsidy does not increase with uncertainty, whereas scenarios

with CAT exhibit an increasing welfare loss with higher uncertainty (see Table 3.2 (a)).

Moreover, the hybrid policies consisting of CAT and a subsidy also do not perform better

under uncertainty than the CAT-only scenario (the welfare losses in all CAT scenarios

increase at about the same magnitude when a shock is added). Under uncertainty, sub-

sidies lead to welfare advantages, but the subsidies also have adverse effects if added to

the CAT program.

An advantage is that subsidies reduce the total carbon price volatility as shown in Fig-

ure 3.2. Therefore, the deviations from the optimal carbon price due to shocks are reduced

which is welfare enhancing. This even holds for the commitment subsidy (CAT+subsidy

C) although the entire subsidy path is determined in the first period, and the subsidy

is not state-contingent. That is, the subsidy is a fixed term which would not affect the

carbon price volatility if the transition length were given. However, the subsidy shifts

emissions to the future and thus, prolongs the transition or banking phase by about six

years compared to CAT-only (see Table 3.2 (c)). A longer banking phase reduces the im-

pact of shocks on the permit price because the shocks spread to more periods (Fell et al.

2012), and therefore, the subsidy indirectly reduces the permit price volatility. However,

the downside of commitment is lower flexibility because the regulator does not react to

new information. This causes a welfare loss which offsets the welfare advantage due to

the more stable carbon prices. The initially set subsidy path is a compromise between

a potentially shorter or longer transition phase: Compared to the certainty scenario (see

Figure 3.3), this explains why the subsidy is less negative before 2060 because non-zero

subsidies induce a welfare loss if the emissions are already zero. It also explains why the

subsidy is more negative after 2060, because from the perspective of the first period there

is a positive probability that the transition is ongoing.

In contrast, under time consistency the regulator has the opportunity to react to
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Figure 3.2: Carbon price variance
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Note: The figure depicts the variance from the perspective of the first period until the period in which the last shock
emerges for the 12% shock case. There is no difference between the variance in the CAT price and the total carbon price
in the scenario CAT+subsidy C because the subsidy is fixed.

shocks. Therefore, she continues the subsidy program after she learns that the transition

is ongoing, and she sets the subsidies to zero after she learns that the transition ends in the

next period. The subsidy is increased when new information implies that the transition

takes more time and vice versa, because a longer (shorter) transition allows to shift more

(less) emissions to the future. This implies that the correlation between the subsidy

and the permit price is negative: A positive abatement cost shock increases (expected)

emissions in the current and future periods such that more permits are needed, and the

expected transition length is shorter than expected before the shock occurred. Therefore,

if the abatement costs and thus, the permit prices are high, then the subsidies are low,

because the transition phase is expected to be short and vice versa. Put differently,

updating subsidies counteracts the permit price shocks such that the total carbon price

volatility is much lower (see Figure 3.2) which stabilizes the abatement path. Moreover,

the regulator prolongs the expected transition length if she can update the subsidy levels.

On average, she raises the subsidy more after the abatement costs decline than she reduces

it after they increase. This is welfare enhancing because under CAT the transition length

is too short, and thus, on average, higher subsidies bring it closer to the optimum (see

Table 3.2 (c)).

However, although updating the subsidies significantly reduces the total carbon price
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Figure 3.3: Subsidy paths
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volatility and prolongs the transition length, it is not welfare enhancing under uncertainty

compared to the commitment solution. The reason is that subsidy updating significantly

increases the (expected) subsidy level as shown in Figure 3.3. This reduces the permit

price through the waterbed effect: The price-reducing effect of the subsidy is 3.36 EUR/t

in 2020 under the 12% shock vs. 2.66 EUR/t under certainty. Thus, the subsidy takes

on a stronger role under uncertainty relative to the permit price, which is inefficient

because of the energy-price-distorting effect. Therefore, the opportunity to react to shocks

may increase or decrease welfare compared to the commitment solution, while in this

simulation the effects roughly cancel out, indicated by similarly increasing welfare losses

due to uncertainty in Table 3.2 (a). For additional simulation results on the ITR and

cumulative emissions under uncertainty, see Appendix B.

4. Conclusion

In this paper, I analyze the interaction of subsidies for clean energy and a CAT

program with free intertemporal trading. I show that optimally set subsidies enhance

welfare when added to such a CAT program, even if there is only the carbon externality.

The reason is that the permit price of the CAT program never equals the SCC because

the permit price rises at a higher rate than the SCC. Thus, the permit price is initially

too low, implying excessive carbon damage until the transition to carbon neutrality is
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completed. A subsidy partly corrects this flaw by shifting emissions to the future so that

the costs of delayed action are reduced.

The optimal subsidy path strictly declines over time when a CAT program is in place

as well. The waterbed effect of the optimal subsidy shifts emissions to the future without

directly affecting the permit price. However, this subsidy path is not time-consistent, as

the regulator has incentives to deviate from subsidies scheduled in the past. I also derive

the time-consistent subsidy path, which partly crowds out the permit price. However,

welfare is still significantly higher compared to CAT-only.

In the numerical simulation of the EU electricity sector, I show that subsidies within a

CAT program have an additional welfare advantage but also disadvantages if abatement

cost uncertainty is considered. On one hand, subsidies reduce the permit price volatility

because they prolong the transition or banking phase, implying that shocks spread to more

periods. If the regulator additionally reacts to new information in the time-consistent

solution, she counteracts the permit price development with higher or lower subsidies

such that the total carbon price is relatively stable. On the other hand, I find that

the price-reducing effect of the subsidy is exacerbated under uncertainty if the regulator

reacts to shocks. In turn, if the regulator does not react to shocks (the commitment

solution), uncertainty causes welfare losses because new information is not used to adapt

the subsidy. In the current analysis, I do not consider the case of a state-contingent policy

with predefined policy rules according to which the subsidy is updated under uncertainty.

Such a policy could combine the welfare advantage of commitment and the flexibility to

adapt to new information.

However, in the setting of this paper, a combination of clean subsidies and CAT is only

a second-best solution. The problem of permit price uncertainty can also be addressed

by hybrid instruments (price collars) and the too-high growth rate of the (expected)

permit price can be corrected by intertemporal trading ratios. An alternative is to ban

banking (and borrowing) and to implement a price responsive permit supply (Traeger

et al. 2020). This approach allows for the implementation of an efficient growth rate of

the permit price (in expectation) and to reduce the price volatility as supply adjustments
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counteract shocks.

Nonetheless, the advantage of the CAT and subsidy instrument mix is its high polit-

ical feasibility, as indicated by its widespread implementation. It can be argued that the

prospects of (near-term) implementation of policies should be considered in their evalua-

tion as more feasible policies also reduce the cost of delay (Goulder 2020). In this sense,

adding subsidies to a CAT program can be a rational welfare-maximizing decision as

long as more efficient alternatives cannot be implemented. This is all the more true if the

(perceived) low credibility of the cap of CAT programs, as in the EU’s Emission Trading

System, and potentially myopic market participants are considered. Both can be reasons

for applying inefficiently high discount rates to permit banking (Fuss et al. 2018; Salant

2016), and thus, may depress prices in the early phase of a CAT program, which, in turn,

can be counteracted by subsidies. A further argument for a policy mix is technological

change. If knowledge stocks or innovation externalities are included in model analyses,

the literature finds highly positive research subsidies early on that eventually drop to zero

(Acemoglu et al. 2016; Rezai and Van Der Ploeg 2017). Although the subsidy in this

paper is not paid for research but rather to shift emissions to the future, the time path is

similar to the optimal research subsidies (apart from the period of negative subsidies in

the commitment solution). Thus, both arguments - dynamically inefficient carbon price

paths and innovation - may justify the addition of clean production subsidies to CAT

programs as second-best alternatives.

Having said that, implementing subsidies in a welfare-enhancing way is not with-

out problems. For one, subsidies should reflect damage avoided, in addition to other

potential market failures, which hardly seems to be the case in practice. Abrell et al.

(2019) show that this requires technology-differentiated subsidies in electricity markets

because technologies (e.g., wind and photovoltaics) have different production profiles.

However, poorly set subsidies contain the risk of an excessive reduction of the permit

price, and therefore, subsidies may undermine the relevance and credibility of CAT pro-

grams (Fankhauser et al. 2010). Future research could analyze which specific support

schemes (e.g., renewable quotas or feed-in tariffs) are best suited to complement a CAT
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program and avoid adverse effects on the permit price. In addition, the analysis of this

paper builds on several simplifying assumptions as I ignore borrowing constraints in the

permit market or other market failures, such as myopia or market power, that may play

an important role in real markets, all of which are interesting avenues for future research.
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Appendix A. Derivations

Appendix A.1. Social planner problem

Appendix A.1.1. Energy market formulation

The Bellman equation of the planner’s problem (2.12) is

Vt (Φt) = maxDt,Nt,xit
Ut (Dt, Nt)− λt

(
Nt − a0 (1 + g)t (1− δΦt) +

∑

i

Cit

)
(A.1)

−µt
(
Dt −

∑

i

xit

)
− 1

1 + r
Vt+1 (Φt+1) ,

subject to the dynamic emission stock (2.9). The first-order conditions are

∂Ut
∂Dt

− µt = 0 (Dt ≥ 0) , (A.2)

∂Ut
∂Nt

− λt = 0 (Nt ≥ 0) , (A.3)

µt − λt
∂Cit
∂xit

−
(
λtδa0 (1 + g)t + 1

1 + r

∂Vt+1

∂Φt+1

)
φi = 0 (xit ≥ 0) , (A.4)

∂Vt
∂Φt

− λtδa0 (1 + g)t − 1
1 + r

∂Vt+1

∂Φt+1
= 0 (Φt) . (A.5)

The first two conditions state that the marginal utility of the respective good must be

equal to the shadow value of the energy market clearing and budget constraint, respec-

tively. The third condition reflects that energy is generated until marginal utility (first
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term) is equal to the marginal production costs (second term) and the marginal envi-

ronmental damage of production (third term). The marginal environmental damage of

emissions (SCC) is given by condition A.5. By inserting ∂Vt+1
∂Φt+1

, ..., ∂V∞
∂Φ∞ in condition A.5,

the SCC can be written as

σt = ∂Vt
∂Φt

= δa0

∞∑

s=t

(1 + g)s λs
(1 + r)s−t

. (A.6)

If consumer utility is given by equation (2.8), the first two conditions (A.2) and (A.3)

become

Dt = γt − µtε, (A.7)

∂Ut
∂Nt

= λt = 1, (A.8)

respectively. Therefore, the SCC become (2.14) and by using (2.14) and (A.2) in (A.4) one

obtains (2.13). In addition, quadratic energy generation costs (2.1) imply that equation

(2.13) can be written as:

xit = µt − αit − σtφi
βi

. (A.9)

Inserting (A.9) for both firms and (A.7) into the equilibrium condition (2.7) and solving

for µt yields

µt = βcβdγt + βc (αd,t + σtφd) + βdαc,t
βc + βd + βcβdε

. (A.10)

Recall that µt is the shadow value of the energy equilibrium constraint and thus, can be

interpreted as energy price. Inserting µt back in the production function (A.9) gives the

optimal production levels if both firms are active in equilibrium:

xd,t = βcγt + αc,t − (αd,t + σtφd) (1 + βcε)
βc + βd + βcβdε

, (A.11)

xc,t = βdγt + αd,t − αc,t (1 + βdε) + σtφd
βc + βd + βcβdε

. (A.12)
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In the social planner solution, the environmental damage is optimally internalized re-

flected by the term σtφd in both expressions. The optimal energy consumption Dt is then

simply the sum of (A.11) and (A.12), and the optimal consumption of the numeraire Nt

can be derived from the budget constraint (2.5).

Appendix A.1.2. Equivalence to quadratic abatement cost problem

In this section, I derive the implied abatement cost function of the energy market

problem solved in the previous section. The two parameters of the abatement cost func-

tion (2.15) are BAU emissions ϕt and the slope of the marginal abatement costs ψ. I

obtain the BAU emissions by multiplying expression (A.11) with φd (because emissions

are qt = φdxd,t) and setting σt = 0, which yields (2.16). To derive the slope of the marginal

abatement costs ψ, I set marginal abatement costs equal to the SCC, ψ (ϕt − qt) = σt,

which is required for optimality. Inserting BAU emissions (2.16) and qt = φdxd,t in

ψ (ϕt − qt) = σt and solving for ψ yields the slope of the marginal abatement cost curve

as shown in (2.17). It can be shown that the problem

min
qt

W0 =
∑∞

t=0
1

(1 + r)t
(
ψ

2 (ϕt − qt)2 + δa0 (1 + g)t Φt

)
(A.13)

subject to the dynamic emission stock (2.9) is equivalent to the social planner problem

under the energy market formulation if abatement cost parameters are defined as (2.16)

and (2.17).

Appendix A.2. Carbon tax

Appendix A.2.1. Firms’ problem

The firms’ problem is (2.3) with periodic profits given by (2.18). Note that in this case

(as well as under the subsidy-only policy) the firm problem is static. Taking the first-order

condition with respect to xit gives the production function xit = (wt − αit − τtφi) β−1
i .

Using this function and energy demand19 Dt = γt−wtε in the energy market equilibrium

19The energy demand function is the same in all scenarios. It is obtained from maximizing utility
(2.8) subject to the budget constraint (2.5).
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(2.7) yields the energy price

wt = βcβdγt + βc (αd,t + τtφd) + βdαc,t
βc + βd + βcβdε

∀ t ≤ t̂tax, (A.14)

which is equal to the optimal energy price (A.10) if τt = σt holds. By inserting (A.14)

in the production function, xit = (wt − αit − τtφi) β−1
i , one obtains (2.19) and (2.20) for

t ≤ t̂tax. After the transition is completed, t > t̂tax, only the clean generates energy.

Therefore, the energy market equilibrium becomes xc,t = (wt − αc,t) β−1
c = γt − wtε.

Solving for wt and inserting back into the production function gives xc,t = γt−αc,tε
1+βcε

for

t > t̂tax.

Appendix A.2.2. Regulator’s problem

Substituting the firm profits (2.18) and the carbon damage (2.10) into the budget

constraint (2.5), allows to write the consumption of the numeraire as follows:

Nt = at −
∑

i

(
αitxit + βi

2 x
2
it

)
− δatΦt. (A.15)

By using (A.15) and the energy market equilibrium condition (2.7) in the utility function

(2.8), one obtains utility (2.22). Next, utility (2.22) can be inserted in the regulator’s

problem (2.21):

max
τ0,...τt,...τ∞

W0 =
∑∞

t=0
1

(1 + r)t
(
γt
∑
i xit − 0.5 (∑i xit) 2

ε
−
∑

i

Cit − δatΦt + at

)
. (A.16)

Considering the emission stock constraint (2.9) and taking the first-order conditions with

respect to τt yields the optimal tax (2.23).

To derive the optimal transition length, I consider infinitely small time steps ∆t ≈ 0

(continuous time) and constant BAU emissions ϕ. Then, the optimal transition length

can be derived from the fact that at the end of the transition emissions are zero and it

holds:
qt̂tax

= ϕ− τt̂tax

ψ
= 0

⇒ τt̂tax
= τ0e

gt̂tax = ϕψ,
(A.17)
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which can be rearranged to (2.25).

Appendix A.3. Cap-and-trade

Appendix A.3.1. Firms’ problem

The firms solve problem (2.3) via production decisions xit and permit purchases yit

where the periodic profit πit is given by (2.28). The Bellman equation is

Vit (bit) = max
xit,yit

(
wtxit − αitxit −

βi
2 x

2
it − ptyit

)
+ 1

1 + r
Vit+1 (bit+1) , (A.18)

subject to the banking constraint (2.27). The first-order conditions are:

wt − αit − βixit −
φd

1 + r

∂Vit+1

∂bit+1
= 0 (xit ≥ 0) , (A.19)

pt −
1

1 + r

∂Vit+1

∂bit+1
= 0 (yit) , (A.20)

∂Vit
∂bit
− 1

1 + r

∂Vit+1

∂bit+1
= 0 (bit) . (A.21)

Using (A.19) and (A.20) yields the production function xit = (wt − αit − ptφi) β−1
i .

Inserting the production functions of both firms and energy demand Dt = γt − wtε

into the energy market equilibrium (2.7) gives the energy price wt (pt) as in (A.14)

but with pt instead of τt. Substituting the energy price into the production functions,

xit = (wt − αit − ptφi) β−1
i , yields production depending on the permit price:

xd,t = βcγt + αc,t − (αd,t + ptφd) (1 + βcε)
βc + βd + βcβdε

∀ t ≤ t̂cat, (A.22)

xc,t = βdγt + αd,t + ptφd − αc,t (1 + βdε)
βc + βd + βcβdε

∀ t ≤ t̂cat. (A.23)

These expressions can be inserted in the permit equilibrium, zt = ∑
i yit = φdxd,t + Bt −

Bt−1, which results in the permit price (2.29), for which I have used (2.16) and (2.17).

Combining (A.20) and (A.21) yields the intertemporal price dynamics as shown in

(2.30) and thus, the permit price rises at rate r. Inserting the permit price (2.29) in the
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expression for the intertemporal price dynamics (2.30) gives the permit bank

Bt = (1 + r) (zt +Bt−1 − ϕt) + ϕt+1 +Bt+1

1 + 1 + r
∀ t ≤ t̂cat. (A.24)

Once the budget is used up the bank is empty, that is, Bt = 0 for all t ≥ t̂cat. Inserting

Bt̂cat
= 0 for Bt+1 in (A.24), gives the bank one period before the transition ends, Bt̂cat−1,

which only depends on parameters. Inserting Bt̂cat−1 in Bt̂cat−2 and so forth until the first

period is reached results in the whole banking path as shown in (2.31).

I use the permit price (2.29) in (A.22) to rewrite dirty energy generation:

xd,t = (zt − Bt +Bt−1)φ−1
d . (A.25)

Substituting the bank (2.31) shows that dirty production is (2.32) for t ≤ t̂cat. For the

clean production, I use permit price (2.29) in (A.23) and insert the bank (2.31), which

results in (2.33) for t ≤ t̂cat.

After the transition is completed, t > t̂cat, dirty generation is by definition zero and

for the clean firm it holds xc,t = γt−αc,tε
1+βcε

, which I obtain by applying the same steps as

under the tax regime, see Appendix A.2.1.

Appendix A.3.2. Regulator’s problem

The regulator’s problem is

max
Zcat

W0 =
∑∞

t=0
1

(1 + r)t
(
γt
∑
i xit − 0.5 (∑i xit) 2

ε
−
∑

i

Cit − δatΦt + at

)
, (A.26)

subject to emission stock (2.9) and with reaction functions (2.32) and (2.33). To solve

the problem I take the first-order condition of (A.26) with respect to Zcat, which results

in (2.35). In doing so, I make use of the fact that for t > t̂cat it holds xd,t = 0 and xc,t =
γt−αc,tε
1+βcε

so that Zcat does not affect the outcome. Moreover, the damage is δatΦt = δatZcat

for t > t̂cat.

As in the tax case, I derive the optimal transition length while assuming constant
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BAU emissions ϕ and small time steps ∆t ≈ 0. The optimal cap (2.35) then becomes

Zcat =
∫ t̂cat

0

(
ϕ− σ0e

gt

ψ

)
dt = t̂catϕ−

σ0
(
egt̂cat − 1

)

gψ
. (A.27)

To derive the optimal transition length, an additional equation is required because (A.27)

contains two unknowns. I obtain an additional equation from the firm problem (see

Schennach 2000 for a more detailed derivation): The permit price and emissions at the

end of the transition are pt̂cat
= ψ (ϕ− q0) ert̂cat and qt̂cat

= ϕ− pt̂cat

ψ
= 0. Combining the

two yields

ϕ− (ϕ− q0) ert̂cat = 0. (A.28)

Furthermore, cumulative emissions must be equal to the cap

t̂catϕ−
∫ t̂cat

0 ert (ϕ− q0) dt = Zcat

⇒ t̂catϕ− (ϕ− q0) ert̂cat−1
r

= Zcat,
(A.29)

for which I have used periodic emissions qt = ϕ− pt

ψ
with pt = ψ (ϕ− q0) ert. Substituting

(A.28) in (A.29) gives

Z̃cat = t̂catϕ+ ϕ
e−rt̂cat − 1

r
, (A.30)

where the tilde indicates that Z̃cat is a result of the firm problem, whereas (A.27) reflects

the optimal cap as a result of the social planner problem. Now I have two functions that

relate the transition length to the cap. Combining (A.30) and (A.27) yields (2.37).

Appendix A.3.3. Proof of proposition 2

The difference between the cap (2.35) and the cumulative emissions of the tax regime

(2.24) is determined by the transition lengths (t̂cat, t̂tax). A shorter (t̂cat < t̂tax) and a

longer (t̂cat > t̂tax) transition both imply fewer cumulative emissions in the CAT program

compared to the tax, Zcat < Qtax. To see why, consider that periodic emissions under

the tax regime are qt = ϕt − σt

ψ
and thus, it holds qt̂tax

= ϕt̂tax
− σt̂tax

ψ
= 0 at the end

of the transition. Because it holds ϕt − σt

ψ
≤ 0 for t ≥ t̂tax (otherwise emissions were

positive, which is ruled out by definition of t̂tax), the sum over more time steps in (2.35)

42

3.5 Apendix A Derivations 117



compared to (2.24) implies Zcat < Qtax. Vice versa, if t̂cat < t̂tax the sum over less time

steps in (2.35) compared to (2.24) implies Zcat < Qtax as well because for t < t̂tax it holds

ϕt − σt

ψ
> 0.

Therefore, it suffices to show that the transition lengths are not equal. If transition

lengths (2.25) and (2.37) were equal, it would hold

t̂cat = t̂tax = 1
g
ln

(
ϕψ

σ0

)
= 1
r
ln


 ϕψ

ϕψ − r
g

(ϕψ − σ0)


 , (A.31)

for which I have inserted σt̂cat
= ϕψ in (2.37). However, (A.31) only holds if g = r, which

is ruled out by assumption and therefore t̂cat 6= t̂tax. It follows that the cap is lower than

the cumulative emissions under the tax regime Zcat < Qtax.

Appendix A.3.4. Proof of corollary 1

Consider expression (A.30) to see that the relationship between the cap and the

transition length is positive:

dZ̃cat

dt̂cat
= ϕ

(
1− e−rt̂cat

)
> 0. (A.32)

Therefore, proposition 2 implies t̂cat < t̂tax, because the lengths t̂tax and t̂cat are only

equal if Zcat = Qtax, but it holds Zcat < Qtax.

Appendix A.3.5. Extension by intertemporal trading ratio

The only difference to the previous CAT problem is the adaption of the permit banking

equation by the intertemporal trading ratio (1 + rb),

bit = yit − xitφi + bit−1 (1 + rb) . (A.33)

Instead of an one-to-one exchange of permits over time, firms receive for each banked

permit (1 + rb) permits in the next period. The first-order conditions for the firms remain
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unchanged apart from the intertemporal condition, which becomes

∂Vit
∂bit
− 1 + rb

1 + r

∂Vit+1

∂bit+1
= 0 (bit) , (A.34)

and therefore, the growth rate of the permit price is

r − rb
1 + rb

= pt+1 − pt
pt

∀ t ≤ t̂itr, (A.35)

where itr stands for intertemporal trading ratio. I derive the permit price again by insert-

ing the production functions in the permit equilibrium, pt = ψ (ϕt − zt − Bt−1 (1 + rb) + Bt) .

Using this price in (A.35) yields the permit bank:

Bt =

∑t̂itr
s>t

(
(1 + rb)2t̂itr−s−t (ϕs − zs) + (Bt−1 (1 + rb) + zt − ϕt) (1 + rb)2(t̂itr−s) (1 + r)s−t

)

∑t̂itr
s=t (1 + rb)2(t̂itr−s) (1 + r)s−t

.

(A.36)

This expression can again be used in the production functions (A.22) and (A.23) where pt

is replaced by pt = ψ (ϕt − zt − Bt−1 (1 + rb) + Bt). Based on the resulting reaction func-

tions and assuming that all permits are issued in the first period the regulator maximizes

welfare via the cap20, which yields

z0 =
t̂itr∑

t=0

1
(1 + rb)t

(
ϕt −

σt
ψ

)
. (A.37)

Thus, the optimal issuance of permits is the discounted sum of optimal periodic emissions

with intertemporal trading ratio (1 + rb) as discount factor. This restores the first-best

outcome if the trading ratio is set to (1 + rb) = (1 + r) (1 + g)−1, which implies that the

permit price grows at the optimal rate g: Inserting the expressions for the bank (A.36),

the cap (A.37) and the trading ratio (1 + rb) = (1 + r) (1 + g)−1 into the permit price,

pt = ψ (ϕt − zt − Bt−1 (1 + rb) + Bt), shows that the permit price is equal to the SCC,

20Note that because the available permits depend on the bank level, the temporal issuance of permits
matters. For simplicity, I assume that all permits are issued in the first period. However, other allocations
that also lead to the first best are possible.
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pt = σt and therefore, the CAT program with intertemporal trading ratio is optimal.

Appendix A.4. Clean subsidy

Appendix A.4.1. Firms’ problem

The firms maximize profits (2.38) via production xit similar to the tax case. The

first-order conditions result in production functions xc,t = (wt + ρt − αc,t) β−1
c and xd,t =

(wt − αd,t) β−1
d . The production functions and energy demand Dt = γt − wtε are again

inserted in the energy market equilibrium (2.7) to derive the energy price (2.39). The

energy price can then be used in the production functions to derive dirty and clean

production (2.40) and (2.41) for t ≤ t̂sub, respectively. For t > t̂sub, clean production is

obtained via the energy market equilibrium, xc,t = (wt + ρt − αc,t) β−1
c = γt − wtε. The

resulting equilibrium energy price is substituted into xc,t = (wt + ρt − αc,t) β−1
c to derive

xc,t = γt−(αc,t−ρt)ε
1+βcε

for t > t̂sub.

Appendix A.4.2. Regulator’s problem

The regulator’s problem becomes:

max
ρ0,...ρt,...ρ∞

W0 =
∑∞

t=0
1

(1 + r)t
(
γt
∑
i xit − 0.5 (∑i xit) 2

ε
−
∑

i

Cit − δatΦt + at

)
,

(A.38)

subject to the emission stock (2.9). Under consideration of the firms’ reaction functions

(2.40) and (2.41) for t ≤ t̂sub and xd,t = 0 and xc,t = γt−(αc,t−ρt)ε
1+βcε

for t > t̂sub, solving

the problem yields (2.43). Setting (2.40) to zero and solving for ρt yields the subsidy for

t > t̂sub as presented in (2.43).

Multiplying dirty production (2.40) with φd gives emissions

qt = ϕt −
ρt

ψφd (1 + βcε)
. (A.39)

Considering small time steps and constant BAU emissions allows to derive the transition
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length again. Because the subsidy rises at rate g until the transition ends, it holds

qt̂sub
= ϕ− ρ0egt̂sub

ψφd(1+βcε) = 0

⇒ t̂sub = 1
g
ln
(
ϕψ(1+βcε)(1+βdε)

σ0

)
,

(A.40)

for which I inserted (2.43) for ρ0.

Appendix A.4.3. Proof of proposition 3

Comparing the transition length (2.25) and (A.40) directly shows that t̂sub > t̂tax if

ε > 0 and t̂sub = t̂tax if ε = 0. Cumulative emissions under the subsidy regime can be

written as follows:

Qsub =
∫ t̂sub

0
qtdt = t̂subϕ−

1
g

σ0
(
egt̂sub − 1

)

ψ (1 + βcε) (1 + βdε)
, (A.41)

for which I have used (A.39). Inserting the optimal transition lengths (2.25) and (A.40)

in (2.24) and (A.41), respectively, yields

Qtax = 1
g

(
ϕln

(
ϕψ

σ0

)
− ϕ+ σ0

ψ

)
, (A.42)

Qsub = 1
g

(
ϕln

(
ϕψ (1 + βcε) (1 + βdε)

σ0

)
− ϕ+ σ0

ψ (1 + βcε) (1 + βdε)

)
, (A.43)

from which directly follows that Qsub > Qtax if ε > 0 and Qsub = Qtax if ε = 0.

Appendix A.5. Clean subsidy and cap-and-trade

Appendix A.5.1. Firms’ problem

The Bellman equation of the dirty firm’s problem is again (A.18) subject to the

banking constraint (2.27) such that the first-order conditions (A.19) to (A.21) still apply

and the dirty firm’s production function is xit = (wt − αit − ptφi) β−1
i . The clean firm

maximizes profits (2.38) as in the subsidy-only case and thus, its production function

is again xc,t = (wt + ρt − αc,t) β−1
c . Inserting both production functions and demand
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Dt = γt − wtε in the energy market equilibrium (2.7), yields the energy price:

wt = βcβdγt + βc (αd,t + ptφd) + βd (αc,t − ρt)
βc + βd + βcβdε

∀ t ≤ t̂c+s. (A.44)

Following the same steps as under the CAT program (see Appendix A.3.1) results in

(2.44) and (2.45) for t ≤ t̂c+s, for which I have redefined the BAU emissions to (2.46).

After carbon neutrality is reached, t > t̂c+s, dirty energy generation is zero by definition,

xd,t = 0, and clean generation is xc,t = γt−αc,tε
1+βcε

.

Appendix A.5.2. Regulator’s problem

First, I consider the commitment case. The problem is:

max
Zc+s,ρ0,...ρt,...ρ∞

W0 =
∑∞

t=0
1

(1 + r)t
(
γt
∑
i xit − 0.5 (∑i xit) 2

ε
−
∑

i

Cit − δatΦt + at

)
,

(A.45)

subject to the emission stock (2.9) and with reaction functions (2.44) and (2.45). Recall

that for t > t̂c+s it holds xd,t = 0, xc,t = γt−αc,tε
1+βcε

and ρt = 0. That is, for t > t̂c+s

the cap Zc+s only affects the damage δatΦt = δatZc+s but no other variables. To derive

the optimal cap, I take the first-order condition with respect to Zc+s, which results in

Zc+s = ∑t̂c+s

t=0

(
ϕt − σt

ψ

)
.

Due to binding cap Zc+s the problem of finding the optimal subsidies turns the infinite

into a finite horizon setting until the end of transition t̂c+s as it holds ρt = 0 for t >

t̂c+s. Taking the first-order conditions of (A.45) with respect to ρ0, ...ρt, ...ρt̂c+s
gives the

subsidies depending on all other subsidies ρt (ρs) with t 6= s and for all t ≤ t̂c+s. Inserting

the subsidies in each other yields (2.52), which can be simplified to

ρt = φdσt
1 + βdε

(
1− et(r−g) r

g

egt̂c+s − 1
ert̂c+s − 1

)
(A.46)

by assuming small time steps such that ert ≈ (1 + r)t and egt ≈ (1 + g)t.

The permit price pt can be derived by using emissions, xd,tφd (with xd,t from (2.44))

in the expression for the permit price pt = ψ
(
ϕsubt − zt − Bt−1 +Bt

)
= ψ

(
ϕsubt − xd,tφd

)

while considering that Zc+s = ∑t̂c+s

t=0

(
ϕt − σt

ψ

)
, which yields (2.54). Now I can use the
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permit price (2.54) and the SCC (2.14) to reformulate (A.46) to (2.49).

To derive the optimal transition length I consider the total carbon price in the terminal

transition period p̃t̂c+s
as expressed in equation (2.50). Assuming constant BAU emissions

ϕ, the duration of the transition satisfies

p̃t̂c+s
= ert̂c+sp0 (1− ω) + egt̂c+sσ0ω = ϕψ, (A.47)

which can be rearranged to (2.51).

Next, I consider the time-consistent solution. In this case, the regulator maximizes

welfare via the subsidy ρt at the beginning of each period:

max
Zc+s,ρt

Wt =
∑∞

s=t
1

(1 + r)s−t
(
γt
∑
i xit − 0.5 (∑i xit) 2

ε
−
∑

i

Cit − δatΦt + at

)
, (A.48)

subject to the emission stock (2.9) and the firm production decisions given by (2.44) and

(2.45). It again holds xd,t = 0 and xc,t = γt−αc,tε
1+βcε

for t > t̂c+s, and by taking the derivative

with respect to Zc+s one obtains again Zc+s = ∑t̂c+s

t=0

(
ϕt − σt

ψ

)
.

Concerning the optimal subsidy, a difference is that under time consistency the sub-

sidy is already set to zero in the terminal transition period ρt̂c+s
= 0, whereas under

commitment it is negative in the last transition period ρt̂c+s
< 0 (see expression (2.52))

and zero only thereafter (see above). The reason for this difference is that under time

consistency the regulator determines the subsidy in t̂c+s rather than in t = 0 as under

commitment. From the perspective of t̂c+s a non-zero subsidy cannot increase welfare

Wt̂c+s
because the emission level in t̂c+s is already determined by the remaining permits

of the CAT program. The first-order conditions of (A.48) with respect to ρ0, ...ρt, ...ρt̂c+s−1

yield (2.53) or assuming small times steps ert ≈ (1 + r)t and egt ≈ (1 + g)t:

ρt = φd
1 + βdε


σt


1− r

g

eg(t̂c+s−t) − 1
er(t̂c+s−t) − 1


+ φdr

∫ t̂c+s
t ρsds

(1 + βcε)
(
er(t̂c+s−1) − 1

)


 . (A.49)

As in the commitment solution, (A.49) can be rewritten to (2.49) by using the permit price

(2.54) and the SCC (2.14). As expression (2.50) for the total carbon price still applies,
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the transition length (2.51) can be derived in the same way as in the commitment case.

Appendix A.5.3. Proof of proposition 4

Consider the expression of the permit price (2.54). For a given cap Zc+s, the du-

ration of the transition phase 0, ...t, ...t̂c+s is fixed because the cap can be expressed as

Zc+s = ∑t̂c+s

t=0

(
ϕt − σt

ψ

)
. For a given cap, the subsidies therefore only have an impact on

the permit price if the second term in brackets of equation (2.54) is non-zero. In the

commitment solution, the subsidy has no impact on the price as the sum of the subsidies

over the transition periods is zero ∑t̂c+s

s=0 ρs = 0, which follows from (2.52). Under time

consistency, it holds∑t̂c+s

s=0 ρs > 0 due to the fact that the subsidy can be written as (2.53),

which is always positive. It follows that the time-consistent subsidy reduces the permit

price (2.54) for a given cap.
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Appendix B. Additional simulation results for uncertainty scenarios

Appendix B.1. Emission and carbon price path

Figure B.1: Emission and carbon price paths under uncertainty (12% shock)
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Note: The lines for CAT+subsidy C and CAT+subsidy T in part (b) reflect the total carbon prices (see equation (2.50)).

Appendix B.2. Cumulative emissions

Cumulative emissions are in all cases but one (CAT with an 8% shock) higher due

to uncertainty (see Table 3.2), which can be explained by the zero lower bound of the

emissions at the end of the transition. To see this, first consider a price policy (tax or

subsidy) in which the bound implies that negative shocks, which would lead to fewer

emissions, have no or a weaker effect if the emissions are already zero or close to zero.
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In contrast, positive shocks have the full emission increasing effect if the emissions are

(close to) zero, thus inducing larger overall (expected) emissions.

Under CAT, there are two effects on the cumulative emissions: First, for a given

cap, the expected transition length is always shorter than the transition length under

certainty (not shown; note that the values in Table 3.2 (c) are for adjusted caps as shown

in panel (b) of the table). This can be traced back to the concavity of the emission paths

that results from exponentially increasing permit prices, implying an asymmetric impact

of shocks on the transition length. Because the optimal cap decreases with a shorter

transition length (cf., equation (2.35)), this first effect leads to less cumulative emissions.

The second effect increases the optimal cap: If there is a positive probability that the

bank is depleted in the next period, the expected permit price generally rises at a lower

rate than the interest rate because of the convenience yield (Schennach 2000). Thus, from

the first period onward in which the transition could end (i.e., the bank is depleted), the

expected growth rate of the price is lower than under certainty, that is, lower than r.

For a given cap, this implies lower expected prices and more emissions later. In turn,

prices are higher early due to intertemporal trading. The resulting lower emissions (and

damage) in the beginning allow to increase the cap similar to the case when subsidies are

added to a CAT program. The first effect dominates for the 8% shock in the CAT-only

scenario, and therefore, the cumulative emissions are lower (see Table 3.2 (b)), while for

the 12% shock the second effect dominates.

Appendix B.3. Intertemporal trading ratio

Although a CAT program with an ITR restores the first best under certainty, the

program performs worse with increasing uncertainty, and essentially, the welfare loss

increases faster than in the CAT and subsidy cases. Thus, subsidies may outperform the

ITR as a complement to CAT with increasing uncertainty, but not given the parameter

assumptions in this simulation. The reason for the increasing inefficiency of the ITR is

that uncertainty causes the expected permit price to grow at a rate that declines over

time because of the convenience yield. In response to the lower average permit price

growth rate, the regulator also reduces the ITR slightly to 2.3% and 2.2% (compared
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to 2.5% under certainty) given the 8% and 12% shock, respectively, because a lower

ITR increases the growth rate (see Appendix A.3.5). This, however, cannot restore the

optimal abatement path, because the permit price growth rate is time-variable. Because

the fixed ITR is too low for the early phase and too high for the later phase, the permit

price is too low in the beginning and too high later (see Figure B.1).
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Replacing fossil fuel (FF)-based with renewable energy (RE)-
based electricity generation technologies has multiple soci-
etal benefits, such as climate change mitigation or improved 

air quality and thus better health1–3. Doubling the global share 
of RE is therefore one of the targets of Sustainable Development 
Goal (SDG) 7 of the 2030 United Nations Agenda for Sustainable 
Development, a goal whose attainment is also highly important 
to reach several other SDGs4,5. This particularly holds for cli-
mate action (SDG 13): all emission pathways that reach the Paris 
Agreement’s target of limiting global warming to well below 2 °C 
assume strong increases of RE6,7.

Achieving such a sustainable energy transition has become eas-
ier since RE, especially solar photovoltaics (PV) and wind, have 
experienced substantial cost reductions in the past decades8. This 
dynamic has been enabled mainly by RE deployment policies, par-
ticularly in countries of the European Union (EU), a front-runner 
in large-scale RE deployment. These policies induced technological 
and organizational innovation and contributed to the formation of 
a global RE industry that exploited economies of scale in produc-
tion and thereby allowed RE technologies to progress down their 
cost learning curves9,10. Today, in many European countries, the 
levelized costs of electricity (LCOE) of RE investments are com-
parable with the marginal costs of gas- and coal-based electricity 
plants8,11. In line with these developments, recent auctions for RE 
in Europe were concluded at wholesale market prices. Since April 
2017, such subsidy-free auction results have appeared in Denmark, 
Germany, the Netherlands, Spain, Portugal and Sweden12. In 
autumn 2018, for the first time, a large PV plant that relies only on 
income from the wholesale electricity market was commissioned 
in Spain13. By mid-2019, similar projects were announced and con-
structed in Germany13,14.

These developments have beguiled scholars, industry experts, pol-
icy makers and the media into believing that the trend of decreasing 
RE costs is irreversible15,16 and claiming that the times of subsidizing 
RE are over12,17–19. As a result, countries particularly in the EU—
yet again being front runners, although in reverse direction—are  

considering abandoning RE subsidies and leaving RE deployment 
to market forces20,21 and the EU Emissions Trading System (ETS). 
While phase-outs in Europe have not been implemented yet, the 
trend towards phasing out RE deployment policies is apparent from 
the EU’s recent decision no longer to impose legally binding RE tar-
gets and respective deployment policies in its member states.

However, it should not be taken for granted that the strong 
downward trend of RE costs observed in the past is going to con-
tinue. New data for Germany show that the past RE cost reductions 
not only stem from technological innovation but also, to a substan-
tial extent, arise from improved financing conditions for RE power 
plants, particularly lowered long-term interest rates (IRs)22. Lower 
IRs translate directly into lower cost of debt and equity22,23, which 
lowers the LCOE of capital-intensive RE investments24,25. Thus far, 
the potential effects of rising IRs on the viability of RE investments 
are unexplored.

To address this gap, first, we analyse the effects of IR increases 
on the LCOE of large-scale solar PV and onshore wind investments, 
finding that their LCOE might increase by 11% (PV) and 25% 
(wind), should IRs reach pre-financial crisis levels over the next 
5 years. Second, we compare these LCOE with the marginal cost 
of installed FF plants, as these typically set the wholesale market 
prices. We find that the viability of RE investments solely relying 
on income from the wholesale market is drastically reduced by ris-
ing IRs. Third, based on these findings, we argue that solely relying 
on wholesale markets and the EU ETS is a risky strategy and we 
propose an alternative policy strategy, relying on RE auctions in the 
short run and an ETS price floor in the longer run.

IR effects on the cost of RE
The low IRs observed in recent years in Europe (and beyond) are 
mostly a consequence of monetary policy. In the wake of the financial 
crisis of 2007–2008, the European Central Bank lowered IRs overnight 
and in 2015 started purchasing large amounts of sovereign and cor-
porate bonds—an approach termed ‘quantitative easing’. This contrib-
uted to low levels of long-term IRs (see Fig. 1a), allowing RE plants to 
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Increasing the use of renewable energy (RE) is a key enabler of sustainable energy transitions. While the costs of RE have 
substantially declined in the past, here we show that rising interest rates (IRs) can reverse the trend of decreasing RE costs, 
particularly in Europe with its historically low IRs. In Germany, IRs recovering to pre-financial crisis levels in 5 years could add 
11% and 25% to the levelized cost of electricity for solar photovoltaics and onshore wind, respectively, with financing costs 
accounting for about one-third of total levelized cost of electricity. As fossil-fuel-based electricity costs are much less and 
potentially even negatively affected by rising IRs, the viability of RE investments would be markedly deteriorated. On the basis 
of these findings, we argue that rising IRs could jeopardize the sustainable energy transition and we propose a self-adjusting 
thermostatic policy strategy to safeguard against rising IRs.
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borrow capital at very low rates22. While long-term IRs in Europe are 
still historically low, financial expert estimates suggest that they might 
rise again, as they already have in the United States since 201626.

To quantify the effect of possible future IR increases, we calcu-
late the LCOE for solar PV and onshore wind plants in Germany 
in three steps (see Methods for details). First, we use historical  

government bond yields to develop three future IR scenarios from 
2019 to 2023 (Fig. 1a). Second, we project technology- and time-
specific future costs of capital (CoC) in each of the three scenarios. 
Third, we calculate LCOEs for each scenario using the scenario-
specific CoC (Fig. 1b) and derive the part of the LCOE attributable 
to financing costs (Fig. 1c).
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Fig. 1 | IR dynamics and their effects on the levelized cost of RE-based electricity generation. a, Historical development of long-term IRs (black solid line) 
in Germany and future scenarios. IR recovery scenarios are based on historical estimates. The moderate scenario (green dashed line) features the same 
upward slope as the downward slope of the postcrisis trend. The extreme scenario (red dashed line) doubles that slope. The flat scenario (blue dashed 
line) assumes constant IRs. b, Solar PV (top) and onshore wind (bottom) LCOE developments for 2018 and 5 years into the future in the three IR scenarios 
(using the same colour codes as in a). c, Share of financing cost in the LCOE of solar PV (top) and onshore wind (bottom) across all three scenarios (using 
the same colour coding as in a and b).
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We assume that the cost of debt is composed of a long-term IR 
component (yield of 10-year government bond) and a debt mar-
gin. We assume that the cost of equity equals the cost of debt plus 
an equity premium. To represent the changes in CoC due to IR 
changes, we vary the long-term IR component according to the IR 
scenario while using technology-specific debt margins and equity 
premiums from Egli et al.22. The three IR scenarios are (see Fig. 1a): 
(1) a ‘flat’ scenario, where IRs remain at the 2018 average (0.49%); 
(2) a ‘moderate’ scenario, where IRs increase at the speed at which 
they decreased in the postcrisis period to attain 2.15% in 2023; (3) 
an ‘extreme’ scenario, where IRs increase at twice the speed of the 
postcrisis decrease to attain 4.29% in 2023. Note that the moderate 
scenario is in line with the 2018 forecasts of major financial institu-
tions (see Methods).

Our results (Fig. 1b) show that, in the moderate scenario, the 
LCOE-reducing learning curve effects of solar PV are almost 
entirely offset by the LCOE-increasing effects of the rising IR. In the 
extreme IR recovery scenario, the LCOE rise by 11%, with financing 
cost contributing up to 28% to the LCOE (Fig. 1c). For wind, the IR 
effects are even larger (Fig. 1b), outweighing the learning effects and 
resulting in an increased LCOE of 9% (moderate) and 25% (extreme 
recovery scenario). In this scenario, financing costs contribute over 
one-third of the LCOE (Fig. 1c). In other words, while the window 
of extremely low IRs helped RE to become cheap, rising IRs could 
mean that the decreasing cost trend of RE might be reversed—also 
because cost reductions along the learning curve through continued 
incremental technological innovation are becoming less important 
(especially in the case of wind).

Viability of investments in subsidy-free renewables
To realize the sustainable energy transition in time to meet the 
Paris targets and SDG 13, key scenarios6,7 show that it is necessary 
that RE are deployed rapidly, displacing FF-based electricity in the 
mid- to long-term, and eventually stranding FF-assets. For this to 
happen, investments in subsidy-free new RE capacity (relying on 
income from the wholesale market) need to remain attractive. To 
this end, the LCOE of new RE plants need to be lower or equal to 
the short-run marginal costs of the price-setting plants in wholesale 
markets. Whether rising IRs deteriorate the viability of subsidy-free 
RE investments therefore also depends on the effect of IR hikes on 
the short-run marginal costs of price-setting plants, that is, typically 
FF plants using lignite, hard coal or natural gas27 (for more details 
see Methods).

Theoretical analysis suggests that variations of the IR could have 
the following two effects on commodity prices28–33. First, higher IRs 
could increase the supply of commodities, since investors earn more 
interest with the revenues they receive from selling resources com-
pared to leaving them in the ground. Second, commodity supply 
could also be increased because holding commodity inventories has 
higher opportunity costs and thus inventory levels are reduced. A 
related point is that speculators leave commodity markets if the IR 
is high since alternative investments offer higher returns at low risk 
(treasury bills). Empirical estimates tend to support theoretical find-
ings that higher IRs reduce commodity prices in general and energy 
commodities (most studies focus on oil) in particular, although esti-
mated parameters are for the most part not significant or small30,34–

38. For this article, the impact on natural gas and hard coal prices is 
decisive. To the best of our knowledge, there is no estimate for coal. 
The only estimate for natural gas35 finds a negative relationship but 
estimated parameters are not significant. Further, one study36 also 
considers a fuel commodity price index that includes oil, gas and 
coal, detecting a negative impact of an IR increase on this index. 
The difficulties to find evidence for an IR effect on commodities 
might be explained by complex interactions between the IRs and 
commodity prices32. Not only do shocks of the IR affect commod-
ity prices but exogenous shocks of commodity prices also affect the 

economic activity and, due to market interactions, the IR as well39. 
Moreover, central banks may respond to commodity price shocks 
(or the implied inflation) which further complicates the interaction 
between fuel prices and the IR40,41. Whether central banks systemat-
ically respond to oil price shocks is, however, controversial as more 
recent work does not support this relationship42.

Given the lack of clear evidence we resort to theory and assume 
a generally negative effect of IRs on the price of fossils. To account 
for uncertainty and divergent results of the empirical literature, we 
cover a range of fuel price changes from –7.5% to +2.5% for hard 
coal and natural gas for each 1%-point of IR increase (see Methods). 
We keep the marginal cost of lignite that is used in mine-mouth 
plants constant. This serves as input for modelling the effect of IR 
developments on the marginal cost of FF-based electricity genera-
tion in the three IR scenarios. We further consider the range of ther-
mal efficiencies in Germany’s electricity generation park for plant 
types using lignite, hard coal and gas in combined cycle gas turbine 
setups, as in most cases one of these technologies sets the price. ETS 
emission prices are held constant at 2018 levels (see Methods).

The following three observations can be made based on our cost 
projections (Fig. 2). First, assuming constant carbon prices, lignite 
plants’ marginal costs remain out of reach for both solar PV and 
wind LCOE across all scenarios. Second, the LCOE of solar PV is 
lower than the marginal cost of gas plants and of almost all hard-coal 
plants in a flat IR scenario (Fig. 2a). With rising IRs, the viability of 
solar PV investments in a wholesale market-based setting deterio-
rates. In the moderate IR rise scenario, solar PV LCOE remain lower 
than the cost range for running gas plants and the upper-half of the 
cost range for hard-coal plants (Fig. 2b). In the extreme IR rise sce-
nario, solar PV LCOE cease to be comparable with running hard-
coal power plants and only undercut the upper-half of the marginal 
cost range of gas plants (Fig. 2c). Third, onshore wind LCOE are 
below the marginal costs of gas and less efficient hard-coal plants 
only if IRs remain at today’s levels (Fig. 2a). With moderately rising 
IRs (Fig. 2b), wind investments become less viable. LCOE are above 
the marginal cost of even the least efficient hard-coal plants. In the 
extreme IR rise scenario, onshore wind LCOE are even higher than 
the marginal costs of most gas plants (Fig. 2c). In sum, the compari-
sons show that an increase in IRs would substantially deteriorate the 
economic viability of RE investments that need to earn their LCOE 
from wholesale market prices set by FF plants.

Sustainable energy transition at risk
Our findings have important ramifications for the policy mix driv-
ing the sustainable energy transition in Europe. If governments 
of EU countries abandon their RE deployment policies, compara-
tively higher costs of RE would need to be absorbed by the EU ETS. 
However, the long-term economic performance of the EU ETS may 
be hampered by distortions such as myopic decision-making by 
investors and the limited credibility of the government-imposed 
emissions cap43. Hence, while allowance prices in the EU ETS are 
currently recovering, it is possible that history will repeat itself (C. 
Flachsland et  al., manuscript in preparation) and prices may col-
lapse again as observed several times in the past.

From the perspective of ensuring a continuous transition, relying 
on the EU ETS in its current state alone might be a risky strategy. 
Importantly, even short-term slumps of RE deployment due to dete-
riorated economic viability might have negative long-term conse-
quences for sustainable developments and related goals. Industry 
slumps and consequential layoffs would have a negative impact on 
decent jobs and economic growth (SDG 8). This often results in the 
loss of hard-earned technological capabilities and tacit knowledge 
in technology development, manufacturing, project development 
and financing (SDG 9), in turn resulting in increased technology 
adjustment costs44. Given the global importance of the European RE 
technology industry, the effect could have worldwide implications.
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In consequence, abandoning RE deployment policies in the 
face of rising IR is bad timing and could jeopardize the sustainable 
energy transition. To prevent this, we recommend a ‘thermostatic 
policy’ strategy45, which—like a thermostat—automatically counter-
balances potential increases in IR. The most direct policy measure 
to address rising IRs would be to couple the provision of subsidized 
loans with IRs: for example, financed via issuing green bonds46. For 
instance, the European Investment Bank, which has played a major 
role in financing RE plants47,48, could provide such subsidized loans 
in response to rising IRs. However, subsidized loans could crowd 
out private finance and create problems in calibrating subsidy levels 
to avoid over- or under-installations of RE (for example, in case of 
unexpected changes of fuel cost of competing FF-based electricity 
generation).

Recommendations for policy makers and researchers
In view of these results, we recommend a two-stage policy strat-
egy, supported by new energy models. In the short run, RE auc-
tion policies could work like a thermostat: as long as financing 
conditions remain favourable, bids will continue to yield market 
prices (or premiums of zero), representing a zero-cost policy. If IRs 
increase, bids will go up again, reflecting worsened financing condi-
tions. Competitive auctions for RE could thus ensure continued RE 
capacity additions while avoiding the above-mentioned calibration 
problems in a cost-effective way. Hence, instead of phasing out RE 
policies, governments should keep or—where not yet in place—
introduce such auction policies. Sophisticated auction policies, for 
example, using contracts for differences, could further improve 
the financing conditions49. Importantly, while the past role of RE 
deployment policies was to induce innovation, the new role would 
be to safeguard RE deployment—and thus the SDGs and the Paris 
targets—against the negative consequences of rising IRs.

In the longer run, a durable price floor could be introduced in 
the EU ETS to remedy the current above-mentioned distortions 
(as is the case in the Californian ETS). Ideally, such a floor would 
over time become high enough to ensure RE deployment even in 
times of high IRs, allowing RE auctions to be eventually phased 
out. The continuous deployment of RE assured by the near-term  

auction policies, would probably increase the political feasibility of 
an ETS price floor due to positive feedback effects, such as increased 
political support for RE and decreased influence of the FF indus-
try10,50,51. New models are required to understand which price floor 
levels could sustain renewable deployment and how energy market 
and policy risks not considered here would factor into financing 
costs. Such models should also consider broader general equilib-
rium effects not accounted for in the partial equilibrium perspective 
taken here.

This line of research should extend into a broader research 
stream, bringing this issue to policy makers’ attention and explor-
ing the full scope of implications. The reason most policy makers 
are unaware of the implications of higher IRs is that the models 
they typically use for energy- and climate-related decision-making 
ignore IR dynamics. Future model-based research should there-
fore incorporate IR dynamics and explicitly cover aspects of ther-
mostatic policy strategies, including how to deal with the potential 
trade-off between rising policy costs and adjustment costs resulting 
from potential RE industry slumps. Moreover, political scientists 
should consider the fact that IRs can change the cost dynamics of 
RE, which in turn affects the dynamics of energy and climate poli-
tics. In addition, researchers should explore potential new roles of 
public and central banks in addressing macroeconomic risks to 
the clean-energy transition that could jeopardize the Paris targets, 
attainment of SDG 7 and sustainable development more broadly.

In parallel, a second stream of research needs to consider the lost 
revenue from stranded FFs. The question of whether to compensate 
asset owners or not is an ethical (and political) one that is difficult to 
answer. On the one hand, according to the ‘polluter pays principle’, 
the costs of avoiding pollution need to be carried by the polluters, 
implying no compensation. On the other hand, from a political econ-
omy perspective, displacement of workers creates a strong incentive 
for politicians to compensate workers or regions. In the case of the 
German coal phase-out, heavy compensations along with structural 
aid were brokered by a coal phase-out commission52. A sustainable 
energy transition requires considering all stakeholders and mak-
ing tradeoffs, including between the affected SDGs, such as clean 
energy (SDG 7), climate action (SDG 13), decent work (SDG 8)  
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and reduced inequalities (SDG 10)4. Importantly, the effectiveness 
of other policies addressing these SDGs might also be affected by 
IR changes. Further research analysing the effect of IRs on attaining 
these SDGs and on their tradeoffs could facilitate the debate.

Methods
We calculate the LCOE for solar PV and onshore wind plants in Germany in three 
steps. First, we use historical government bond yields to develop three future IR 
scenarios for 5 years (2019 to 2023). Second, we project technology- and time-
specific future CoC in each of the three scenarios. Third, we calculate LCOEs for 
each scenario using the CoCs and other parameters and derive the part of the 
LCOE attributable to financing costs. The approach, data sources and assumptions 
for each step are described next.

IR scenarios. In the first step, we use monthly data on 10-year German 
government bond yields from July 1998 to June 2018 (20 years)53. We define a ‘pre-
financial crisis’ and a ‘post-financial crisis’ period of 120 months (10 years) each, 
using the month with the highest yield (June 2008, at 4.52%) as the separator. The 
pre-financial crisis period covers July 1998 to June 2008 and the post-financial 
crisis period covers July 2008 to June 2018. The separator month is 3 months 
before Lehman Brothers filed for Chapter 11 bankruptcy protection, which marks 
the peak of the financial crisis in the United States that subsequently spread to 
the Euro-zone54. We calculate the average over the 10-year precrisis period and 
use it as a reference point for the level that long-term IRs could reach again in a 
rebound. Specifically, we define three scenarios: (1) a flat scenario in which long-
term IRs stay constant at the 2018 average of 0.49%; (2) a moderate scenario in 
which long-term IRs rise at the same rate at which they decreased in the 10 years 
during and after the financial crisis, reaching 50% of the precrisis average (2.15%) 
in 2023; (3) an extreme scenario in which long-term IRs rise at twice the rate at 
which they previously declined, reaching the precrisis average (4.29%) in 2023. 
For comparison, the moderate scenario (0.97% in December 2019) is in line with 
several financial institutions’ 2019 outlooks on the long-term IR (10-year German 
government bond), which project a level of 0.8% in July 2019 and 1.0% in the 
fourth quarter of 2019 or the end of 2019, respectively26,55,56.

Cost of capital of RE plants. In the second step, we use the three IR scenarios and 
project-level data on PV and wind financing conditions to calculate technology- 
and time-specific costs of capital22. We build on the methodology of Egli et al.22, 
calculating the after-tax CoC using equation (1), in which E and D denote equity 
and debt investment, respectively; V signifies the total investment sum; KD and KE 
refer to the cost of debt and the cost of equity, respectively; and T represents the 
corporate tax rate. The leverage ratio is equal to D/V.

CoC ¼ KD
D
V
ð1� TÞ þ KE

E
V

ð1Þ

Again following Egli et al.22, we split the cost of debt into a long-term 
IR component (IR) and the debt margin (DM), as shown in equation (2). 
Furthermore, we follow the energy-finance literature57 in defining the cost of equity 
as the cost of debt plus an equity premium (EP), as shown in equation (3).

KD ¼ IR þ DM ð2Þ

KE ¼ IR þ DMþ EP ð3Þ

The cost of debt and the cost of equity change over time, depending on the IR 
scenario. All other indicators, namely the debt margin, the equity premium, the 
leverage ratio and the tax rate, are held constant. We use the technology-specific 
2017 average values from Egli et al.22 for the first three indicators and the German 
corporate tax rate in 2017 for the last one. All parameters are summarized in 
Supplementary Tables 1 and 2.

LCOE model for RE plants. In the third step, we parametrize an LCOE model 
for both technologies in each year (2019 to 2023) using equation (4). Note that 
this formulation of LCOE represents a cash-flow perspective and hence does not 
account for depreciation58.

LCOE ¼
CCAPEX þ

Pt¼25

t¼1

COPEX
t

ð1þCoCÞt

Pt¼25

t¼1

FLHt

ð1þCoCÞt

ð4Þ

CCAPEX denotes the initial investment cost per MW (CAPEX) at t = 0, COPEX
t
I

 
represents the operation and maintenance costs per MW per year (OPEX) from 
t = 1 to t = 25 (constant) and FLHt signifies the full-load hours of the asset per 
year from t = 1 to t = 25 (constant). The discount rate CoC is the technology- and 
time-specific cost of capital. We calculate future investment costs (€ MW–1) using 
global cumulative installed capacity by combining global capacity data in 2017 

from IRENA59 with deployment scenarios for the years 2018 to 2023 from IEA60. As 
a starting point, we use German investment costs in 201861. The future investment 
costs are then calculated using a one-factor learning curve commonly used in 
the literature62 and learning rates specific to the German context61. We further 
parametrize the LCOE model by using data for Germany in 2018 for full-load 
hours, operation and maintenance cost (€ MW–1 year–1) and asset lifetime61. We use 
solar PV full-load hours for central Germany and onshore wind values for northern 
Germany. We assume that full-load hours, operation and maintenance costs and 
asset lifetime stay constant for both technologies from 2018 to 2023. All parameters 
are summarized in Supplementary Tables 1 and 2.

Finally, we follow the approach of Egli et al.22 in splitting the LCOE into a 
CAPEX/OPEX component and a financing-cost component (see Fig. 1c and Main). 
The latter consists of debt service (principal repayment and IR payment) and 
returns to equity. We do so by estimating an LCOE with 0% cost of capital for both 
technologies in each year. We define the difference between the LCOE estimated 
using our technology- and time-specific cost of capital and the LCOE estimated 
using 0% cost of capital as the financing-cost share δ, according to equation (5).

δ ¼ LCOE� LCOECoC¼0 ð5Þ

Comparison of RE LCOE with marginal cost of FF plants. In the final step, 
we compare the projected LCOE of solar PV and onshore wind with the short-
run marginal cost of FF-based plants. Generally, the viability of RE investments 
depends on a comparison of their LCOE with expected electricity wholesale 
market prices, both of which could be affected by IR changes. While near-zero 
marginal cost will allow RE plants to produce electricity before FF plants are 
dispatched, investments in new RE capacity are only viable if market prices allow 
them to earn their full LCOE. Following the merit order principle, the wholesale 
price that subsidy-free RE plants can earn is an average of prices set by the different 
marginal plants depending on the market situation (given that investment costs 
of these marginal plants are sunk and thus are neither considered for dispatch 
nor decommissioning decisions). In Europe, wholesale price levels dropped over 
the last decade due to higher renewable penetration and lower cost of emission 
certificates and fuels27,63. However, Germany and its neighbouring countries still 
have overcapacities from an investment boom in the 2000s63,64 and only recently 
consider capacity payments to incentivize new dispatchable capacity once it will 
be needed65. Thus, short-run marginal costs of existing FF plants will probably 
continue setting market prices. In the German case, price-setting plants are 
typically either lignite-based plants, hard-coal-based plants or combined cycle gas 
turbine plants27. For our analysis we do not know which of these technologies sets 
the price during how much of the time where the RE plants produce electricity but 
compare RE LCOE to the marginal cost of all three technologies.

The marginal costs of FF plants (MC) in € MWh–1 are calculated as

MC ¼ Cfuel

η
þ Cemissions ´EF

η
þ CVOM ð6Þ

where Cfuel are fuel costs (in € per MWhthermal), η is the thermal efficiency (in 
MWhelectric per MWhthermal), Cemissions are the CO2 ETS emission certificate costs 
(€ t–1), EF is the CO2 emissions factor (t per MWhthermal) and CVOM are variable 
operations and maintenance costs (€ per MWhelectric). Parameters are taken from 
recent studies on electricity generation cost in Germany and held constant across 
scenarios (except for fuel prices, see later). Values and sources are summarized in 
Supplementary Table 3. The ranges for thermal efficiencies reflect the fact that in 
each technology group, power plants of different age and efficiency currently exist 
in Germany, yielding a range of marginal costs per FF-based plant type.

For CO2 emissions cost, we assume constant EU ETS costs at the average 
market price for in 2018 (closing European Climate Exchange European Emission 
Allowances futures prices, continuous contract no. 1: non-adjusted price based on 
spot-month continuous contract calculations). For fuel costs, the flat scenario is 
based on price projections for 2023 based on multiple market studies as compiled 
in ref. 11. For the moderate and extreme scenarios, we model a change of fuel 
costs with changes in the general IR level. The exact effect size depends on the 
temporal dimension. Typically, models estimate the reaction to a shock over 
time33. Estimated effects of a 100 basis points decrease of the IR on the oil price 
range from around 0 to 7% for months 1 to 47 after the shock. Depending on the 
model specification, the maximum effect ranges from 2.1 to 14.4% and occurs 
4–6 months after the shock. For a commodity index, the range is 0.7 to 6.0% for 
the maximum effect (3–15 months after the shock). Given that the theoretical 
and empirical literature describes a negative fuel price per IR elasticity but is 
inconclusive regarding the precise quantification of the elasticity (see section 
‘Viability of investments in subsidy-free renewables’ above), we model a fuel price 
change between –7.5% and +2.5% for each 100 basis points of IR increase for hard 
coal and natural gas (which are commodities). For our argument, this range is 
a conservative reading of the empirical literature as it even allows for a positive 
effect, which is typically not empirically observed, and as it limits the negative 
effect to the baseline estimation of Anzuini et al.33, while alternative estimations 
produce a twice-as-high negative effect size.

In contrast to hard coal and natural gas, lignite is generally not traded but 
mined on-site (a non-commodity), so the fuel price is considered independent of 
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the IR level. Overall, it should be kept in mind that the present analysis depicts the 
situation in Europe where an installed base of FF-based power plants competes 
with newly erected RE plants—which is why marginal costs are compared to LCOE 
of the latter.

Data availability
All data and the models used for this paper are provided in the Supplementary 
Dataset.
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Abstract 

Mitigating climate change requires a fundamental low-carbon transition, and emissions trading is 
widely thought to be a fail-safe instrument for achieving it. However, if prices become hockey 
stick-shaped, the resulting political pressure may soften the cap, implying the transition will not be 
followed through. Combing economics and political science, we conceptualise the feedback 
between allowance price and politics, underline the importance of the discount rate, and infer 
indicators for the risk of softening the cap. We then quantify these indicators for the EU, 
assessing a scenario with market risk exposure for renewables and rising interest rates. 
Compared to a scenario extrapolating current conditions, we find that allowance prices double in 
the long-term. Moreover, renewable capacity deployment is substantially delayed in the mid-term, 
and fossil fuel plant profits surge rather than decline. This suggests a considerable risk that the 
cap will be softened. 

Significance Statement 

Emissions trading systems are adopted by more and more jurisdictions worldwide. Their 
particular appeal is that emissions never exceed the capped amount. This led to a widespread 
belief that emissions trading is “fail-safe” and emissions targets will always be reached. We 
challenge this belief and provide a framework for how to assess the risk that the emissions cap 
will eventually be softened. Combining economics and political science, we conceptualize the 
feedback between allowance price and politics, and infer suitable indicators to assess the risk. 
Using an energy-system model, we then quantify these indicators for the EU-ETS for two different 
scenarios to underline that a hockey-stick price path implies a considerable risk that the cap will 
be softened. 
 
 
Main Text 
 
Introduction 
 
The appeal of emissions trading – also referred to as cap-and-trade – is to achieve a given 
emission reduction target at the lowest cost (1, 2). The cap acts as a backstop that ensures 
emissions never exceed a certain level, and allowance prices automatically adjust to changes in 
economic and policy conditions. This particular feature has led to a widespread belief that 
emissions trading is “fail-safe”: once a cap is in place, it will always be reached. Yet, economic 
and political research challenges this belief. Economic work has hypothesised that if prices reach 
unanticipated levels, this may lead to a retrospective change in the cap (3). Specifically, if prices 
rise too sharply, the cap might be revoked (4). Correspondingly, a certain level may exist beyond 
which allowance prices are not politically acceptable (5). Relatedly, political science has become 
concerned with the stickiness of cap-and-trade programmes – analysing political resilience across 
election cycles, the ability to adapt (6), and specifically in Europe, the politics of ratcheting up (7). 
From all this work, it transpires that important feedback of allowance prices on politics exists, 
which induces a risk that the cap will be softened. However, this feedback has not been made 
explicit so far, and the feedback mechanisms have not been analysed. 
 
Our work addresses this gap by combining the two disciplines. First, we conceptualise how 
alternative allowance price paths for the same cap provoke different feedback on politics. 
Specifically, we argue that firms’ discount rates are crucial for such feedback in emission trading 
systems since they can lead to a hockey stick-shaped price path. Such a path raises and 
concentrates the economic adjustment costs of fossil technologies and decelerates the 
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deployment of clean technologies. These are indicators for a shifting balance of the political 
power of respective industries, which is at the core of the risk that the cap will be softened.  
 
Second, using the Long-term Investment Model for the Electricity Sector (LIMES-EU), we quantify 
these indicators for the European Union Emission Trading System (EU ETS), responding to a 
recent call to expand the application of numerical economic models to inform policy makers on 
the political feasibility of policies (8). We find that, compared to currently low discount rates due to 
existing monetary and renewable policies, a higher rate induces a substantial risk of softening the 
cap by mid-2030 in terms of the indicators: allowance prices double by 2055, renewable capacity 
deployment is delayed eight years by 2035, and fossil fuel plant profits surge to their peak by 
2025. This is valuable information for EU policy makers, who just started deliberating about the 
post-2030 policy framework: If they take a wait-and-see approach and ignore the effect of other 
policies on allowance prices, their inaction may backfire with a softening of the cap in the future. 
Furthermore, general insights can also help policy makers in other jurisdictions design future 
emissions trading programmes. 
 
 
Dynamic feedback from allowance prices on politics 
 
In this section, we conceptualise how the risk of a future softening of the cap arises from the 
feedback of allowance prices on politics. To that end, we draw on both the political science and 
economics literature to answer the following questions: First, what are the specific mechanisms 
that may trigger future softening or strengthening of the cap? Second, which policy settings (e.g. 
socioeconomic parameters, design features) are crucial for determining the balance of feedback 
and the likelihood of future softening?  
 
To begin with, the political science literature argues that policy feedback is an important 
determinant for policy change (9, 10). More specifically, the stickiness of a policy is largely 
determined by the feedback this policy – once enacted – creates on future politics. Both negative 
and positive feedback may exist: If positive feedback prevails over negative feedback, the 
likelihood of policy stickiness increases. If negative feedback prevails over positive feedback, the 
likelihood of policy dismantling, e.g. softening the cap, increases (11, 12). Whether positive or 
negative feedback dominates depends largely on the costs and benefits a policy creates and how 
they are distributed (12). The cost and benefits are strongly related to the industry structure. 
Structural change, in turn, affects related political coalitions and feedback (13). 
 
Specifically for emissions trading, how the feedback develops over time depends on the 
allowance price path. According to the economic literature on emissions trading, allowance prices 
rise exponentially over time (14, 15). When allowances can be banked, the rate of price increase 
over time equals the discount rate due to intertemporal arbitrage. Accordingly, the general shape 
of the price path is determined by the discount rate. A high rate implies that the price starts at a 
relatively low level but rises sharply towards the end. Recent economic work alluding to the 
problems of such paths (4, 5) refers to them as hockey stick-shaped, which we also do in the 
following. 
 
Combining political science and economic perspectives, as shown in Figure 1, suggests that 
emission trading is particularly prone to the risk of future dismantling when the discount rate is 
high. To illustrate this, we make use of two stylised scenarios: “sticky cap” and “softened cap”. 
The “sticky cap” can be thought of as the scenario underlying the view that the cap is fail-safe, 
and it is thus the appropriate starting point to make our case. In the early phase, when prices are 
relatively low, the industry structure is dominated by carbon-intensive fossil-fuel (FF) capacity. 
The corresponding brown political coalition dominates policy choices. However, with rising prices, 
green firms benefit because this increases renewable energy (RE) technologies’ competitiveness 
and generates profits. This, in turn, fosters the growth of green industries. The higher the 
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industries’ profits, the more strongly they engage in a supporting coalition to sustain the policy – 
similar to the effect of green industrial policies (16). In parallel, the FF capacity becomes less 
competitive and is pushed out of the market, and the corresponding brown coalition becomes 
smaller and smaller. Accordingly, in the late phase when prices are high, overall feedback is 
positive working towards a sticky cap.  
 
This is different in the “softened cap” scenario. A high discount rate implies lower prices and, 
therefore, less green investments in the early phase, which postpones the transformation of the 
industry structure and the related expansion of the green coalition. At the same time, the sharper 
rise of prices in the late phase provokes stronger opposition from the brown coalition because of 
higher adjustment costs. More specifically, within a short time, considerable FF capacity becomes 
devaluated (17). To avoid this, the still-dominant brown political coalition opposes the policy (18). 
Since the green coalition is still relatively nascent, overall feedback is negative working towards a 
softening of the cap. 
 
Notably, this situation is only exacerbated when firms anticipate future dismantling and adapt their 
demand for allowances and intertemporal trading behaviour accordingly. This is because it 
effectively leads to a higher discount rate (19). Accordingly, anticipating future intervention is a 
sort of self-fulfilling prophecy in the sense that it makes a future dismantling more likely. 
 
To quantitatively analyse specific cases, we propose the following indicators to capture the 
relative risk of dismantling between different scenarios: First, the intersection of allowance price 
paths marks the onset of the blade of the hockey stick, from which point one can expect the risk 
of softening to become increasingly severe. Second, the delay in renewable capacity deployment 
captures the industry structure and particularly the relative strength of the positive feedback from 
the supporting green coalition. A larger delay implies weaker support. Third, the profit dynamics 
of fossil fuel-based plants capture the adjustment costs and strength of the negative feedback 
from the brown coalition. A sharper decline implies stronger opposition. 
 
 
Application to the EU ETS  
 
In this section, we apply this framework to the EU ETS and quantify the above indicators using 
LIMES-EU. The motivation for selecting this case is that, in the EU, the two main components of 
the discount rate – the general risk-free interest rate (IR) and the market risk premium – are 
currently particularly low. As we will explain, this is mainly due to energy and macroeconomic 
policies. While in the turmoil of the COVID-19 pandemic the prospects of these policies are 
difficult to assess, it certainly merits investigation as a contingency scenario (20). 
 
The persistently low IR in the EU has been the result of monetary policies (including quantitative 
easing) over recent years. If monetary policy is reversed, the IR may revert to the “old normal”. 
This affects the allowance price path directly, as explained in the previous section, and also 
indirectly by altering the costs of capital. Green technologies, namely renewables, are typically 
more capital intensive than brown technologies (21). Because a higher interest rate increases the 
cost of capital, green technologies become relatively more expensive (22). This, in turn, raises 
the initial allowance price level, implying that the price grows faster in absolute terms and 
becomes more bent in the later phase. Likewise, higher market risks have the same effect. 
Currently, dedicated support policies in the EU practically shield renewables from market risk. But 
political support is waning, and there is an ongoing discussion about phasing them out to rely 
solely on the EU-ETS for incentivising investments (22). This would expose renewables to the full 
market risk, implying a risk premium that increases the costs of capital even further.  
 
Against this background, we analyse two scenarios using LIMES-EU, a long-term cost 
optimisation model of the sectors regulated under the EU-ETS (see Methods for a more detailed 
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description): The first is a low discount rate (LoDR) scenario resembling the current situation to 
establish a reference case for comparison. The second is a high discount rate (HiDR) scenario 
that could arise under the policy choices described above. Accordingly, we break the discount 
rate down into the general IR and a risk premium depending on the market risk that power plants 
face: (1) In the LoDR scenario, we assume that monetary and energy policies remain as they 
currently are. Hence, the general IR remains at the current level of around 0%. FF-based power 
plants remain exposed to market risk, which we assume translates into a cost of capital of 5%. 
RE plants continue to be supported by dedicated policies, which effectively nullify their market 
risk exposure (23–26). Accordingly, we assume a cost of capital of 0%. (2) In the HiDR scenario, 
we assume that the general IR rises to 5%, and RE policies will be phased out, implying that RE 
technologies also face the full market risk. Consequently, investments into all technologies – FF 
and RE – are discounted with a uniform rate of 10%, resembling the market risk premium plus the 
increased general IR. 
 
Analysing the scenarios using LIMES-EU, we first look at the two allowance price paths (Figure 2) 
to establish the extent to which the price path is more hockey stick-shaped in the HiDR scenario. 
We find that the allowance price in the HiDR scenario is lower until 2035 despite the higher cost 
of capital for renewable energies. Yet, in the long term, prices take a hockey stick-shape because 
of the high growth rate of the allowance price. Prices rise to around €160 per ton of CO2 (€/t) in 
2055 compared to only around 80 €/t in the LoDR scenario. The fact that prices in the HiDR 
scenario surpass prices in the LoDR scenario only after 2035 suggests political pressure to soften 
the cap will mount two or three decades from now and, hence, seems to be a distant concern. 
However, looking at the specific indicators, it may turn out that the critical period will start in the 
nearer future, around 2030. 
 
Turning to RE capacity deployment, which indicates the strength of the green coalition, we find 
that lower allowance prices early on and higher costs of capital for REs imply significantly lower 
deployment (Figure 3). By 2035, the renewable capacity in the LoDR scenario (1,363 Gigawatt 
[GW]) is around 430 GW higher than in the HiDR scenario (932 GW). In other words, the level 
reached in the HiDR scenario by 2035 is already reached by 2027 in the LoDR scenario, implying 
a “deployment time lag” of around eight years between the two scenarios. To put this into 
perspective, eight years corresponds to approximately two election cycles in most EU countries, 
providing an opportunity for campaigning, thereby asserting influence on the composition of the 
political coalitions in parliaments and governments, i.e. two feedback loops, as shown in Figure 1. 
It is worth noting that increasing either the IR or market risk, keeping the other fixed at the LoDR 
level, already decreases deployment by around 280 GW (not shown in Figure 3). This 
corresponds to a deployment lag of around 5 years. In other words, if just one of the two effects 
would eventually unfold as assumed in the scenario, the deployment lag would still be substantial. 
 
Finally, we turn to the third indicator, the profits of fossil fuel-based plants. Figure 4 shows that 
overall short-run profits are substantially higher in the HiDR scenario compared to the LoDR 
scenario. Even after 2035, when carbon prices are higher, profits remain higher. The main reason 
is the deployment lag of renewable energy in HiDR, which increases market shares and, thus, 
profits for fossil technologies. With a view on how negative political feedback unfolds, the 
situation is somewhat ambiguous since profits also decline in the LoDR scenario between 2020 
and 2030. However, it is unlikely that this will result in a backlash that endangers the cap for two 
reasons. First, in the period through 2030, allowance prices are still relatively low and do not 
exceed 30 €/t. Thus, the brown coalition cannot credibly point to a high carbon price burden to 
lobby against the ETS. Second, since profits are relatively low, the funds that could be used for 
lobbying are also relatively low in contrast to the HiDR scenario, in which considerably more 
funds would be available due to the higher and more prolonged profits (27). More broadly, 
whereas profits in the LoDR scenario indicate a phase-out trajectory, in the HiDR scenario, profits 
still rise and thus “peak fossil” still lies ahead. The former pattern discourages lobbying (“lost 
cause”), whereas the latter encourages it (“playing for time”). 
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In sum, this analysis of the indicators suggests that the risk of softening the cap is considerably 
higher in the HiDR scenario than in the LoDR scenario for two intertwined reasons. First, in the 
HiDR scenario, the green coalition expands much slower due to the delay in RE capacity, and 
correspondingly, the extant brown coalition remains dominant for a longer time. Second, the 
brown coalition’s lobbying power is fuelled by higher and prolonged profits and the prospect that 
the fossil phase-out can be postponed. Overall, it seems likely that by mid-2030 the cap will come 
under pressure: By then the lag in deployment would have accumulated to eight years and fossil 
profits would have started to decline, which triggers a political pushback from respective 
generation asset owners. 
 
Discussion and conclusion 
 
We argue that emissions trading is not a fail-safe policy instrument to achieve the low-carbon 
transition. To that end, we establish how political feedback arising from allowance prices induces 
risk that the cap might be softened: a hockey stick-shaped price path arising from a high discount 
rate delays the formation of a strong green coalition in the short term and strengthens the 
lobbying power of the brown coalition in the longer term. These two dynamically interlinked 
effects determine the inherent risk of a future softening of the cap. Suitable indicators to quantify 
this risk are the allowance price path (onset of hockey stick blade), installed green capacity 
(relative strength of green coalition), and profits of fossil technologies (relative strength of brown 
coalition).  
 
The particular value of our approach lies in combining political science and economics, allowing 
us to overcome the respective blind spots in the two disciplines. On the one hand, economics is 
concerned with how policy design and market conditions influence the allowance price path. 
However, while the risk of regulatory intervention is acknowledged, its drivers are rarely explicitly 
considered and analysed. On the other hand, the focus of political science is on political feasibility 
and the stickiness of the cap. However, little attention is given to long-term feedback effects from 
allowance prices and the role of related market conditions. It is only by combining the two 
disciplines that this important interlinkage – policy feeds back on politics, which in turn feeds back 
on policy – can be unveiled. This interlinkage is what questions emissions trading as a fail-safe 
policy instrument.  
 
The results of our quantitative application are of high relevance for EU policy makers, who are 
about to initiate the process of designing the post-2030 policies. The indicators suggest that in the 
HiDR scenario, negative feedback will have mounted to exert substantial pressure to soften the 
cap by mid-2030. As for example Germany’s coal phase-out shows, this pressure can generally 
be dealt with at the time it arises – but only with high compensatory payments (28). Accordingly, 
taking measures to prevent a softening of the cap will pay out in the future, and several options 
for doing so exist. A continuation of the renewable support and keeping the general interest rates 
low, as in the LoDR scenario, is the apparent choice. However, climate policy makers have little 
say in that, so it should be addressed directly in the emissions trading design. A suitable 
mechanism would be a price collar that effectively “flattens” the hockey stick. This could reduce 
the risk of softening and would make the policy maker’s commitment to the cap more credible 
(29). Accordingly, whether emissions trading is fail-safe is a matter of policy design. Having a 
better understanding of the risk, to which we hope this work contributes, allows policy makers to 
take precautionary measures now to avoid that the cap will be softened in the future. 
 
Methods 
 
The LIMES-EU is a linear dynamic cost-optimisation model with a focus on the electricity sector. 
It simultaneously optimises investment and dispatch decisions for generation, storage and 
transmission technologies in five-year time steps from 2010 to 2070. Each year is modelled using 
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six representative days, including eight blocks of three hours. The representative days are 
estimated using a clustering algorithm (30), which allows capturing the short-term variability of 
supply (namely wind and solar) and demand. The model contains 32 generation and storage 
technologies, including different vintages for lignite, hard coal and gas. The energy-intensive 
industry is also covered and represented by a step-wise linear marginal abatement cost curve for 
each country. The EU ETS is implemented in line with the recent 2018 reform, including the 
Market Stability Reserve (MSR) and cancellation of allowances. A comprehensive description of 
the model (parameters, equations and assumptions) is provided in the LIMES-EU documentation 
available from the model’s website (31). 
 
Like all optimisation models of this type, LIMES-EU allows for a single discount rate. Accordingly, 
technology-specific discount rates need to be implemented indirectly. To this end, we convert the 
market risk premium (𝛿𝛿 [%]) into a monetary value expressing the net present value of the 
technology-specific risk premium (𝑅𝑅𝑅𝑅 [€/MW]) and deduct it from the model’s default investment 
costs. For this purpose, we make use of the fact that LIMES-EU results resemble a competitive 
market equilibrium, i.e. the NPV of all investments equals zero. To determine the risk premium, 
we define 
 

(1) 𝑁𝑁𝑁𝑁𝑁𝑁𝐴𝐴 = −𝐼𝐼𝐼𝐼 + �
1
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𝑡𝑡
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1
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where 𝐶𝐶𝐶𝐶𝑡𝑡   are the cash flows from selling the plant’s production, and 𝐼𝐼𝐼𝐼 are the investment 
costs. Assuming that the cash flows are constant over time, the risk-adjusted investment costs 
(𝐼𝐼𝐼𝐼 + 𝑅𝑅𝑅𝑅) can be derived by expanding the right-hand side of (2) and inserting (1), which leads to 
the following expression:  
 

(3) 𝐼𝐼𝐼𝐼 + 𝑅𝑅𝑅𝑅 =
𝐼𝐼𝐼𝐼 ∑ 1

(1 + 𝑟𝑟)𝑡𝑡𝑡𝑡

∑ 1
(1 + 𝑟𝑟 + 𝛿𝛿)𝑡𝑡𝑡𝑡
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Figures and Tables 
 
 

 
Figure 1. Dynamic policy feedback from allowance prices on politics. a) In case of a low 
discount rate, prices in the early phase are relatively high, inducing investment that “greens” the 
industry structure early on. When the late phase is reached, predominantly positive feedback 
ensures that the cap is sticky. b) The opposite holds for a high discount rate, where negative 
feedback is predominant in the late stage and softens the cap. Note that adjustment costs (not 
shown) are smoothly distributed over time in a) and concentrated in the late phase in b). 
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Figure 2. ETS allowance price paths in the two scenarios. Prices are shown up until the year 
2055 when, according to current regulations, the ETS cap will reach zero. Price paths intersect in 
the year 2035, after which prices in the HiDR scenario become markedly more hockey stick-
shaped. 
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Figure 3. RE capacity deployment in both scenarios. Total RE capacity in the HiDR scenario 
(red line) by 2035 is equal to the level already reached eight years earlier in the LoDR scenario 
(blue line), as indicated with the yellow arrow. By 2035, RE capacity in the LoDR scenario is 
around 430 GW higher than in the HiDR scenario. 
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Figure 4. Short-run profits of fossil technologies in both scenarios. Profits in the LoDR 
scenario show a marked phase-out trajectory and are lower than in the HiDR scenario, even 
through 2035, when the allowance price is higher. In contrast, profits in the HiDR scenario 
describe a trajectory where “peak fossil” still lies ahead and is particularly prone to lobbying. 
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Abstract

Cap-and-trade programs such as the European Union’s Emissions Trading System (EU

ETS) expose firms to considerable risks, to which the firms can respond with hedging.

We develop an intertemporal stochastic equilibrium model to analyze the implications

of hedging by risk-averse firms. We show that the resulting time-varying risk premium

depends on the size of the permit bank. Applying the model to the EU ETS, we find that

hedging can lead to a U-shaped price path, because prices initially fall due to negative risk

premiums and then rise as the hedging demand declines. The Market Stability Reserve

(MSR) reduces the permit bank and thus, increases the hedging value of the permits.

This offers an explanation for the recent price hike, but also implies that prices may

decline in the future due to more negative risk premiums. In addition, we find higher

permit cancellations through the MSR than previous analyses, which do not account for

hedging.
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1. Introduction

The European Union’s Emission Trading System (EU ETS) is the flagship policy

for the EU’s aspiration to reach climate neutrality by 2050 (European Council 2019).

However, observers are puzzled by the ETS permit1 price development and question

whether the EU ETS works efficiently (Ellerman et al. 2016; Friedrich et al. 2020). In

particular, the permit price declined from 30 EUR/t in 2008 to well below 10 EUR/t in

2012 where the price stayed until early 2018.2 One explanation for the price drop is lower-

than-expected emissions because of, among others, the financial crisis in 2007–2009 and

corresponding lower economic growth rates (Hintermann et al. 2016). According to the

European Parliament and Council of the European Union (2015), the resulting “supply-

demand imbalance” has destabilized the market. In response, the EU implemented the

Market Stability Reserve (MSR), which has two main mechanisms: First, the issuance

of permits is postponed, and they are placed in a reserve instead. Second, permits

are ultimately canceled when the reserve becomes too large (European Parliament and

Council of the European Union 2018). Since this mechanism was announced at the end

of 2017, the price has increased to about 25 EUR/t.

However, it remains controversial whether the MSR fixes the EU ETS’s problems

(Flachsland et al. 2020; Gerlagh et al. 2020). For one, the EU ETS might be plagued by

fundamental failures such as myopia, regulatory uncertainty and excessive discounting

– all of which distort the intertemporal permit price development (Fuss et al. 2018).

In this article, we also consider an intertemporal price distortion, which is affected by

the temporal permit issuance: That is, the time schedule when the regulator supplies

the permits to the regulated firms. In idealized cap-and-trade programs, the temporal

permit issuance is irrelevant as long as permits can be freely banked between periods so

that permit holders can decide when to use their permits (Salant 2016). As firms exploit

intertemporal arbitrage, free banking implies that the (expected) permit price rises at

1In cap-and-trade programs, tradable permits allow firms to release emissions. In the EU ETS,
permits are called European Union Allowances (EUAs) where one EUA permits emission of one ton of
carbon dioxide equivalent.

2Data are publicly available, for example, at https://www.quandl.com.
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the discount rate over time (Cronshaw and Kruse 1996; Rubin 1996).3 Although banking

is free in most emission trading programs, such as the EU ETS (ICAP 2020),4 we show

in this paper that the growth rate of the permit price nevertheless can be distorted by

the temporal issuance of permits.

The underlying market failure in our approach is a distortion of the permit price due

to hedging by risk-averse firms when the markets for risk are incomplete. Specifically,

firms reduce their risk exposure (i.e., hedging) by banking permits, as the value of the

banked permits (negatively) covaries with the firm profits such that the overall profits are

stabilized. However, a limited number of permits are available, and as a result, hedging

opportunities are constrained implying a risk premium as part of the permit price. As an

alternative to hedging via permits, firms may also trade derivatives of permits (futures

contracts) with financial traders (speculators), which, however, only reduces and does

not eliminate the risk premium. Our analysis comprises two steps: First, we analyze

theoretically how hedging affects prices in intertemporal cap-and-trade programs, such

as the EU ETS, and show that the size of the permit bank becomes an important price

driver. Second, we apply this theory to assess the price effects of the MSR. Analyzing the

MSR is a relevant application, because it shifts permits to the future and thus, reduces

the number of permits available for hedging.

Our theoretical approach regarding hedging is based on long-standing literature in

financial economics that focuses on the interaction of producers and speculators in com-

modity (permits, in this case) futures markets (Keynes 1930; Hicks 1939; Anderson and

Danthine 1979; 1981; Bessembinder and Lemmon 2002; Goldstein et al. 2014; Ekeland

et al. 2019). In this hedging pressure theory, risk-averse producers reduce their profit risk

exposure by trading futures contracts with speculators. The demand for futures by the

producers raises the price by the risk premium, which indicates the costs of hedging for

producers. Hirshleifer (1990) shows that risk premiums arise only from hedging demand

3This price path is known as the Hotelling price path (Hotelling 1931).
4In the EU ETS and many other ETS programs, banking is free, but borrowing from future periods

is not allowed. However, as, for instance, in the EU ETS the actual bank levels are highly positive
(European Commission 2019), the borrowing constraint does not play a large role.

3

6.1 Introduction 165



in general equilibrium if there is market friction, as otherwise, speculators eliminate the

risk premium through diversification. Although several frictions may cause such “limits

to arbitrage” (Shleifer and Vishny 1997), we follow Acharya et al. (2013) in assuming

that liquidity constraints limit speculators’ risk-taking capacity. Therefore, speculators

cannot fully satisfy producers’ hedging demand implying a non-zero risk premium in the

permit price.5

Several papers find empirical evidence for such risk premiums in different commodity

markets (e.g., Acharya et al. 2013; Hamilton and Wu 2014; Kang et al. 2020), and in

particular in the EU ETS (Pinho and Madaleno 2011; Chevallier 2013; Trück and Weron

2016). Furthermore, a survey among market participants of the EU ETS indicates that

hedging is the most important motive for trading (KfW and ZEW 2016). Interviews

conducted by Schopp and Neuhoff (2013) reveal that electricity producers follow risk

management procedures and hold permits for hedging profits several years ahead.

Against that background, we develop a stochastic intertemporal model that comprises

dirty (coal) and relatively clean (gas) firms that generate electricity and are regulated

by a cap-and-trade program. Firms build up capacity stocks, which constrain electricity

generation and amplify the impact of hedging. The risk premium that affects the level

and growth rate of the permit price is a function of the firms’ hedging demand for per-

mits, the permit price variability and the size of the permit bank. This gives rise to a

distinct intertemporal permit price profile. Initially, the dominant hedging demand of

dirty coal firms creates a negative risk premium, and thus, they apply a lower discount

rate compared to a risk-neutral reference firm. Over time, the market becomes cleaner,

implying declining hedging demand by dirty firms. In addition, firms build up a permit

bank which allows them to hedge. Thus, the risk premium becomes less negative and

5In addition to the hedging pressure theory, our work contains elements of the theory of storage
(Kaldor 1939; Working 1949; Brennan 1958; Deaton and Laroque 1992), similar to Acharya et al. (2013)
and Ekeland et al. (2019) who also combine both perspectives. The theory of storage explains the
relationship between commodity spot and futures prices by the non-negative constraint for commodity
inventories and storage costs (e.g., Deaton and Laroque 1992), where permit markets are a special case
with negligible storage costs. Moreover, in our model, there is also a non-negative constraint for banking,
but it is not our focus. However, the possibility of banking links permit prices over time, and therefore,
(expected) risk premiums in the future affect current spot prices.

4
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may turn positive. However, the price path strongly depends on the permits available

for hedging purposes, which, in turn, depend on the regulator’s time plan (schedule) for

issuing permits.

In our stylized simulation of the EU ETS, we find a declining price until 2025–2030

and then a rising price in the counterfactual case without the MSR. Accordingly, hedging

results in a U-shaped price path. The MSR amplifies the U-shape as prices are higher

in early years than without the MSR, but also decline at a higher rate because the MSR

reduces the permit bank level leading to a more negative risk premium. Therefore, the

recently observed price hike in the EU ETS presumably due to the MSR may imply that

prices in the future will rise only very slowly or even decline.

These findings stand in contrast to previous work on the originally proposed MSR

without cancellation of permits (European Parliament and Council of the European Union

2015). An important result of these studies is that the temporal issuance is irrelevant as

long as the overall cap remains unchanged, and banking and borrowing constraints do

not bind (Salant 2016). Perino and Willner (2016) accordingly find that a cap-neutral

MSR lifts the (short-term) permit price only if the borrowing constraint binds earlier due

to the MSR. As long-term prices are lower, the authors also conclude that low-carbon

investments with long lifetimes may decline (see also Perino and Willner 2019). We find

that investments in relatively clean gas capacities are hardly affected, and investments in

coal capacity significantly decline in the short-term and are slightly higher in the long-

term even when the MSR is cap-neutral. This result can be traced back to worse hedging

conditions for dirty firm capacity in the early years and price-level effects related to the

risk premium.

Kollenberg and Taschini (2019) go a step further and relate price variability positively

to the risk premium for banking permits. Because the MSR raises price variability, the

MSR may even lead to lower prices in the short-term, as firms want to use more permits

early due to the higher discount rate. Our approach differs from this work by deriving an

endogenous (time-dependent) risk premium rather than assuming a positive relationship

between price variability and the risk premium. In doing so, we find the differing result

5
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that even the cap-neutral MSR raises short-term prices substantially because the hedging

value of the permits increases. This is because the risk premium becomes smaller (or

more negative) reflecting that firms require a lower return for holding permits due to the

hedging value. Hedging in the context of the EU ETS and the MSR is also analyzed by

Schopp and Neuhoff (2013) and Schopp et al. (2015). Their approach does not explicitly

account for risk and implies inconsistent price jumps (cf. Salant 2016). We overcome these

drawbacks by explicitly including a risk factor (permit supply risk) and risk aversion.6

Furthermore, several papers7 analyze the cancellation mechanism of the new MSR.

However, these papers assume given discount rates and ignore uncertainty. An exception

is provided by Quemin and Trotignon (2019) who analyze the impact of firms’ limited

planning horizons and limited responsiveness to the MSR. They find a relatively high

number of permanent permit withdrawals (5 to 10 Gt) compared to the literature (1.7

to 6.0 Gt) especially if the firms have a limited horizon. We also find a relatively high

number of MSR cancellations (8.6 Gt) due to the negative risk premiums, which reduce

the applied discount rates in the early years. Therefore, the permit bank is larger, which,

in turn, leads to a larger influx in the MSR and thus, more cancellations.

The remainder of this paper is structured as follows: After presenting the general

model setup in Section 2.1, we derive formal results in a simplified two-period version of

the model in Section 2.2. In Section 3, we apply the model numerically to the EU ETS

for multiple periods to assess the MSR regarding its price and investment effects. Finally,

we discuss the results and conclude in Section 4.

2. The model

In our model, we consider firms competing in an electricity market. Emissions are

a byproduct of electricity generation, and firms are heterogeneous in how clean or dirty

their generation is. Emissions are limited by a cap-and-trade program, but the number of

6Several other papers consider risk aversion (Baldursson and von der Fehr 2004; 2012; Colla et al.
2012; Haita-Falah 2016) and ambiguity aversion (Quemin 2017) in permit markets. However, all of them
have a different focus than we do.

7Beck and Kruse-Andersen (2018), Bocklet et al. 2019, Bruninx et al. (2018), Carlén et al. (2019),
Gerlagh et al. 2019, Quemin and Trotignon (2019) and Perino and Willner (2017).
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permits issued in the future is uncertain, and so are firms’ profits. This creates a demand

for hedging profits when firms are risk averse. Electricity generators hedge by banking

permits and by trading permit futures contracts. In the futures market, we also model

a speculator who serves as trading counterparty to the generators. In the following, we

describe the model in detail.

2.1. General model setup

We consider N competitive firms, indexed by i, that produce a homogeneous and

non-storable good (electricity) xit at T periods, indexed by t. Demand is given by D (wt)

with D′ < 0 and price wt. The equilibrium condition,

∑N

i
xit = D (wt) , (2.1)

is always fulfilled. Firms use production technologies that differ in emission intensity

and in how costly they are to install and operate (capacity and production costs), for

example, coal and gas plants. We model production costs as a function CXi (xit) with

C
′
Xi > 0. To produce xit units, firms also need at least kit units of capacity, for which

the capacity costs are given by CKi (kit) with C ′Ki > 0. We assume that the production

and capacity costs are separable, which is a standard assumption in electricity market

modeling (Stoft 2002). Defining ζit ≡ xit
kit

as the capacity utilization rate, production is

constrained by

1 ≥ ζit ≥ 0. (2.2)

Although the utilization rates can be immediately adjusted within a period, investments

in (plant) capacity, IKit ≥ 0, are added to the existing capacity stock with a lag of one

period,

kit = (1− δ) kit−1 + IKit−1, (2.3)

where δ is the rate of depreciation.

The firm-specific emission intensity is captured by a time-invariant emission factor φi;

7
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i.e., the production of each unit of xit causes φi units of emissions.8 The heterogeneity

in emission factors φi is important for our analysis, because permit supply uncertainty

affects dirty coal firms (high φi) differently from relatively clean gas firms (low φi). Overall

emissions are capped, because emissions are regulated by a cap-and-trade program. To

comply with the regulations, firms need at least as many permits as emissions xitφi at

the end of each period t. At the beginning of each period, St permits are auctioned9 by

the regulator at price pt that clears the permit market, that is,

St =
∑N

i
yit, (2.4)

where yit is the number of purchased permits. Uncertainty enters the model through

permit supply risk in the following way: Initially, the regulator announces a permit

auction schedule for the entire lifetime of the cap-and-trade program beginning in the

first period and ending in the last period t = T . However, in each period the regulator

may deviate from her previous announcement and in addition, may announce a new

permit supply schedule for future periods τ , Sτ ∀ τ > t. Thus, uncertainty about the

permit supply in period t is resolved at the beginning of t, but the supply in future

periods τ remains uncertain. Therefore, in firm expectation the overall supply, or cap, in

any period t is

Et
[
S̄
]

= St +
∑T

τ>t
E [Sτ ] . (2.5)

Furthermore, a reserve mechanism similar to the MSR in the EU ETS affects the permit

supply as well. We explain and implement the MSR in detail in the numerical simulation

8Constant and time-invariant emission factors are standard assumptions for electricity plants because
each unit of fossil fuel (coal, gas) leads to the same amount of emissions and electricity. We ignore
technological progress which could improve the conversion efficiency from fossil fuel to electricity. Given
the maturity of fossil fuel plants, this is a mild assumption.

9Throughout the paper, we assume that the initial allocation of permits is through auctioning; that
is, there is no free allocation. Although the allocation method, in general, can affect market outcomes
(e.g., Böhringer and Lange 2005), and in particular, if firms are risk averse (Baldursson and von der Fehr
2004; 2012), we omit this to streamline the analysis. In this paper, we focus on the EU ETS and on the
electricity sector in the program, where, in principle, all permits are auctioned (European Parliament
and Council of the European Union 2018).

8
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in Section 3, but we consider a stylized representation in this analytical part. Recall that

the MSR has two effects: First, it shifts the permit supply to the future, and second, it

reduces the overall cap by the cancellation of permits. We separate these two mechanisms

and model the permit shift as

∆Et
[
S̄
]

= ∆St +
∑T

τ>1 ∆E [Sτ ] = 0. (2.6)

That is, any change in permit supply ∆St in any period is fully compensated by the

(announced) supply in other periods such that the total expected cap is always the same

from the perspective of period t. Thus, only the temporal permit issuance is affected which

corresponds to the first mechanism of the MSR. In addition, the cancellation mechanism

leads to an overall lower supply if too many permits are in the reserve. Below, we discuss

how hedging affects the number of canceled permits, and we model the entire MSR

explicitly in the numerical simulation.

If firms buy more permits yit than they have emissions xitφi = kitζitφi, additional

permits can be transferred to the next period (banking). Let bit be the banked permits

at the end of period t. Then, the dynamic banking constraint is

bit = bit−1 + yit − kitζitφi, (2.7)

while borrowing from the future is not allowed:

bit ≥ 0. (2.8)

Moreover, firms can also trade futures contracts on permits denoted by fit. We con-

sider only futures contracts that expire in the next period. That is, the buyer of fit > 0

units of futures bought at price pft in period t receives fitpt+1 in period t+1, and the seller

(fit < 0) receives fitpft in period t and has to pay fitpt+1 in period t + 1. For both, the

expected payoff of the futures is
(
E [pt+1]− pft

)
fit. As further shown below, futures are

a hedging instrument for the electricity-generating firms because the futures’ payoff neg-

9
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atively covaries with the plant profits. In addition, a representative speculator is active

in the futures market who seeks to gain speculative profits given (in expectation) by the

futures’ payoff
(
E [pt+1]− pft

)
fsp,t where fsp,t is the number of futures bought (fsp,t > 0)

or sold (fsp,t < 0) by the speculator. In the futures market equilibrium, positive and

negative positions must be balanced:

∑N

i
fit + fsp,t = 0. (2.9)

Furthermore, firms invest in a risk-free asset stock lit, providing a safe return r. This

serves as an alternative investment opportunity, allowing for risk-free allocation of wealth

over time. Denoting investments in the risk-free asset as ILit, the risk-free asset stock is

lit = (1 + r) lit−1 + ILit. (2.10)

Given this setup, the profits of the electricity-generating firms in period t are

πit = wtkitζit − CXi (kitζit)− CKi (kit)− ptyit − ILit − pft fit + ptfit−1, (2.11)

where wtkitζit describes the revenue for selling electricity, CXi (kitζit) and CKi (kit) are

costs for producing and for plant capacities,10 respectively. The terms ptyit and ILit are

costs (> 0) or revenues (< 0) for trading permits and the risk-free asset, respectively. The

term pft fit denotes investments in futures contracts, and the term ptfit−1 reflects profits

from futures contracts invested in the previous period. We further assume that firms have

concave preferences regarding profits described by a von Neumann–Morgenstern utility

function Uit (πit) with U
′
it > 0 and U ′′it < 0. This implies that firms have a preference for a

more stable profit, meaning they behave in a risk-averse manner which causes the desire

to hedge.11 The problem of the electricity-generating firms is

10Note that we assume for simplicity that there are no costs for investing in plant capacity IKit.
Instead, investment costs are allocated to the capacity costs.

11There are several reasons why firms behave as if they are risk averse (Froot et al. 1993; Acharya
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maxζit,yit,IKit,ILit,fit
∑T

t=1
1

(1 + r)t−1E [Uit (πit)] (2.12)

subject to

1 ≥ ζit ≥ 0 IKit ≥ 0 bit ≥ 0

kit = (1− δ) kit−1 + IKit−1 (2.13)

bit = bit−1 + yit − kitζitφi

lit = (1 + r) lit−1 + ILit.

For the analysis below, it is convenient to rewrite the profit by using the intertemporal

banking condition (2.7),

πit = πplantit + pt (bit−1 − bit)− ILit − pft fit + ptfit−1, (2.14)

with πplantit = wtkitζit − CXi (kitζit)− CKi (kit)− ptkitζitφi.

The speculator is not active in the electricity market and trades only the risk-free

asset and futures contracts. The speculator’s profits are

πsp,t = −IL,sp,t − pft fsp,t + ptfsp,t−1, (2.15)

and the speculator’s maximization problem is

maxIL,sp,t,fsp,t
∑T

t=1
1

(1 + r)t−1E [Usp,t (πsp,t)] (2.16)

subject to

lsp,t = (1 + r) lsp,t−1 + IL,sp,t. (2.17)

et al. 2013): for example, costs associated with financial distress or principal agent issues that result in
higher utility from more stable profit.
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Similar to the electricity generators, the speculator evaluates profits based on a concave

function Usp,t (πsp,t) with U
′
sp,t > 0 and U

′′
sp,t < 0. In doing so, we follow the financial

economics literature (Acharya et al. 2013), by interpreting this as capital constraint. For

instance, the constraint could be due to value-at-risk (VaR) limits, and thus, taking risky

positions is constrained. Therefore, even if the speculator is risk neutral, she behaves in

a risk-averse manner.

2.2. Two-period model

To derive analytical results, we solve the model for two periods, t = 1, 2 in this

section. In addition, we make the following assumptions: The electricity demand is

linear, D (wt) = A− awt, the firms’ production costs are quadratic CXi (xit) = βi
2 x

2
it and

their capacity costs are linear CKi (kit) = γikit.12 There are only two firms, i = c, d, a

relatively clean gas firm and a dirty coal firm with φd > φc. Moreover, to arrive at closed-

form results we assume a quadratic utility function in some cases, for both electricity

generators Uit (πit) = πit − π2
it and the speculator Usp,t (πsp,t) = πsp,t − π2

sp,t.13 For the

numerical application to the EU ETS in Section 3, we extend the model to multiple

periods and show that the results also hold for utility exhibiting constant relative risk

aversion.

2.2.1. Period 2 equilibrium

We solve the model backward and start in period 2. Note that all derivations can be

found in Appendix A.

As period 2 is the final period, no further investments in plant capacity and futures

contracts are made, IKi,2 = fi,2 = fsp,2 = 0, and all available permits are used or sold

12These assumptions are motivated by electricity sectors: First, marginal production costs increase
with production implying an upward sloping electricity supply curve as with the merit-order curve in
electricity markets. Second, capacity costs typically exhibit constant marginal costs per unit of capacity
(e.g., costs for coal plant capacity do not increase with the number of installed plants). However, the
specific functional forms have only minor relevance for the analytical results as long as one firm type has
costs which imply that the firm benefits from a higher permit price (in terms of higher profits), while
another firm type has costs so that it loses from a higher price (and vice versa). We show below that
this is the case given these assumptions.

13Assuming quadratic utility is akin to mean-variance optimization which has a long tradition in
financial economics, and especially in the hedging pressure literature (Anderson and Danthine 1979;
Ekeland et al. 2019).
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(assuming a strictly positive permit price p2). Similarly, the stock of the risk-free asset

is depleted, implying bi,2 = li,2 = lsp,2 = 0. As a result, the speculator has no decision

to make. Uncertainty has been resolved, and the generating firms’ problem, thus, is to

maximize Ui,2 (πi,2) over ζi,2 and yi,2 subject to the constraints in (2.13). Taking the

first-order conditions (see Appendix A.1), the utilization rate and the permit purchases

can be written as

ζi,2 = w2 − p2φi
βiki,2

− µi,2
U
′
i,2βik

2
i,2
, (2.18)

yi,2 = φi

(
w2 − p2φi

βi
− µi,2
U
′
i,2βiki,2

)
− bi,1, (2.19)

where µi,2 is the shadow value of the capacity constraint which is positive if the capacity

is fully utilized, ζi,2 = 1, and zero otherwise:

µi,2 =





U
′
i,2

(
ki,2w2 − βik2

i,2 − p2φiki,2
)

if ζi,2 = 1

0 if 1 ≥ ζi,2 ≥ 0
. (2.20)

The shadow value µi,2 indicates the scarcity of capacity kit, which cannot be increased

within a period due to the time lag for investments. For (2.19), we assume that the cap

is always binding, and therefore, there is always a positive permit price p2. Note that

risk aversion, reflected by the marginal utility U ′i,2, has no effect in period 2 (in (2.18),

either µi,2 = 0 or U ′i,2 is canceled out due to (2.20)). It adjusts only the shadow value of

the capacity which, however, triggers no changes in the firm behavior, because the firm

cannot change its capacity level within a period.

By making use of the equilibrium condition of the electricity market, ∑N
i ki,2ζi,2 =

D2 = A− aw2, the electricity price reads:

w2 = 1
(βd + βc + βcβda)

(
Aβcβd + p2 (βdφc + βcφd) + βd

µc,2
U
′
c,2kc,2

+ βc
µd,2

U
′
d,2kd,2

)
. (2.21)

Similarly, the permit price can be derived from using (2.19) in the permit equilibrium
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condition, St = ∑N
i yit. By additionally considering (2.21), we get:

p2 = A (βdφc + βcφd)− (βd + βc + βcβda) (bc,1 + bd,1 + S2)
(φc − φd)2 + a (βcφ2

d + βdφ2
c)

(2.22)

+
µc,2

U
′
c,2kc,2

(φd − φc (1 + βda)) + µd,2
U
′
d,2kd,2

(φc − φd (1 + βca))

(φc − φd)2 + a (βcφ2
d + βdφ2

c)
.

Intuitively, the electricity price is a positive function of demand, reflected by A (the

intercept of the demand function), and the permit price p2. Shocks in the permit price,

therefore, are transferred to consumers via the electricity price. The only source of

uncertainty (from the perspective of period 1) is the permit supply in period 2, S2.

To examine the effect of a permit supply shock, we assume for a moment that the

plant capacity constraints (reflected by the last two terms in (2.21) and (2.22)) do not

bind, µi,2 = 0. In this case, a positive shock on S2 (a less ambitious policy) leads to a

lower permit price and vice versa, as can be seen directly from (2.22). Concerning the

utilization rates, permit price shocks have the following effects.

Lemma 1. If the capacity constraints do not bind, µi,2 = 0, a positive permit price

shock leads to (1) higher capacity utilization by the clean firm, dζc,2
dS2

> 0, iff φd >

φc (1 + βda) holds, and (2) lower capacity utilization by the dirty firm, dζd,2
dS2

< 0. For

a negative permit price shock, the opposite holds.

While the dirty firm always produces less when the permit price increases and vice

versa, for the clean firm, it depends on the parameters. Specifically, the condition φd >

φc (1 + βda) implies that if the demand reaction to price changes in the electricity market

is strong enough, reflected by a high a, or the clean firm is not clean enough (i.e., φc

is too large) such that the inequality is violated, the clean firm produces more if the

permit price is low. However, we consider the case in which φd > φc (1 + βda) holds, and

thus, the clean firm increases production as soon as the permit price increases, which

reflects the fuel switch in electricity markets. A higher permit price leads to less coal

(dirty) and more gas (clean) production.14 Note that the assumption of non-binding

14The fuel switch from coal to gas plants is one of the most important abatement options in the EU
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capacity constraints is innocuous for this result. For one, capacity constraints would not

switch the sign of the effect on the utilization rates, but instead, restrict the effect size,

as the constraints limit or even prevent how firms change their production after a shock.

Moreover, typically capacity constraints do not bind in expectation in electricity markets,

as power plants are not always fully utilized. Demand varies on a short time scale, and

plants have to be ramped up and down. In this sense, the utilization rate in the model

should be interpreted as a long-term (e.g., annual) utilization rate.

For the analysis of hedging with permits, the relationship between plant profits and

permit price is important.

Lemma 2. If the capacity constraints do not bind, µi,2 = 0, a positive permit price

shock leads to (1) higher plant profits for the clean firm, and thus, Cov
[
πplantc,2 , p2

]
> 0,

if condition φd > φc (1 + βda) holds, and (2) lower plant profits for the dirty firm, and

thus, Cov
[
πplantd,2 , p2

]
< 0. For a negative shock, the opposite holds.

If condition φd > φc (1 + βda) is fulfilled, and thus, the clean firm increases its pro-

duction level after a positive permit price shock, the clean firm also gains higher plant

profits. The dirty firm produces less (Lemma 1) and has higher costs, and therefore, it

always loses from higher ETS prices.

Although we ignore capacity constraints for Lemma 1 and Lemma 2 because they

do not change the nature of the results, they have an important impact on the price

sensitivity to permit supply shocks, which we consider as the measure of price variability.

Specifically, it can be shown (see Appendix A.2) that if electricity generation is con-

strained by plant capacity, the permit price variability is higher. The intuition is that

capacity partly locks in production levels. This implies that firms have less flexibility to

react to shocks. For instance, after a negative permit supply shock, the production of

the clean firm increases less if the capacity constraints bind. To comply with the cap, the

permit price must rise to a higher level than without capacity constraints, because abate-

ETS when the permit price is above approximately 20-30 EUR/t (depending on coal and gas prices;
Friedrich et al. 2020). As the permit price has been above 20 EUR/t since 2019 (with the exception of
a short period due to the COVID-19 shock), modeling the fuel switch is very relevant.
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ment is achieved with more expansive technologies (i.e., via lower electricity demand in

the model). As a result, the higher price variability also leads to higher profit variability,

and thus, it amplifies the effect of hedging which we analyze further below.

2.2.2. Period 1 equilibrium

In period 1, electricity-generating firms have to make decisions under uncertainty

about the permit supply by maximizing utility in (2.12) for T = 2 and subject to (2.13).

While the capacity utilization rate ζi,1 and the permits trades yi,1 must fulfill the same

condition as in period 2, generators additionally decide about the optimal permit bank

level bi,1, capacity level for period 2 ki,215 and the amount invested in the risk-free asset

li,1 and futures contracts fi,1. In addition, the speculator maximizes (2.16) subject to

(2.17) via investments in the risk-free asset lsp,1 and futures contracts fsp,1 (see Appendix

A.1 for all first-order conditions). First, we analyze how the generators hedge via the

permit bank, and how this affects the permit price while we ignore futures markets and

plant capacities. Then, we add the futures market to the analysis and show that its main

effect is to reduce risk premiums. In the last two parts of this section, we examine the

capacity effects and discuss the impact of the MSR.

Banking and hedging. The number of permits firms buy is equal to their period 1 emis-

sions plus the desired bank at the end of period 1,

yi,1 = φiζi,1ki,1 + bi,1, (2.23)

where the banking demand can be written as follows:

bi,1 = E [p2]− p1 (1 + r)
λiV ar [p2] −

Cov
[
πplanti,2 , p2

]

V ar [p2] − (1 + r)ϕi,1
U
′
i,1V ar [p2] , (2.24)

for which we assume quadratic utility with λi = −U
′′
i,1

U
′
i,1

as the coefficient for absolute

risk aversion. The third term on the right side in (2.24) includes the shadow price of

15Due to the time lag for investments in capacity, we assume for simplicity that there are sufficient
initial capacities ki,1 such that the capacity constraints do not bind in period 1.
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the borrowing constraint ϕi,1 (due to inequality (2.8)), which is positive if firms want to

borrow (bi,1 < 0) but cannot, and zero otherwise. The first term reflects the intertemporal

arbitrage or speculation motive. If the expected discounted price exceeds today’s price

E [p2]− p1 (1 + r) > 0, firms want to hold a positive bank for purely speculative reasons

and vice versa. The second term is the hedging demand, determined by the covariance

of plant profits with the period 2 permit price. It reflects the number of permits that

firms want to bank to reduce their risk exposure. For this hedging demand, we have the

following proposition.

Proposition 1. For a pure hedging purpose, the dirty firm wants to hold a posi-

tive number of permits bd,1 > 0 (banking), and the clean firm holds no permits, bc,1 =

0. The clean firm holds a positive number of permits only if E [p2] − p1 (1 + r) >

λiCov
[
πplantc,2 , p2

]
.

Intuitively, dirty firms want to hold a long position in the permit market (i.e., banking)

because they are short with respect to the permit price in the electricity market; for clean

firms, the opposite holds (see Lemma 2). This is reflected by the hedging demand, the

second term in Equation (2.24), which is positive for dirty firms because Cov
[
πplantd,2 , p2

]
<

0 and negative for clean firms because Cov
[
πplantc,2 , p2

]
> 0. However, because we assume

that borrowing is not allowed, clean firms cannot hedge their electricity market profits by

trading permits. Only when the speculative demand exceeds the hedging demand, i.e., if

E [p2] − p1 (1 + r) > λiCov
[
πplanti,2 , p2

]
, clean firms bank, because the expected profit for

banking compensates for the higher risk exposure due to banking.

The implications of the hedging demand for the permit price can be analyzed by

decomposing the price dynamics into three parts:

E [p2]− p1

p1
= r + (1 + r)ϕi,1

p1E
[
U
′
i,2

] + q1. (2.25)

The first term is the risk-free rate r, which reflects the opportunity to invest in the

alternative asset li,1. The second term is present only if the borrowing constraint binds.

In this case, the shadow price is positive ϕi,1 > 0, and therefore (while ignoring q1), the
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growth rate is lower than the interest rate r. This is a standard result in the deterministic

or risk-neutral case (Rubin 1996; Schennach 2000; Fell 2016). The third term q1 is the risk

premium in period t = 1 which emerges endogenously due to the firms’ hedging demand.

With a general utility function, it is q1 = −
Cov

[
U
′
i,2,p2

]

E[U ′i,2]p1
, and thus, it depends on the firms’

risk preferences, reflected by the marginal utility U ′i,t and the relationship of the firm’s

marginal utility to the permit price, reflected by the covariance term. Assuming quadratic

utility and considering the permit market clearing in Equation (2.4), the equilibrium risk

premium can be expressed as follows:

q1 = Λ
p1

(
Cov

[
πplantd,2 , p2

]
+ Cov

[
πplantc,2 , p2

]
+ V ar [p2]B1

)
, (2.26)

where B1 = bd,1 + bc,1 is the total bank, and Λ ≥ 0 is a parameter that reflects the

risk-taking capacity of the market. The risk-taking capacity if both firms bank is Λ =
(
λ−1
d + λ−1

c

)−1
. If only one firm banks, the risk-taking capacity is Λ = λi (recall that λi

is the coefficient of absolute risk aversion). A large Λ implies a low risk-taking capacity,

and in the case of risk neutrality, Λ = 0, the risk-taking capacity is infinitely large, and

the risk premium would disappear, q1 = 0. Equation (2.26) further shows that the price

variability, V ar [p2], has a positive effect on the risk premium, because price variability

increases the risk of permit banking, and thus, firms require a higher return for banking.

Similarly, a higher overall bank, B1, in isolation increases the volume of risky permits

for which firms require a larger risk premium. In contrast, the hedging demand may

have a positive or negative effect on the risk premium. The clean firm’s hedging demand

increases, and the dirty firm’s hedging demand decreases, the risk premium, because

Cov
[
πplantc,2 , p2

]
> 0, and Cov

[
πplantd,2 , p2

]
< 0 (see Lemma 2).

However, the clean firm banks only if the risk premium is positive (cf. Proposition

1), and thus, the sign of the risk premium depends only on the strength of the dirty

firm’s hedging demand and the risk of banking permits
∣∣∣Cov

[
πplantd,2 , p2

]∣∣∣ S V ar [p2] bd,1.

If the former exceeds the latter, the risk premium is negative. This is because banking

has the additional benefit of lower risk exposure for dirty firms in this case. Therefore,

they are willing to accept a lower return for banking permits (potentially even a negative
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one). In turn, if the permit price variability and the banked volume are too high so that
∣∣∣Cov

[
πplantd,2 , p2

]∣∣∣ < V ar [p2] bd,1 holds, the risk premium is positive, and the dirty firm

requires a risk premium for holding permits.

Proposition 2. The risk premium increases with the permit price variability V ar [p2],

and the hedging demand of the clean firm Cov
[
πplantc,2 , p2

]
. It is decreasing in the absolute

value of the (generally negative) hedging demand of the dirty firm
∣∣∣Cov

[
πplantd,2 , p2

]∣∣∣. The

sign of the risk premium is positive if
∣∣∣Cov

[
πplantd,2 , p2

]∣∣∣ < V ar [p2] bd,1, and vice versa.

In the absence of capacity constraints, a positive risk premium always leads to a

lower price and higher emissions in period 1, and a higher (expected) price and lower

emissions in period 2. By rewriting (2.25) as p1 = E[p2]
(1+r+q1) , it becomes obvious that the

risk premium has the same effect as the risk-free rate. Thus, a positive risk premium

increases the applied discount rate and leads to a steeper price path, and vice versa. The

size of the risk premium hinges on the risk-taking capacity of the market reflected by

Λ (see Equation (2.26)). Next, we show how futures markets reduce risk premiums by

increasing the risk-taking capacity (lower Λ).

The effect of futures markets. In this section, we add the futures market and speculators

to the model as described in Section 2.1. Assuming quadratic utility, and maximizing

(2.16) via fsp,1 subject to (2.17), yields the speculator’s futures trades:

fsp,1 = E [p2]− pf1 (1 + r)
λspV ar [p2] . (2.27)

The coefficient of absolute risk aversion λsp ≥ 0 reflects the severity of the speculator’s

capital constraint (cf. Acharya et al. 2013). If λsp = 0, the constraint does not bind,

and the speculator can fully exploit intertemporal arbitrage implying that she invests in

the futures market until it holds E [p2] = pf1 (1 + r). If λsp → ∞, the speculator has no

liquid funds to invest in the futures market implying fsp,1 = 0. For 0 < λsp < ∞, the

speculator increases the funds invested in the futures market with the expected profit for

this investment, E [p2]− pf1 (1 + r).
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Dirty and clean firms maximize (2.12) via fi,1 subject to (2.13), which gives the

demand for futures:

fi,1 = E [p2]− pf1 (1 + r)
λiV ar [p2] −

Cov
[
πplanti,2 , p2

]

V ar [p2] − bi,1. (2.28)

The expression shows that an increase in the permit bank bi,1, reduces the demand for

futures by the same number (all else equal). The reason is that buying a permit instead

of a futures contract is a perfect substitute in terms of hedging: Buying one permit or

one futures contract in t = 1 both yields the same random profit p2 in t = 2 implying

that they have the same hedging effect reflected by Cov
[
πplanti,2 , p2

]
. As long as there is a

positive bank in equilibrium (i.e., the borrowing constraint does not bind, ϕi,1 = 0), the

permit price and the futures price must be equal, p1 = pf1 , due to arbitrage. This can be

seen by using (2.28) and (2.27) in the equilibrium condition of the futures market (2.9)

to derive the futures price:

pf1 = E [p2]
(1 + r) −

Λf

(1 + r)
(
Cov

[
πplantd,2 , p2

]
+ Cov

[
πplantc,2 , p2

]
+ V ar [p2]B1

)
, (2.29)

where Λf is the risk-taking capacity of the market if a futures market exists, as opposed

to Λ without a futures market. Similarly, the permit price p1 can be derived by using the

demand for permits (2.23) in the ETS market equilibrium (2.4) (see Appendix A.3.1),

which yields the same expression (if the borrowing constraint does not bind) implying

p1 = pf1 . However, a difference from permits is that futures allow the clean firm to hedge

as well, because short positions (fit < 0) are possible, which is not allowed in the permit

market due to the borrowing constraint (bit ≥ 0).

The main implication of the futures market is that the speculator increases the risk-

taking capacity because Λf =
(
λ−1
d + λ−1

c + λ−1
sp

)−1
< Λ =

(
λ−1
d + λ−1

c

)−1
holds. That

is, if a speculator is active in the futures market, the risk premium becomes smaller as

can be shown by replacing Λ by Λf in the expression for the risk premium (2.26). The

strength of this effect depends on the speculator’s capital constraint: If the constraint
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does not bind (λsp = 0), the speculator eliminates the risk premium, and if the constraint

is too binding (λsp →∞,), the risk-taking capacity becomes Λ =
(
λ−1
d + λ−1

c

)−1
, because

the speculator does not trade futures.

Capacity effects. In this section, we look at the effect of plant capacity, which we have

ignored thus far. Optimal capacity investments can be decomposed into three parts:

ki = 1
γi

(
E [ζi,2]E

[
µRNi,2

]
+ Cov

[
ζi,2, µ

RN
i,2

]
+ 1
U
′
i,1
Cov

[
U
′
i,2, µ

RN
i,2

])
, (2.30)

where µRNi,2 is the marginal capacity value in the risk-neutral case (i.e., µi,2 if E
[
U
′
i,2

]
= 1;

see Equation (2.20)). The first two terms on the right side in (2.30) reflect the opti-

mal capacities when firms are risk neutral. Specifically, the effect of uncertainty in the

risk-neutral case compared to the deterministic case is given by Cov
[
ζi,2, µ

RN
i,2

]
. Because

Cov
[
ζi,2, µ

RN
i,2

]
is strictly positive, uncertainty has a positive impact on capacity invest-

ments, ceteris paribus. The intuition for this is that µRNi,2 reflects the scarcity of capacity.

Thus, µRNi,2 is bounded at zero but has no upper bound. Therefore, capacity constraints

induce an asymmetric impact of symmetric shocks if the shocks are large enough. This

leads to higher expected profits reflected by a higher capacity value implying more in-

vestments in capacity.

The third term represents the effect of risk aversion. If firms do not bank permits, then

Cov
[
U
′
i,2, µ

RN
i,2

]
≤ 0 holds, and thus, risk aversion has a negative impact on investments,

ceteris paribus. This is intuitive, as capacity investments are risky, and firms are risk

averse. However, the effect of banking permits on Cov
[
U
′
i,2, µ

RN
i,2

]
is positive for the dirty

firm and negative for the clean firm, and we have the following result.

Proposition 3. Banking has a positive effect on investments in dirty capacity and a

negative effect on investments in clean capacity, ceteris paribus.

The intuition is that banking hedges dirty plant profits, but increases the risk for

clean firms, and the investment incentives change accordingly. For hedging purposes,

clean plants require a futures market that allows them to take short positions akin to

permit borrowing as explained in the previous section.
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The impact of the MSR. Next, we consider the effect of the MSR on the permit price

path and investments in plant capacities. We analyze the effect of shifting permits to the

future before we discuss permit cancellations.

We model shifts of permits to the future with a cap-neutral permit reallocation in the

sense of Equation (2.6). Issuing more permits in period 2, rather than in period 1, reduces

the permit bank of all firms with a positive bank at the end of period 1. By using the

first-order conditions, we get the following relation between permit prices, p1 =
E

[
U
′
i,2p2

]

(1+r)U ′i,1
.

Taking the partial derivative with respect to the bank and exploiting the concavity of the

utility function (U ′i,1 > 0 and U ′′i,2 < 0) yields

∂p1

∂bi,1
=
E
[
U
′′
i,2p

2
2

]
U
′
i,1 + E

[
U
′
i,2p2

]
U
′′
i,1p1

U
′2
i,1

< 0. (2.31)

Thus, if the bank volume decreases, p1 increases. This is because firms require a lower

return for holding fewer permits (lower risk premium, see (2.26)), which is achieved with

a higher price in period 1. Intuitively, a higher permit price in period 1 leads to less

emissions in period 1. If the total (expected) number of permits is given, this implies

that the expected emissions in period 2 must increase, and in turn, the expected period

2 permit price must decline. We summarize this in the following proposition.

Proposition 4. A temporal reallocation of permits by the regulator to period 2 in

the sense of Equation (2.6) such that bank B1 decreases leads to a higher permit price

and lower emissions in period 1 and a lower expected permit price and higher expected

emissions in period 2, and vice versa.

Thus, the regulator’s decision about the temporal issuance of permits has real pro-

duction effects even if the borrowing constraint is not affected.16 The reason is that it

matters who owns the permits: If firms bank permits in private accounts, the firms bear

the risk of a changing permit price. However, this also allows firms to hedge their profits

16In the risk-neutral case, the shift of permits to the future affects the price only via the borrowing
constraint (Perino and Willner 2016). We exclude the effect of the borrowing constraint as it never
binds before all permits are used up after the second period. However, we account for this effect in the
numerical simulation in the next section.
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by exploiting the covariance of the permit price and plant profits (see above). In contrast,

if the permits are issued later and are transferred into the MSR instead, the firms cannot

use the permits for hedging purposes. Thus, if not enough permits are available for hedg-

ing purpose, dirty firms are willing to pay for holding a bank (negative risk premium) to

reduce their risk exposure. If instead, too many permits are available, the firms require a

positive risk premium for holding permits. These hedging or risk costs are incorporated

into the permit price, such that firms emit less in the first period if the number of permits

available is reduced through the shifting mechanism of the MSR.

The implications for the investment incentives in dirty and clean capacity are am-

biguous. On one hand, a lower expected permit price in the future increases (decreases)

investments in dirty (clean) capacity. On the other, a lower permit bank level raises the

costs of hedging dirty plants (see Proposition 3) implying weaker incentives to invest in

them.

The second mechanism of the MSR cancels permits if too many of them are stored in

the reserve. The main effect of this measure is that the overall cap is reduced such that

the entire price path is lifted upward. As the number of permits in the reserve depends

on the size of the bank B1, ultimately, the number of canceled permits depends on B1.

Compared to the risk-neutral reference case, hedging may increase or decrease the bank,

and thus, cancellations: If the hedging demand of dirty firms outweighs the available

permits and the hedging demand of clean firms, the bank is larger due to hedging and

vice versa (see above). We analyze the implications of hedging for permit cancellations

in more detail in the following section.

3. Numerical application to the EU ETS

In this section, we apply the model to the EU ETS to (1) demonstrate the impact of

hedging in a multi-period setting and (2) assess the effects of the explicitly implemented

MSR rather than the stylized MSR version of the previous section. As a reminder, the

MSR was introduced to stabilize the permit price on a higher level and spur cleaner

investments. However, as the model is highly stylized, the numerical outcomes should
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be interpreted as qualitative results rather than numerical estimates. In the following

section, we explain the model implementation and important assumptions.

3.1. Model implementation

The main sectors of the EU ETS are the electricity sector and the energy-intensive

industry. However, we explicitly consider only the electricity sector for which dirty (coal)

and relatively clean (gas) plants can be identified, and hedging behavior is also observed

in practice (Schopp and Neuhoff 2013). That is, we solve the firms’ problems given by

Equations (2.12) and (2.13) for i = c, d, a representative gas and coal firm. In principle,

the analysis carried out in this paper should also hold for firms in other sectors because

the permit price affects their profits in a similar way.

We focus on the time period between 2018 and 2057, but solve the model until 2102

to set investment incentives beyond 2057. The model explicitly considers only every fifth

year such that we have T = 17 model periods, while we write t = 2020, 2025, ..., 2100 for

every five-year period and y = 2018, 2019, ...2102 for every year.

Due to the more detailed approach of modeling the MSR compared to the analytical

section, we adapt the notation slightly. At the beginning of the first year, the regulator

announces it will issue Ŝy permits each year (for Ŝt, we take the average of the respective

five years). The parameter Ŝy corresponds to the (announced) permits to be auctioned

in the EU ETS between 2018 and 2057, with a linear reduction factor17 of 1.74% until

2020 and then 2.2% (European Parliament and Council of the European Union 2018),

which implies that the last permits are issued in 2057. In line with current regulation, we

assume that permits issued to the electricity sector are auctioned, while the auction share

of all issued permits is 57% (European Parliament and Council of the European Union

2018). The remaining 43% of the permits are freely allocated to the other ETS sectors.

We assume that the freely allocated permits cover the emissions from these sectors such

that the expected net permit demand of these other sectors is zero.

We consider an additive shock θt to the permit supply such that the permits available

17The linear reduction factor determines by how much the annually issued permits are reduced (ex-
cluding the impact of the MSR).
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to the electricity sector (excluding the MSR effects) are St = Ŝt + θt. Regulatory supply

uncertainty is one rationale for this shock. As an alternative interpretation, the shock

θt may also include the uncertain permit demand of the other ETS sectors, such that St

would reflect the permit supply net of the other sectors’ demand. Specifically, we assume

the following shock process:

θt = θt−1 + εt ∀ 2045 ≥ t ≥ 2025, (3.1)

with εt ∈ {−0.35Ŝt, 0.35Ŝt} where the positive and negative shocks have the same proba-

bility.18 Lacking real-world guidance, we assume that the shocks are a proportion (35%)

of the initially announced permits (Ŝt). This yields a price volatility that is close to the

actual observed volatility,19 but it is clearly only a rough representation of the actual

shocks in the EU ETS.

We model the MSR close to its actual implementation (European Parliament and

Council of the European Union 2015; 2018). If the aggregate firm bank in the previous

year By−1 is larger than 0.833 Gt, a share ωy of that bank is deducted from the auctioned

permits in year y (if there are enough permits to be auctioned). The share is ωy = 0.24

until y = 2023 and ωy = 0.12 thereafter. Permits that are not auctioned due to this

mechanism are denoted by M in
y and go into the reserve denoted by My. If the banked

permits in the previous year are lower than 0.4 Gt, the number of M out
y is released from

the reserve and added to the auctioned permits. This number is equal to 0.1 Gt (if there

are enough permits in the MSR). If the bank in the previous year lies within the corridor,

0.4 < By−1 < 0.833, the permit supply is not adjusted. Therefore, the actual permits

18Note that we assume that the last shock emerges in period t = 2045 (2043–2047) due to computational
constraints.

19In the model, the price volatility (measured as the relative standard deviation) is about 58% (ex-
cluding the MSR) in 2025 from the perspective of 2020 (see Figure C.5 in Appendix C). The actual
price volatility of the EU ETS price (2008 until the end of 2019) is 60%. Further note that to avoid a
negative auction supply, we set potential negative auction values due to the shocks to zero.
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issued after the impact of the MSR SMy reads

SMy =





Sy −min (ωyBy−1;Sy) if By−1 > 0.833Gt

Sy + min (0.1;My−1) if By−1 < 0.400Gt

Sy otherwise,

(3.2)

and the number of permits in the reserve is given by

My = My−1 +M in
y −M out

y −max
(
My − SMy−1; 0

)
. (3.3)

The last term in (3.3) reflects the cancellation of the permits. From 2023 onward, if there

are more permits in the MSR than were auctioned in the previous year, these permits

are invalidated, implying that the overall cap of the ETS is tightened. The MSR starts

to operate in 2019 with M2019 = 1.525 Gt permits.20 Under the current regulation, the

number of permits in the MSR would only slowly decline in some scenarios, and therefore,

a positive reserve could remain in the terminal model period. Because we focus on the

time until 2057, but a positive reserve in the terminal model period effectively reduces

the cap (and thus, affects the permit price in all periods), we assume that from 2058

onward the outtake of the MSR increases from 0.1 to 1 Gt.

Based on the European Commission (2019), we set the initial bank volume to B2018 =

1.655 Gt and assume that initially all permits are held by the dirty coal firm because

the gas firm has no incentive to bank for hedging purposes (cf. Proposition 1). The risk-

free rate is assumed to be r = 3%. Additional details of the assumed parameters are in

Appendix B. To solve the model with the MSR, we initially run the model with the

auction schedule St without the MSR. The resulting bank volumes Bt are then used to

compute the MSR adjustments according to (3.2) and (3.3). The model is solved again

20The MSR is initially filled with permits that were backloaded between 2014 and 2016 (0.9 Gt)
and other unallocated permits that are estimated to be between 0.55 to 0.7 Gt (European Commission
2015). Taking the sum of the arithmetic mean of this estimate and of the 0.9 Gt backloaded permits
yields M2019 = 1.525 Gt.
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with the adjusted permit issuance SMt . This procedure is iterated until it converges.21

3.2. Results

To disentangle the two effects of the MSR (permit shifting over time and cancellation),

we consider three base scenarios: a scenario without the MSR, one with the MSR but

without cancellation, and a scenario with the MSR and cancellation. Each base scenario

is run in two variations, with risk aversion (RA) and with risk neutrality (RN), to show

the effects of hedging. Thus, we have six scenarios in total denoted by RN, RA (both

without the MSR), RN MSR, RA MSR (the MSR without cancellation), RN MSR +

cancel, and RA MSR + cancel (the MSR with cancellation). In scenarios without the

MSR the initial MSR bank is added to the initial bank level of the coal firm. In Section

3.2.1, we focus on the price effects of hedging and on the effect of permit shifting due to

the MSR, ignoring cancellation. Then in Section 3.2.2 we examine the actual MSR as

implemented in the EU ETS including cancellation. We show only results until 2055, for

the full time horizon, see Appendix C.22

3.2.1. Hedging effects and the MSR without cancellation

Figure 3.1 (a) shows the development of the expected permit price for all six scenarios.

First, we focus on the differences between the scenarios without the MSR (RA, RN,

black lines) which reveal the effect of hedging. Initially, the price is higher with risk

aversion; then the price declines and drops below the risk-neutral case from 2035 onward.

Deviations between RA and RN are driven by the firms’ hedging demand, as reflected

by risk premiums, shown in Figure 3.1 (b). In the early years, the risk premium at -5%

is highly negative, and because the permit price grows at the sum of the risk-free rate

(3%) and the risk premium, the price actually declines. The negative risk premium can

be explained by the high coal production level and thus, the coal firm’s high hedging

demand. The available permits for banking do not suffice to cover the coal firm’s high

21The model is implemented with the software GAMS as Extended Mathematical Programming (EMP)
model with the solver JAMS. The code is available on request.

22Note that we concentrate on scenarios without a futures market as they do not affect the main
insights (see Section 2.2.2). However, we briefly compare the results to the case with the futures market
in Section 3.2.2 and show results for futures markets in Appendix C.
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hedging demand. As a result, the firm accepts a reduced return for holding permits

reflected by the negative risk premium. Over time, the hedging demand declines as coal

production is reduced in the market, and the bank volume rises (see Figure 3.2 (a)).

Consequently, the risk premium declines. Note that the lower growth rate and the price

decline after 2045 are due to binding borrowing constraints.

Next, we consider the impact of the MSR if cancellation is not active by comparing the

green and black lines in Figure 3.1 (a). The figure shows that the MSR raises near-term

prices but lowers long-term prices under risk neutrality and risk aversion. The effect is

small for risk neutrality and can be explained by an earlier binding borrowing constraint

for permits (see Perino and Willner 2016). With risk aversion, the effect of the MSR

is significantly amplified: Instead of a price increase of only 0.70 EUR/t in 2020 (RN

MSR vs. RN ), the price increases by 5.70 EUR/t (RA MSR vs. RA) if the firms’ hedging

demand is considered. However, the short-term price increase in the case of risk aversion

implies a lower growth rate such that the price level in RA MSR in 2040 is only as high

as in 2020. The reason for the strong effects of the MSR even without cancellation is the

firm’s reduced bank level as shown in Figure 3.2 (a). Instead of firms holding permits,

a large number of permits are transferred into the MSR bank (see Figure 3.2 (b)) where

they cannot cover the firms’ hedging demand. Note that even without the MSR there are

not enough permits to cover the hedging demand reflected by the negative risk premium.

Because the MSR reduces the permit availability further, it implies an even more negative

risk premium (see Figure 3.1 (b)), leading to higher short-term and lower long-term prices

as explained above.
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Figure 3.1: Expected permit price and risk premium
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Figure 3.2: Expected firm bank and MSR level

(a) Aggregate firm bank
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Note: At the beginning of the first period firm banks in RA and RN , as well as in the four MSR scenarios are the same,
respectively. The figure shows bank levels at the end of each period and thus the lines in the figure do not start from the
same point. The same holds for the MSR level. In line with Proposition 1 the gas firm does not bank in RA scenarios
before 2025 or 2030, depending on the scenario.
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3.2.2. MSR with cancellation

We consider how the cancellation mechanism affects the price pattern and how hedging

affects the number of cancellations. Then, we briefly discuss the impact of the MSR on

plant investments.

In scenarios with cancellation (red lines in Figure 3.1 (a)), a similar price pattern to

scenarios without cancellation can be observed but at a higher level. Moreover, cancel-

lation mitigates the price drop after 2020, and thus, the price level of 2020 is reached

in 2035 instead of 2040 as without cancellation. This can be traced back to the higher

price level induced by cancellations: First, higher prices imply less coal production, and

thus, a reduced need to hedge dirty profits. Second, less coal production also implies a

higher bank level (see Figure 3.2 (a)). Therefore, the mismatch between hedging demand

and permit availability is lower compared to RA MSR, and in turn, the risk premium is

less negative as well (see Figure 3.1 (b)). Overall, the price starts at a higher level and

declines less. As a result, prices are strictly higher than without the MSR.

The cancellation totals to 7.60 Gt and 8.59 Gt in the case of RN MSR + cancel and

RA MSR + cancel, respectively. Thus, if the hedging demand is considered, cancellation

is about 1 Gt higher. This can be explained by the higher value of the permits in the

early years due to firms’ hedging demand. Specifically, the hedging value raises the price

in 2020 significantly in RA MSR + cancel compared to RN MSR + cancel (see Figure 3.1

(a)) leading to less emissions and a larger bank (see Figure 3.2 (a)). In turn, the influx

into the MSR is higher, and thus, more permits are canceled. The lower prices after 2030

(implying opposite effects) cannot outweigh this effect because the cancellations mainly

take place before 2030.

Two modifications illustrate how the numerical findings are affected by the risk-free

rate and the futures market. First, we run a scenario with a risk-free rate of 5% in which

cancellations are lower (6.23 Gt in RN MSR + cancel and 6.81 Gt in RA MSR + cancel),

which is in line with results from the literature (e.g., Bocklet et al. 2019). Second, adding

futures contracts and speculators to the model reduces the risk premium, because the

risk-taking capacity of the market increases (see Section 2.2.2). The cancellations are
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somewhat lower with the futures market (8.27 Gt in RA MSR + cancel compared to

8.59 Gt; note in the case of risk neutrality, futures markets have no effect), because the

effect of risk aversion becomes weaker. Both modifications do not change the nature of

the results because the price pattern is similar (see Appendix C).

Finally, we consider the impact of the MSR on investments in capacity. Figure 3.3

shows that the higher permit price path due to the cancellation mechanism significantly

reduces investments in coal capacity, while gas capacity is only slightly affected. If the

cancellation mechanism is not active, the MSR also has a significant effect on coal capac-

ities if firms are risk averse (RA MSR): Due to the higher permit price until about 2040

and the worse hedging opportunities (see Section 2.2.2), there is less coal capacity com-

pared to RA. However, from 2045 onward there is slightly more coal capacity, because the

MSR leads to lower prices in the long-term. Overall, the effect of the cancellation mech-

anism is significantly stronger than the effect of shifting permits to the future. However,

a potential disadvantage of the cancellation mechanism that deserves more attention in

future research is that it may increase the price variability (see Figure C.5 in Appendix

C).

32

194 Chapter 6 Hedging and temporal permit issuances



Figure 3.3: Expected capacity
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4. Conclusion

We analyze the impact of hedging on the permit price path of a cap-and-trade program

in an intertemporal stochastic equilibrium model. Hedging demand arises from uncertain

profits due to a permit supply risk and has different implications for relative clean (gas)

and dirty (coal) firms. Hedging by dirty firms via permit banking has a negative effect

on the risk premium of the permit price – the sign is opposite for the clean firm’s hedging

via borrowing. If permit borrowing is not allowed, which is typically the case, the dirty

firm’s hedging demand becomes decisive for the permit price path. When the hedging

demand exceeds the available permits, the resulting permit price is higher than in the

risk-neutral case, but rises at a lower rate. When the dirty firm’s hedging demand falls

short of the permit supply, the opposite holds. As the hedging demand of dirty firms is

typically high in the early years (implying price growth at a low rate) of a cap-and-trade

program and low in later years (implying a higher growth rate), the expected growth rate

of the permit price may has a U-shape.

We numerically apply the model to the EU ETS to investigate price effects of the

MSR. The core mechanisms of the MSR are shifting permits to the future and canceling

permits if the aggregate permit bank exceeds certain thresholds. In our stylized model,

the hedging demand of the dirty coal firm always exceeds the available permits, and thus,

risk premiums are always negative. The MSR induces even more negative risk premiums

because it reduces the size of the permit bank. The results offer an explanation for the

recent permit price hike in the EU ETS because more negative risk premiums lead to

higher short-term prices. An additional consequence is that prices may grow only at a

low rate or even decline in the coming years, which is also in line with analysts’ forecasts

for the coming decade (see Carbon Pulse 2019 for a poll).

In addition to the higher hedging value of permits due to the MSR, an important rea-

son for the recent price increase is the cancellation of permits from 2023 onward. We find

that cancellations may be higher than previous analyses suggest. The hedging demand

and the associated negative risk premium imply that firms use a lower discount rate for

banking permits and build up a larger bank. This, in turn, increases the MSR cancella-
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tions. We also stress the role of capacity constraints, which prevail in electricity markets.

Specifically, we show that they increase the permit price variability and therefore, amplify

the effects of risk aversion.

However, this study also has limitations. First, we consider a highly stylized model

with only two electricity generators and one speculator. Considering more firm types

would affect how risks can be allocated as, for instance, firms may pursue a plant port-

folio approach by investing in clean and dirty plants to lower their overall risk exposure

(Roques et al. 2008). In reality, there are also more, and essentially more complex, deriva-

tives, such as options that allow to improve hedging opportunities. The main effect of

including more derivatives and more complex firm structures is more efficient risk allo-

cation implying lower risk premiums which could be further analyzed in future research.

Similarly, we assume simple functional forms for electricity costs and demand, and ignore

certain aspects of the EU ETS, such as grandfathering of permits and the explicit model-

ing of non-electricity sectors. In general, our model is only roughly calibrated to the EU

ETS so that the numerical results should be understood only as stylized illustrations. A

more detailed and calibrated modeling of financial aspects such as hedging and capital

constraints in emission trading systems is an interesting avenue for future research.

Our work also raises other issues for further research. At the time of writing, actual

discount rates in futures markets of the EU ETS are about 1.5%,23 far below the typically

assumed rate of 3% to 10% in the theoretical and numerical ETS literature. Given the

high degree of uncertainty in this market, our analysis suggests that such a low rate can

be explained by negative risk premiums. For future research, it would be interesting to

empirically investigate the risk premium, ideally with a dedicated proxy for the firms’

hedging demand (see Acharya et al. 2013 for a similar analysis for other commodity

markets). Another promising research field would be to examine the impact of the MSR

on the permit price variability, given that previous work considering uncertainty examines

only the original MSR without the cancellation mechanism (Richstein et al. 2015; Fell

2016; Perino and Willner 2016; Kollenberg and Taschini 2019). In particular, our results

23See https://www.barchart.com/futures/quotes/CK*0/futures-prices (18-07-2019)
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indicate that the permit price variability may increase due to the cancellation mechanism.
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Appendix A. Derivations

Appendix A.1. First-order conditions

The first-order conditions of the generators’ problem in period 2 are

U
′
i,2

(
ki,2w2 − βiζi,2k2

i,2

)
− ρi,2φiki,2 − µi,2 = 0 (ζi,2) , (A.1)

U
′
i,2p2 − ρi,2 = 0 (yi,2) . (A.2)

The first-order conditions of the generators’ problem in period 1 are
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U
′
i,1

(
ki,1w1 − βiζi,1k2

i,1

)
− ρi,1φiki,1 − µi,1 = 0 (ζi,1) , (A.3)

U
′
i,1p1 − ρi,1 = 0 (yi,1) , (A.4)

E
[
U
′
i,2p2

]

1 + r
− ρi,1 + ϕi,1 = 0 (bi,1) , (A.5)

E
[
U
′
i,2

(
ζi,2w2 − βiζ2

i,2ki − p2φiζi,2 − γi
)]

= 0 (ki,2) , (A.6)

U
′
i,1 − E

[
U
′
i,2

]
= 0 (li,1) , (A.7)

U
′
i,1p

f
1 −

E
[
U
′
i,2p2

]

1 + r
= 0 (fi,1) . (A.8)

The first-order conditions of the speculator’s problem are

U
′
sp,1 − E

[
U
′
sp,2

]
= 0 (lsp,1) , (A.9)

U
′
sp,1p

f
1 −

E
[
U
′
sp,2p2

]

1 + r
= 0 (fsp,1) . (A.10)

Note that for a risk-neutral firm that maximizes its expected profits the optimality con-

ditions are the same but with constant marginal utility; i.e., U ′i,1 = E
[
U
′
i,2

]
= 1.

Appendix A.2. Period 2 equilibrium

Lemma 1. Inserting the electricity market price (2.21) in the utilization rate (2.18), if

the capacity constraints do not bind, µc,2 = µd,2 = 0, yields

ζi,2 = Aβcβd + p2 (βdφc + βcφd)
(βd + βc + βcβda) βiki

− p2φi
βiki

. (A.11)

Considering the case for i = c, and taking the derivative with respect to the permit price

yields

dζc,2
dp2

= φd − φc (1 + βda)
(βd + βc + βcβda) kc

> 0, (A.12)

if φd − φc (1 + βda) > 0. Similarly, for the dirty firm we get
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dζc,2
dp2

= φc − φd (1 + βca)
(βd + βc + βcβda) kd

< 0, (A.13)

as, by definition, φd > φc.

Lemma 2. Using the electricity price (2.21) and the utilization rate (2.18), the plant

profit can be written as

πplanti,2 = (Aβcβd + p2 (βdφc + βcφd))2

2βi (βd + βc + βcβda)2 − (Aβcβd + p2 (βdφc + βcφd)) p2φi
βi (βd + βc + βcβda) + p2

2φ
2
i

2βi
, (A.14)

for which we assume that the capacity constraints do not bind. For the clean firm, it can

be shown that the profit increases with the ETS price, dπplantc,2
dp2

> 0, if

Aβd + p2 (φd − φc (1 + βda)) > 0, (A.15)

which is always the case if φd − φc (1 + βda) > 0 holds. From dπplantc,2
dp2

> 0 directly follows

that Cov
[
πplantc,2 , p2

]
> 0. For the dirty firm, the profit decreases with the ETS price,

dπplant
d,2
dp2

< 0, if

Aβc + p2 (φc − φd (1 + βca)) > 0 (A.16)

holds. If the price is

p2 = Aβc
(φd (1 + βca)− φc)

, (A.17)

profits are not affected; i.e., Aβc+p2 (φc − φd (1 + βca)) = 0. If the price is larger than in

(A.17), the dirty firm does not produce, and thus, profits also are not affected. This can

be seen by inserting (A.17) in the utilization rate (A.11) which yields ζd,2 = 0. The same

is true for higher prices because of Lemma 1. For lower prices than in (A.17), condition

(A.16) is fulfilled, and thus, dπplant
d,2
dp2

< 0 and Cov
[
πplantd,2 , p2

]
< 0 hold.
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The effect of plant capacity constraints on permit price variability. The effect of capacity

constraints on the ETS price is given by the second line in (2.22), which we replicate for

convenience

µc,2
U
′
c,2kc,2

(φd − φc (1 + βda)) + µd,2
U
′
d,2kd,2

(φc − φd (1 + βca))

(φc − φd)2 + a (βcφ2
d + βdφ2

c)
. (A.18)

The first line in (2.22) is the same as without capacity. There are four cases.

Case 1: Before the shock on S2 is realized, the capacity constraint of the clean firm

binds, µc,2 > 0, and the capacity constraint of the dirty firm does not bind, µd,2 = 0. A

negative shock implies that µd,2 = 0 still holds after the shock because of Lemma 1. For

the effect on the constraint of the clean firm, we make use of (2.22) and (2.21) in (2.20)

such that we get

µc,2
U
′
c,2kc,2

=
Aφd (φd − φc)− kc,2

(
(φd − φc)2 + a (βdφ2

c + βcφ
2
d)
)

φ2
da

(A.19)

+(bc,1 + bd,1 + S2) (φc (1 + βda)− φd)
φ2
da

.

The effect of a change in the permit supply is given by

d
(

µc,2
U
′
c,2kc,2

)

dS2
= φc (1 + βda)− φd

φ2
da

< 0, (A.20)

because φd−φc (1 + βda) > 0, and thus, capacity constraints lead to a larger price increase

due to a negative shock on S2 compared to the model without capacity constraints.

Case 2: Before the shock is realized, µc,2 = 0 and µd,2 > 0 hold. A negative shock

implies that µc,2 rises or may still be zero, µc,2 ≥ 0, and that the dirty capacity constraint

no longer binds, µd,2 = 0 (Lemma 1). To see that a declining µd,2 and a rising µc,2

lead to a stronger ETS price increase in (2.22), consider that φc − φd (1 + βca) < 0 and

φd − φc (1 + βda) > 0 hold.

Case 3: Before the shock is realized, µc,2 > 0 and µd,2 > 0 hold. As in case 2, the

dirty constraint cannot bind after a negative shock has emerged, which has a positive
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effect on the price. As in case 1, µc,2 rises which also has a positive effect on the price.

Case 4: Before the shock is realized, µc,2 = µd,2 = 0 holds. As in case 1, a negative

shock implies that µd,2 = 0 still holds and µc,2 ≥ 0. Thus, if µc,2 > 0 after the shock,

capacity constraints have a positive effect on the price and no effect if µc,2 = 0.

In sum, a negative shock on S2 leads to a stronger or the same price effect than in the

case without capacity constraints. A positive shock on S2 has opposite effects and thus,

leads to a stronger or equal price decline. Therefore, the price variability is amplified due

to capacity constraints.

Appendix A.3. Period 1 equilibrium

Appendix A.3.1. Banking and hedging

Combining first-order conditions (A.7), (A.4) and (A.5) yields

E [p2]− p1

p1
= r + (1 + r)ϕi,1

p1E
[
U
′
i,2

] −
Cov

[
U
′
i,2, p2

]

E
[
U
′
i,2

]
p1

. (A.21)

Assuming quadratic utility, Ut (πit) = πit−π2
it, we can write the covariance as Cov

[
U
′
i,2, p2

]
=

−2
(
Cov

[
πplanti,2 , p2

]
+ V ar [p2] bi,1

)
, and inserting it in (A.21) yields

bi,1 = E [p2]− p1 (1 + r)
λiV ar [p2] −

Cov
[
πplanti,2 , p2

]

V ar [p2] − (1 + r)ϕi,1
U
′
i,1V ar [p2] . (A.22)

Assuming a risk premium of zero, E [p2]− p1 (1 + r) = 0, the pure banking or borrowing

demand is due only to the second term. Because of Lemma 2, we have Cov
[
πplantc,2 , p2

]
> 0

and Cov
[
πplantd,2 , p2

]
< 0. Obviously, if firms bank, the borrowing constraint does not bind,

and thus, ϕi,1 = 0. It follows that dirty firms want to bank bi,1 > 0 permits, and clean

firms want to borrow bi,1 < 0 permits for hedging reasons. However, clean firms cannot

borrow by assumption. Instead, clean firms bank permits only if the expected profit is at

least as high as the costs of the risks of this action, E [p2]−p1 (1 + r) > λiCov
[
πplantc,2 , p2

]
.

Next, we turn to the price effects of hedging. Consider that the permit demand can

be written as

40

202 Chapter 6 Hedging and temporal permit issuances



yi,1 = φiAβcβd
(βd + βc + βcβda) βi

+ p1

(
(βdφc + βcφd)φi

(βd + βc + βcβda) βi
− φ2

i

βi
− (1 + r)
λiV ar [p2]

)
(A.23)

+ E [p2]
λiV ar [p2] −

Cov
[
πplanti,2 , p2

]

V ar [p2] ,

for which we used (2.24) and (A.11) (but for period 1) in (2.23), and we assumed non-

binding capacity constraints. Inserting this permit demand for clean and dirty firms in

the permit equilibrium condition (2.4) yields the permit price,

p1 = E [p2]
(1 + r) −

Λ
(1 + r)

(
Cov

[
πplantd,2 , p2

]
+ Cov

[
πplantc,2 , p2

]
+ V ar [p2]B1

)
, (A.24)

The whole term in brackets is the absolute risk premium, and dividing by p1 this term

becomes the relative risk premium as shown in (2.26). Repeating the steps in this section

for the case with the futures market shows that Equation (A.24) is still valid, but Λ =
(
λ−1
d + λ−1

c

)−1
must be replaced by Λf =

(
λ−1
d + λ−1

c + λ−1
sp

)−1
.

Appendix A.3.2. Capacity effects

The first-order condition for ki,2 (Equation (A.6)) can be reformulated as

E [ζi,2] (E [w2]− E [ζi,2] βiki − E [ζi,2]φi)− γi

+Cov [ζi,2, w2 − ζi,2βiki − p2φi] (A.25)

+ 1
U
′
i,1
Cov

[
U
′
i,2, ζi,2w2 − ζ2

i,2βiki − p2ζi,2φi
]

= 0,

for which we used covariance properties and the first-order condition for the risk-free

asset (A.7). By further noting that the marginal capacity value in the risk-neutral case

is µRNi,2 = ki,2w2 − xi,2ki,2βi − p2ki,2φi (see Equation (2.20) and consider that in the case

of risk neutrality U ′i,2 = 1 holds), we can rewrite this further and finally get (2.30).
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Effect of uncertainty if firms are risk neutral. Risk neutrality implies U ′i,2 = 1, and

thus, Cov
[
U
′
i,2, µ

RN
i,2

]
= 0. Therefore, only the first two terms in (2.30) matter in the

risk-neutral case. Moreover, in the deterministic case Cov
[
ζi,2, µ

RN
i,2

]
= 0 holds, and

investments are determined by only the first term in (2.30) (ignoring the expectation

operator). Thus, given risk neutrality, the effect of uncertainty compared to the deter-

ministic case is given by the second term, Cov
[
ζi,2, µ

RN
i,2

]
. We can rewrite this term

as Cov
[
ζi,2, µ

RN
i,2

]
= E

[
µRNi,2

]
(1− E [ζi,2]), for which we used E

[
µRNi,2

]
= E

[
ζi,2µ

RN
i,2

]
,

because µRNi,2 is positive only if ζi,2 = 1 and zero otherwise. As 0 < E [ζi,2] < 1, and

E
[
µRNi,2

]
> 0, Cov

[
ζi,2, µ

RN
i,2

]
> 0 holds. Thus, uncertainty has a positive effect on invest-

ments if firms are risk neutral.

Effect of risk aversion without banking. Next, we consider the effect of risk aversion given

by the third term in (2.30). As 1
U
′
i,1
> 0, the sign of the effect of risk aversion depends on

Cov
[
U
′
i,2, µ

RN
i,2

]
. Assuming that the permit bank is zero, marginal utility U ′i,2 depends only

on plant profit πplanti,2 and risk-free asset returns. The latter do not affect the covariance

because they are nonrandom. Due to the concavity of Ui,2, it follows dUi,2
dπplanti,2

< 0. Thus,

the sign of Cov
[
U
′
i,2, µ

RN
i,2

]
is inversely related to Cov

[
πplanti,2 , µRNi,2

]
which is positive,

Cov
[
πplanti,2 , µRNi,2

]
= Cov

[
ζi,2

(
w2 −

βi
2 xi,2 − p2φi

)
, ζi,2 (w2 − βixi,2 − p2φi)

]
k2
i,2 ≥ 0,

(A.26)

as firms increase only their utilization rate, if this covers at least their marginal cost

(A.1). Therefore, Cov
[
U
′
i,2, µ

RN
i,2

]
≤ 0 holds.

Effect of risk aversion with banking. We again consider Cov
[
πi,2, µ

RN
i,2

]
which becomes

Cov
[
πi,2, µ

RN
i,2

]
= Cov

[
πplanti,2 , µRNi,2

]
+ Cov

[
p2bi,1, µ

RN
i,2

]
when firms bank. Compared to

the case without banking, there is an additional effect given by Cov
[
p2bi,1, µ

RN
i,2

]
. Firms

invest, ceteris paribus, more if Cov
[
p2bi,1, µ

RN
i,2

]
< 0 and less if Cov

[
p2bi,1, µ

RN
i,2

]
> 0,

because a lower Cov
[
πi,2, µ

RN
i,2

]
implies a higher Cov

[
U
′
i,2, µ

RN
i,2

]
due to the concavity of

the utility function. Due to Lemma 1, dirty firms always produce less, if there is a positive

permit price shock. Therefore, Cov
[
p2bi,1, µ

RN
i,2

]
< 0 holds. For clean firms, the opposite
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holds.

If capacity constraints are strictly binding such that firms cannot produce more in the

case of positive (clean firm) or negative (dirty firm) price shocks, or stick to the full capac-

ity utilization in the opposite case, we get Cov
[
p2bi,1, µ

RN
i,2

]
= (Cov [p2, w2]− V ar [p2]φi) bi,1ki,2.

Thus, if permit price shocks are disproportionately transferred to the electricity market

price (Cov [p2, w2] − V ar [p2] < 0), firms want to invest even more given that they are

dirty enough (large φi). Very clean firms, in contrast, with φi ≈ 0, always want to invest

less in plant capacity if they bank.

Appendix B. Parameter assumptions for the numerical simulation

Cost function parameters are chosen in line with coal and gas power plants for the

representative dirty and clean firms, respectively (for the parameters see Table B.1). For

the electricity demand function, D (wt) = A−atwt, we assume the intercept is A = 3, 462

TWh, which is the total electricity generation in the EU28, Iceland and Norway (the EU

ETS countries except Liechtenstein) in 2017 according to Eurostat. Deviations from A

due to awt are interpreted as production from other plant types (mostly nuclear and

renewable energy), which we do not model explicitly. Therefore, a higher at means that

other technologies gain a larger market share. This parameter leaves a degree of freedom

to calibrate the model to recent EU ETS outcomes. Specifically, we calibrate the model

such that the outcomes of the first period (2018–2022) of the scenario RA MSR + cancel

(the actual EU ETS) are in line with recent EU ETS values. For this purpose, we set

the initial value to a2020 = 60 and assume that it increases at a 9% rate every five years.

The increase in at mainly reflects market entry of renewable energies (e.g., due to support

programs).

These parameter assumptions lead to an ETS price of 26.9 EUR/t and 0.78 Gt emis-

sions in the first model period of the scenario RA MSR + cancel. The price is in line

with actual (futures) prices between 2018 and 2022 (26.15–27.44 EUR/t).24 Our emission

level is somewhat lower than the emissions due to combustion in the EU ETS in 2018,

24https://www.barchart.com/futures/quotes/CK*0/futures-prices (05-07-2019)
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which are 1.1 Gt.25 However, emissions are likely to fall due to recently rising ETS prices

compared to 15.92 EUR/t, on average, in 2018. The production shares of gas (16.7%)

and coal (17.8%) in the model are close to the actual values in 2017, with 19.2% for gas

and 19.1% for coal (Eurostat), which again are likely to be lower in 2018–2022 due to the

higher ETS prices and the growing renewable energy output.

Regarding risk aversion, we assume in contrast to the analytical part a more common

functional form. Specifically, we assume Uit = π1−η
it −1
1−η with constant relative risk aversion

η. In line with the empirical estimates, we set relative risk aversion to η = 1.5 (cf.

Gandelman and Hernández-Murillo 2015). We further assume an initial endowment of

li,2020 = 40 billion EUR. This value roughly corresponds to the profit made with the plant

and permit trades in the first period, which is between 23 and 38 billion EUR for the coal

firm and 41 and 42 billion EUR for the gas firm, depending on the scenario. That is, we

assume the firms made a comparable profit in the previous (not modeled) period which

is at their disposal in the first model period.

25https://www.eea.europa.eu/data-and-maps/dashboards/emissions-trading-viewer-1 (05-07-2019)
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Table B.1: Firm data

Clean Dirty

Production costs (EUR/GWh):βi 0.050 0.020

Capacity costs (EUR/GWh): γi 0.0049 0.0084

Emission factor (t/GWh): φi 333 950

Initial capacities (TWh): ki,2020 830.2 927.5

Capacity depreciation: δ 0.2 0.2
Note: Emission factors are based on UBA (2014) and divided by conversion efficiencies (fuel to electricity) of 60% for gas
and 40% for coal. Capacity costs are based on the IEA (2016) but converted to annuities by considering plant lifetimes of
40 years and a 3% discount rate. Capacity costs are further converted from TW to TWh by assuming that plants are used
70% of the time. The production cost parameters βi are roughly in line with gas and coal production costs (excl. emission
costs). Initial capacities are from Eurostat for 2017: values for steam (coal) and gas turbine and combined cycle (gas)
are converted from W to Wh by multiplying the respective value with (8760*0.7), i.e., hours per year times the assumed
utilization of 70%.
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Appendix C. Additional simulation results

Figure C.1: Results for the full time horizon: price and emissions

(a) Price
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Note: The volatile permit price after 2045 in scenario RA MSR is due to the binding borrowing constraint (declining price)
and the assumed higher output parameter for the MSR (rising price), which increases from 0.1 Gt to 1 Gt (see Section
3.1).
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Figure C.2: Results for the full time horizon: firm bank and MSR level

(a) Aggregate firm bank
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Figure C.3: Results for the full time horizon: production

(a) Coal production
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Figure C.4: Expected permit price with risk-free rate of 5% and futures market
(a) Risk-free rate of 5%
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(b) Futures market
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Note: For part (b), we assume a risk-free rate of 3% and that speculators have the same initial endowment and level of
risk aversion as the electricity generators.
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Figure C.5: Permit price variability
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Abstract 

The stringency of the EU’s Emission Trading System (ETS) is bound to be ratcheted-up to 

deliver on more ambitious goals as put forth in the EU’s Green Deal. Tightening the cap needs 

to consider the interactions with the Market Stability Reserve (MSR), which will be reviewed 

in 2021. Against that background, we employ the detailed model LIMES-EU to analyse options 

for the upcoming reforms. First, we examine how revising MSR parameters impacts allowance 
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cancellations through the MSR. We find that under current regulation, the MSR cancels 5.1 Gt 

of allowances. Varying MSR parameters leads to cancellations in the range of 2.6 and 7.9 Gt, 

with the intake/outtake thresholds having the highest impact. Intake rates above 12% only have 

a limited effect but cause oscillatory intake behaviour. Second, we analyse how the 2030 targets 

can be achieved by adjusting the linear reduction factor (LRF). We find that the LRF increases 

MSR cancellations substantially (up to 10.0 Gt). This implies that increasing the LRF from 

currently 2.2% to 2.6% could already be consistent with the 55% EU-wide emission reduction 

target in 2030. However, we highlight that the number of MSR cancellations is subject to large 

uncertainty. Overall, the MSR increases the complexity of the market. In face of that, we 

suggest to develop the MSR into a Price Stability Reserve. 

Keywords: EU climate policy; EU ETS reform; linear reduction factor (LRF); market stability 

reserve (MSR); EU ETS Phase IV. 

 

Key policy insights  

 We estimate that the MSR cancels 5.1 Gt of allowances under current regulation. 

 MSR cancellations are more sensitive to the upper than to the lower threshold. 

 A high intake rate could increase EUA price uncertainty. 

 Cancellations are sensitive to the LRF due to a reinforcement effect with the MSR. 

 A LRF of 2.4% and 2.6% could be in line with a 50% and 55% 2030 target. 
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1. Introduction 

Being reformed only recently, the Emission Trading System (ETS) of the European Union (EU) 

is yet again bound for another major reform. In 2018, the EU strengthened the ETS cap in order 

to deliver on the 40% emission reduction target by 2030. However, this target will likely be 

ratcheted-up in the near future: the EU Commission aims for a reduction of 50% or 55% by 

2030 to eventually reach emission neutrality in 2050 (European Commission, 2019). As the EU 

ETS covers more than 40% of total EU emissions, its stringency needs to be ramped up to reach 

this target. The regulatory entry point is the review of the Market Stability Reserve (MSR) 

planned for 2021. The MSR started operating in 2019 and is a mechanism that reduces the total 

number of allowances in circulation (TNAC1) and ultimately cancels allowances based on a 

complex mechanism. As such it affects the overall cap and therefore should be considered when 

increasing the stringency of the EU ETS.  

The purpose of this paper is twofold: (i) to analyse which MSR parameters have a significant 

effect on the cap size by affecting MSR cancellations; (ii) to show which linear reduction factor 

(LRF2) would achieve a given 2030 emission targets when considering the interaction with the 

MSR. This is of importance for the MSR review in 2021 and in particular for reforming the EU 

ETS towards higher stringency. We conduct our analysis in four steps.  

First, we provide the policy background and briefly review the main results of the quickly 

growing literature on the MSR. We find that there is a broad range of MSR cancellation 

estimates from the literature (from 1.7 Gt to 13 Gt, making up 4% to 32% of the total pre-MSR 

                                                            
1 In literature one could also find the terms “allowances bank” or “surplus”, but we use TNAC as it is used in the 

official EU reports.  
2 The LRF sets the level of ambition of the EU ETS. It is the percentage of the average total quantity of allowances 

issued annually in 2008-2012 at which the cap decreases each year. In phase 3, the LRF being 1.74%, this amounts 

to a reduction of 38,264,246 allowances each year (European Commission, 2016). 
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budget3), these results being driven mainly by the assumed discount rate and the marginal 

abatement cost (MAC) curves considered.  

In a second step, we conduct our own analysis relying on the highly detailed electricity sector 

and industry model LIMES-EU with an endogenous representation of the MSR mechanism. In 

our reference scenario, we find moderate cancellations of about 5.1 Gt.  

Third, we analyse the effect of a broad range of key MSR parameters which potentially are 

adjusted in the upcoming MSR review in 2021: intake and outtake rates of allowances into the 

MSR, TNAC thresholds that determine when in- and outtake begins, and auction shares for 

newly issued allowances. We show that cancellation is more sensitive to the upper than to the 

lower TNAC threshold. Moreover, increasing the intake rate has a rather limited effect on 

cancellations but it could induce an oscillatory behaviour on the TNAC due to a discontinuous 

MSR intake. Increasing the auction share as envisaged by policy makers reduces cancellations 

and thus also needs to be considered when calibrating the MSR.  

Fourth, we analyse the effect of increasing the LRF in order to comply with the more ambitious 

2030 targets that arise from the EU Green Deal. We find that a higher LRF not only directly 

decreases the cap, but also leads to significantly more MSR cancellations. Under our default 

assumptions, the LRF would therefore only need to be increased from currently 2.2% to 2.4% 

and 2.6% to bring 2030 emissions in line with an overall 50% and 55% emission reduction 

target by 2030, respectively. 

To the best of our knowledge the only other work in this direction is Quemin (2020). In the 

same vein as our analysis it assesses both potential changes in the MSR parameters in light of 

the 2021 review, and how to raise ambition through the LRF and the MSR. The main difference 

                                                            
3 We calculate the total budget (ignoring MSR cancellations) from 2018 until the last allowances are issued (2057 

if the LRF stays 2.2% after 2030) to be 40.1 Gt. 
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to our work is that Quemin (2020) assumes that firms have a rolling horizon rather than an 

infinite horizon as in our model, and conducts simulations based on stylized cost function rather 

than a detailed sectoral as ours. Notably because of the former he finds that combining the MSR 

and the LRF is more efficient than solely relying on the LRF, which stands in contrast to our 

recommendation that assess regulatory complexity more broadly. 

In the next section we review the latest two ETS reforms and the scientific literature that 

analyses them. In Section 3 we describe the model, show the results of the reference scenario 

that uses current ETS parameters and examine alternative parameters. In Section 4 we discuss 

the results and conclude. 

 

2. The EU ETS and its recent reforms 

In this section we shortly present the policy background, review previous work that has 

analysed the effects of the MSR and provide an overview about cancellation estimates. 

The EU ETS covers the power sector, energy intensive industry and aviation which made up 

more than 40% of GHG emissions in 2017 in the regulated regions – the EU, Iceland, 

Liechtenstein and Norway (EEA, 2019a, 2019b). Firms are allowed to bank EU allowances 

(EUA) between years without restriction.4 This implies that allowances prices are linked over 

time and, according to theory, they should rise at the discount rate due to intertemporal arbitrage 

(Rubin, 1996). Yet, in practice prices remained very low (between 3 and 9 €/t) until the 

beginning of 2018. The low price is attributed to several reasons as for example the economic 

downturn (e.g. Ellerman et al., 2016; Fuss et al., 2018; van Renssen, 2018). At the same time 

the TNAC grew continuously between 2008 and 2013 up to 2.1 Gt, which was interpreted as 

                                                            
4 However, borrowing from future periods is not allowed. 
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“structural supply-demand imbalance” (European Parliament and Council of the European 

Union, 2015).  

In order to tackle these imbalances, increase the resilience regarding future imbalances and to 

bring the ETS on track to reach the 2030 emission targets, the MSR was implemented in 2015 

to start its operation in 2019 (European Parliament and Council of the European Union, 2015). 

Basically, the MSR reduces the supply of allowances if the TNAC reaches a certain upper 

threshold and transfers them into the MSR instead. Allowances are released from the MSR if 

the TNAC drops below a certain lower threshold. Since this initial version of the MSR was cap-

neutral it was expected to have only a weak effect on the EUA price (Perino and Willner, 2016) 

and may even deter clean long-term investments (Perino and Willner, 2019). In addition, the 

MSR might also raise the price volatility (Kollenberg and Taschini, 2019; Mauer et al., 2019; 

Perino and Willner, 2016; Richstein et al., 2015), although Fell et al. (2016) find the opposite. 

Facing this criticism and since the price indeed did not increase significantly, the European 

Parliament and Council of the European Union (2018) agreed to reform the MSR even before 

it came into effect in 2019: first, if the amount of allowances in the MSR exceeds the amount 

of auctioned allowances, allowances are permanently cancelled from 2023 onwards and, 

second, the intake into the MSR is increased until 2023. In addition, it was agreed to raise the 

LRF from 1.74% to 2.2% for phase IV of the EU ETS (2021-2030) which significantly reduces 

the cap. The price surged and stabilized in the range of 20-30 €/t since 2019, which suggests 

that the reform indeed created the expectations of a more stringent ETS. 

This reform has evoked a wave of studies on the new MSR version and especially on the 

cancellation mechanism.5 Table 1 provides an overview of cancellation results from the 

                                                            
5 In doing so, several papers also examine how MSR cancellations are affected by additional policies such as RES 

support (Beck and Kruse-Andersen, 2018; Burtraw et al., 2018; Carlén et al., 2019; Gerlagh et al., 2019; Pahle et 

al., 2019; Perino et al., 2019; Quemin and Trotignon, 2019; Silbye and Sørensen, 2018). 
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literature ordered from highest to lowest. A crucial reason for the large range from less than 2 

to 13 Gt is the variety of assumed discount rates. Since allowance banking is a provision to 

reduce costs in the future, firms bank less if they discount at a higher rate. Put differently, if 

firms have a higher discount rate they put a lower weight on the future and thus bank less. A 

lower bank in turn implies that fewer allowances go into the MSR and therefore also 

cancellations are lower. Table 1 indeed indicates that cancellations tend to go up if the discount 

rate is low.  

However, the discount rate can only partly explain the cancellations as is in particular shown 

by the result of Bruninx et al. (2019a): they find the by far highest cancellations (13 Gt) despite 

a high discount rate. In contrast to the other papers, they use a relative detailed electricity sector 

model rather than stylized MAC curves.6 This may explain some of the differences because it 

affects the timing of the abatement path which again affects the TNAC and thus the inflow into 

the MSR. For example, a detailed model would capture that abatement may come in “blocks” 

instead of a continuous decline in emission as implied by simple MAC curves applied in the 

other papers. Yet, probably the most important reason for the huge amount of cancellations in 

Bruninx et al. (2019a) is the slope of their implied MAC curve: since they assume strongly 

increasing MAC, firms bank a large amount of allowances in order to prevent having to pay 

high costs for deep emissions reductions later. 

Table 1. Comparison of certificate cancellations in the literature 

Source Cancellation (Gt) Discount rate 

Bruninx et al. (2019a) 13 10% 

Quemin and Trotignon (2019)a 10 3% 

Quemin (2020)a 8.7 3% 

Tietjen et al. (2020)b 7.6 3% 

                                                            
6 Mauer et al. (2019) and Tietjen et al. (2020) additionally consider stylized capacity stocks in the electricity sector. 

However, their models are still stylized. 
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Source Cancellation (Gt) Discount rate 

Beck and Kruse-Andersen (2018) 6 5% 

Gerlagh et al. (2019) 5.5 5% 

Silbye and Sørensen (2018) 5 7.4% 

Quemin and Trotignon (2019)a 5 7% 

Quemin (2020)a 4.2 7% 

Carlén et al. (2019) 3.4 3.5% 

Bocklet et al. (2019) 2 8% 

Perino and Willner (2017)c 1.7 10% 

Mauer et al. (2019)d 1.2 10% 

Notes: these values correspond to the central, standard or reference scenario of the respective study. Some numbers 

are taken from figures and thus might not be perfectly accurate. We only include scientific papers with a model 

horizon longer than 2030 to increase the comparability. 

a No single standard scenario. 10 and 5 Gt (Quemin and Trotignon, 2019) and 8.7 and 4.2 Gt (Quemin, 2020) refer 

to scenarios with rolling horizon and infinite horizon of market agents, respectively. Both scenarios include 

anticipation of MSR effects though. 

b Tietjen et al. (2020) consider only the electricity sector. They assume that the not covered sectors (mainly energy-

intensive industry) receive all permits they require for free as approximately happened in the past. The numbers 

correspond to the risk-neutral case. 

c Perino and Willner (2017) assume that the cap decreases exponentially by 2.2% instead of using the 2.2% as a 

linear reduction factor (as determined by the EU) resulting in a total emission budget of 53.8 Gt, i.e. 33% higher 

than in our assumptions. 

d Mauer et al. (2019) consider only the electricity sector. They multiply all MSR parameters by the electricity 

sector share. 

 

In the following section we conduct our own cancellation estimation. In doing so, we rely on a 

model that exhibits significantly more power sector details than the model used by Bruninx et 

al. (2019a). In combination with our assumed MAC curve for the industry our implied total 

MAC curve is much flatter and therefore we find significantly fewer cancellations despite 

assuming a discount rate of only 5%. 
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3. Model analysis 

In this section we examine the ETS and, in particular, the MSR. We first describe the model 

and scenarios and then show the results of the reference scenario which includes the current 

regulation. Thereafter the impact of parameters that might be adjusted during the upcoming 

MSR review is analysed. Finally, we assess in section 3.4 the cancellations triggered by a tighter 

cap and under which LRF the 2030 emission targets of the EU can be reached. 

3.1. Model and scenario description  

We use the long-term model for the EU electricity sector (LIMES-EU). It simultaneously 

optimizes investment and dispatch decisions for generation, storage and transmission 

technologies, and abatement alternatives for the energy-intensive industry in a 5-year time step, 

from 2010 to 2070 and covers all EU ETS countries except Cyprus, Iceland, Liechtenstein and 

Malta, but includes Switzerland and the Balkan region. The model captures the variability of 

supply (namely wind and solar) and demand by modelling each year through 6 representative 

days, which are calculated through a clustering algorithm (Nahmmacher et al., 2016). For each 

day, eight blocks of three hours are assumed. The model contains 32 generation and storage 

technologies, including different vintages for lignite, hard coal and gas. The energy-intensive 

industry is included through a MAC curve, which is derived from (Gerbert et al., 2018). We 

implement the EU ETS with intertemporal banking according to Rubin (1996). This implies 

that the ETS price grows at the interest rate (assumed to be 5%) as long as the TNAC is positive. 

More detail on data sources, parameters and the model equations is available in the LIMES-EU 

documentation (Osorio et al., 2020). 

In the reference scenario, we set all ETS parameters to their current values and assume that they 

remain at these values after 2030 (current regulation only defines values until 2030). The LRF 

determines by how much the issued allowances are reduced each year. The LRF is 1.74% until 
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2020 and increases to 2.2% as of 2021 which implies that allowances would be supplied until 

2057. See Appendix A for an elaborated description of the cap estimation. Due to a lack of real 

world guidance we assume in all scenarios that allowances cannot be banked after 2057 and 

thus we constrain emissions from the EU ETS sector to zero after 2057. We feel this assumption 

is appropriate when policy targets are analysed since the EU aims for emission neutrality in 

2050. Hence it seems to be implausible that firms bank certificates for decades after 2050 when 

emission should be zero. We elaborate on the implications of this assumption in Appendix C. 

The initial TNAC (end of 2017) is 1.65 GtCO2 (EEA, 2018) and we assume that the MSR has 

an extra intake in 2019 and 2020 of 1.55 Gt in total7. In the reference scenario the share of 

allowances to be auctioned is set to be 57% over the entire model horizon, while the remaining 

47% are allocated for free8.  

The MSR is modelled based on its operation rules: (i) allowances are withheld from auctioning 

and transferred to the MSR when the TNAC of the previous year, is higher than 833 Mt, the 

intake to the MSR equalling a share of the TNAC level (24% until 2023 and 12% afterwards); 

(ii) allowances are transferred back from the MSR to the market when the TNAC of the previous 

year is lower than 400 Mt; the outtake from the MSR (available through auctions) equals 100 

Mt (unless the level of the MSR is lower); and (iii) when the size of the MSR stock is higher 

than the number of certificates auctioned in the previous year, the difference between both is 

cancelled from the MSR. Given the non-linearity of the MSR conditions, it is not possible to 

embed such equations directly in LIMES-EU. In addition, embedding the MSR into LIMES-

EU would be inconsistent with the perfect competitiveness assumption in the model. We thus 

                                                            
7 This corresponds to 900 Mt that were not auctioned between 2014 and 2016 (backloading) which go directly into 

the MSR (European Parliament and Council of the European Union, 2015). The remaining 650 MtCO2 (350 

MtCO2 in 2017 and 300 MtCO2 between 2018 and 2020) are the estimated unallocated certificates until 2020 

(European Commission, 2015). We assume that 250 MtCO2 are transferred in 2019 and 1300 MtCO2 in 2020, as 

suggested by Burtraw et al. (2018).  
8 The targeted auction share from 2021 onwards is 57% (European Parliament and Council of the European Union, 

2018). Notice that the auction share before 2021 is not relevant for our analysis as the difference between 

auctioning and free allocation only affects the functioning of the MSR. 
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couple LIMES-EU with a simulation of the MSR, following an iterative approach described in 

detail in Appendix B. 

Table 2 summarizes the parameter values used in the reference scenario (current values) and 

additionally shows the range used in our analysis. All the variations are implemented after 2023 

because we consider this as a plausible first year for new parameters since the MSR review is 

in 2021.  

Table 2. Overview of analysed ETS parameters 

Parameter Current values (reference) Analysed range (after 2023) 

Linear Reduction Factor (LRF) Until 2020: 1.74% 

After 2020: 2.2% 

1.7-6.0% (step of 0.1%) 

Thresholdsa Lower threshold: 400 Mt 

Upper threshold: 833 Mt 

0-1500 MtCO2 (step of 100 

MtCO2) 

Intake rate  Until 2023: 24% 

After 2023: 12% 

0-100% (step of 2%) 

Outtake parameter 100 Mt per year 0-1000 MtCO2 (step of 100 

MtCO2) 

Auction share 57% 0-100% (step of 10%) 

a We evaluate all possible combinations within that range (in step of 100 MtCO2) 

 

In the next sections we present the results focussing on cumulative emissions and MSR 

cancellations. In our model cumulative emissions are always equal to the pre-MSR cap 

(resulting from the LRF) minus the MSR cancellations. Hence for a given LRF, cancellations 

determine cumulative emissions. However, from policy perspective annual targets are often of 

greater importance. We thus also present emissions and carbon prices for 2030 as this year is 

the current focal point of EU climate policy.  
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3.2. Reference scenario 

Figure 1 shows the main variables determining the long-term dynamics of the EU ETS, 

including the MSR. While (a) shows the TNAC and MSR levels as well as parameters and 

variables that influence them, (b) shows the MSR level and the flows that determine it. The 

TNAC changes as a result of the annual difference between emissions and supply of certificates 

as well as the TNAC level in the previous time step. The supply consists of freely allocated 

allowances (43% of the original pre-MSR cap) and auctioned allowances. The actual auctioned 

volume in turn depends on the TNAC level: fewer certificates are auctioned and instead flow 

into MSR (intake) when the TNAC is higher than the upper threshold, while additional 

certificates from the MSR (outtake) are auctioned when the TNAC is lower than the bottom 

threshold. The two thresholds are indicated by the dotted lines in part (a) of Figure 1. 

While the TNAC decreases until 2022, the MSR level quickly rises, achieving a maximum of 

2853 MtCO2 in 2022, mainly explained by the extra intake of the not issued allowances before 

the MSR has started (1550 Mt). There is ongoing intake to the MSR between 2019 and 2042 

(except for 2023 and 2025). During the same period, the MSR still progressively decreases due 

to the higher cancellation of certificates, which takes place from 2023 to 2043 (except for 2024 

and 2026) and later between 2047 and 2055.  

Such a prolonged cancellation can be partly explained by the MSR rules itself. Since 

cancellation is determined by the difference between the MSR level and the auction volume of 

the previous year, cancellation reinforces itself: cancellation implies a lower total cap and thus 

higher allowance prices. Consequently, emissions are lower and the TNAC is higher which in 

turn increases the inflow into the MSR. If more allowances flow into the MSR, first, the MSR 

level is higher and, second, the auction volume is lower, while both imply more cancellations. 

In addition, the TNAC increase between 2023 and 2033 is caused by a faster decrease of 
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emissions in this period (see Figure 1). As a result, the TNAC remains above the upper threshold 

(833 MtCO2), which in turn triggers the intake to the MSR and later the cancellation.  

The TNAC remains between both thresholds from 2042 to 2053, i.e., there are no transfers from 

or to the MSR. When the bank falls below the bottom threshold (400 MtCO2) in 2054 and 

triggers the outtake from the MSR, the MSR level is already at a very low level (125 MtCO2), 

which limits the reinjection of certificates into the market (outtake only takes place in 2055). In 

total, from the 5243 MtCO2 certificates withdrawn from the market (including the extra intake 

in the beginning), 5143 MtCO2 are cancelled, i.e., 98%, with the majority of the cancellation 

occurring before 2030 (2787 MtCO2, i.e., 54% of total cancellation). As a result, cumulative 

EU ETS emissions from 2018 until 2057 amount to 34.9 Gt.  
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Figure 1. EU ETS dynamics. (a) TNAC and MSR levels as well as parameters and variables that determine influence them; 

(b) MSR level and its flows. 

0

500

1,000

1,500

2,000

2,500

3,000

2
0

1
8

2
0

2
0

2
0

2
2

2
0

2
4

2
0

2
6

2
0

2
8

2
0

3
0

2
0

3
2

2
0

3
4

2
0

3
6

2
0

3
8

2
0

4
0

2
0

4
2

2
0

4
4

2
0

4
6

2
0

4
8

2
0

5
0

2
0

5
2

2
0

5
4

2
0

5
6

M
tC

O
2

(a)

TNAC MSR Final Auction Free Alloc

Original cap Emissions Thresholds

-2,500

-2,000

-1,500

-1,000

-500

0

500

1,000

1,500

2,000

2,500

3,000

20182020202220242026202820302032203420362038204020422044204620482050205220542056

M
tC

O
2

(b)

MSR Intake Cancellation Outtake Extra-intake Net change

236 Chapter 7 Reviewing the Market Stability Reserve



15 

 

We perform a sensitivity analysis on key assumptions in Appendix C. We show that the amount 

of cancellation is relatively robust towards changes in the abatement costs (fuel prices, 

electricity demand, technology costs). However, we confirm the strong effect of the discount 

rate found in the literature, and show the relevance of the banking horizon as already mentioned 

above.    

3.3. Analysis of MSR parameters 

In this section we show how the MSR parameters, namely the thresholds, intake rate, outtake 

rate and share of auctions, affect cancellations.  

3.3.1. Thresholds 

Figure 2 shows the impact of the lower (currently 400 Mt) and upper (currently 833 Mt) 

thresholds on EUA cancellation. Cancellation is highest when the lower and upper thresholds 

are lowest and vice versa. For the evaluated thresholds, cancellation remains within the range 

of 3.1 to 7.9 Gt, meaning that between 8% and 20% of the total pre-MSR budget since 2018 is 

cancelled.  

It can be observed that the cancellation is more sensitive to the upper threshold than to the lower 

threshold: cancellations decrease on average 93 MtCO2 for a 100 MtCO2 lower threshold 

increase, where it is 226 MtCO2 for a 100 MtCO2 upper threshold increase. To understand why, 

recall that the upper threshold mainly affects the intake to the MSR and the lower threshold the 

outtake from the MSR. Since the inflow into the MSR occurs in the cancellation phase (see 

Figure 1(b)), almost all allowances that go into the MSR are cancelled. The reason is that 

cancellation is the difference between the MSR level (higher due to more inflow) and auctioned 

certificates (lower due to more inflow) if it is positive. Hence additional inflow (due to a lower 

upper threshold) is more or less immediately cancelled. 
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The lower threshold, in contrast, plays only a role later on when the TNAC is low enough (recall 

Figure 1(a)). However, at this time many allowances have already been cancelled such that not 

many allowances actually can leave the MSR. Essentially, the MSR level cannot be higher than 

the auction volume because of the cancellation mechanism. Therefore there is only little room 

for the lower threshold to have an effect on cancellations. 

In addition, price effects reinforce the effect of varying the thresholds. With more intake (lower 

upper threshold), there is more cancellation and hence a higher price. This in turn leads to a 

higher TNAC, and thus to more intake and eventually more cancellation. A lower bottom 

threshold has in principle a similar effect as it leads to lower prices and eventually to less 

cancellation and vice versa. Yet, again after cancellation takes place not many allowances are 

left such that outtake generally is relative low in our model. 

 

Figure 2. Impact of MSR thresholds on certificate cancellation. 
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3.3.2. Intake and Outtake rates 

Figure 3 shows the impact of the intake rate on cancellations. Notice that even when the intake 

rate after 2023 is 0%, cancellation still equals 2.6 Gt because 2.7 Gt are transferred to the MSR 

before 2023 and outtake equals 0.1 Gt. While cancellation increases sharply for rates between 

0 and 12% (from 2.6 to 5.1 Gt), it is hardly affected between 12% and 50% (5.1 ± 0.1 GtCO2) 

and only slightly increases when the rates are higher than 50% and remains within the range of 

5.0 to 5.9 Gt. The maximum cancellation (5.9 GtCO2) occurs when the intake rate is 58%. 

Hence compared to current regulation (12% after 2023) that leads to a cancellation of 5.1 Gt 

(reference scenario) a higher intake rate only has a moderate effect on the overall cap. 

Moreover, for rates higher than 12% the effect on cancellation is non-monotonic. On the one 

hand, a higher intake rate raises the transfers to the MSR in years with intake. On the other 

hand, the TNAC cut-backs are severer and thus a higher rate leads to fewer years in which 

certificates are transferred to the MSR because the upper threshold is less often reached. If the 

first effect dominates a higher rate leads to more cancellations and if the second effect is 

stronger cancellations go down.  
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Figure 3. Impact of MSR intake rate after 2023 on certificates cancellation. 

Taking a closer look to the intake volumes and TNAC levels in Figure 4 shows these effects. 

When the rates are 12%, 24% and 36% the maximum annual intakes are respectively 157, 231 

and 340 Mt during the period 2024-2043. Within the same period there are respectively 1, 9 

and 12 years in which transfers to the MSR do not occur. This is because the TNAC oscillates 

around the upper threshold (red dashed line at 833 MtCO2) more frequently when the intake 

rate is high whereas it is constantly above the threshold when the rate is low (see Figure 4). 

This unveils a potential risk posed by high intake rates. While aggregate cancellation it not 

much affected (see above), moderately higher intake rates may induce some instability. 

Although we do not model this explicitly, it is plausible that under uncertainty a TNAC that is 

closely below or above the upper threshold may cause some additional price jumps or higher 

price volatility because only a very little change in emissions and thus TNAC levels, may imply 

that the threshold is reached or not. If it is reached significant fewer allowances are issued in 

the next year and potentially cancelled implying a higher price and vice versa. Moreover, even 

small firms relative to the market size could try to affect the market outcome because only a 
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relative small amount of allowances is needed. For example, increasing emissions may reduce 

the TNAC such that the upper threshold is not reached, implying that more allowances are 

issued in the future. 

 

Figure 4. Effect of the intake rates on transfers to the MSR. The red dashed horizontal lines represent the MSR thresholds. 

The outtake parameter is an absolute value (currently 100 Mt) that determines the outflow from 

the MSR when the TNAC is below the lower threshold. However, as explained in the previous 

section, the cancellation mechanism leaves only a small amount in the MSR. Accordingly we 

find that the outtake parameter plays only a very limited role (not shown). When the outtake 

rate is 0 Mt, cancellation reaches 5.3 Gt, while outtake rates higher than 200 Mt lead to 

cancellations slightly lower than 5.1 Gt.  

3.3.3. Auction share 

Lastly, we analyse the effect of the auction share which is under current regulation targeted to 

be 57%. The auction volume is relevant for two reasons: first, cancellation is determined as the 

difference between the MSR level and the auction volume of the previous year when this 
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difference is positive; second, the intake to the MSR is subtracted from the auction volume and 

thus the auction volume constrains the annual intake. Therefore, increasing the auction share 

allows for more intake to the MSR eventually increasing cancellations, but it also leads to less 

cancellations for a given MSR level.  

As shown in Figure 5, the relationship between cancellation and auction share is non-

monotonic. In the hypothetical case when the auction share is zero (i.e. all certificates are freely 

allocated instead), cancellation is limited to the total intake to the MSR of the 2018 – 2023 

period. Increasing the auction share to 20% raises cancellations because it softens the constraint 

on the annual intake (see above) and therefore more allowances flow into the MSR. For auction 

shares above 20% the other effect dominates: the difference between the MSR level and the 

auction volume is lower in many years, implying fewer cancellations. Overall, cancellation is 

highest when the auction share is 20% (5.3 GtCO2) and lowest when it is 0% (2.6 GtCO2). 

Moderate deviations from the current auction share of 57%, however, only have small impact 

on cancellations. 

 

Figure 5. Cumulative cancellations (2018-2057) as a function of the auction share. 
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3.4. Achieving more ambitious climate targets: The interaction of the MSR with 

increased LRFs  

The EU Green Deal contains a tightening of the 2030 GHG emission targets to -50 or -55% vs. 

1990 compared to current -40%. This will in turn require an update of the ETS cap, determined 

by the LRF. However, the effective cap not only depends on the LRF, but also on cancellations 

through the MSR. Accordingly, the interplay between LRFs and MSR needs to be considered, 

which we do in the next section. Based on this, we subsequently analyse how the LRF should 

be adjusted to reach the 2030 targets.  

3.4.1. Interaction between LRF and MSR 

The net budget of allowances depends on MSR cancellations in a non-trivial manner. This can 

be seen in Figure 6, which depicts cumulative emissions and cancellations as a function of the 

LRF. The sum of both reflects the total gross (pre-MSR) budget of allowances. Looking at 

cancellations, they increase substantially when the LRF increases from 1.7% (2.6 GtCO2) to 

2.6% (9.8 GtCO2). The reason is a reinforcement mechanism between the LRF and the 

cancellations, which can be disentangled into two effects. First, a higher LRF implies lower 

supply of certificates, and thus higher prices, with an equal percentage-wise increase in each 

time step. At the same time, the changes in the LRF have only a small effect on near-term caps, 

but a large effect on caps in 2040 and 2050 due to the basic linear rule for calculating the cap 

for any year. Thus, emissions in the first decade decline due to increased prices but annual caps 

are hardly reduced, which leads to an increase of TNAC, which in turn increases the inflow into 

the MSR and results in more cancellations. Second, a higher LRF raises cancellations because 

they depend on the number of auctioned allowances: in each year allowances in the MSR above 

the auction volume of the previous year are cancelled.  
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Assuming the continuation of the MSR as currently implemented, the interaction effect is 

particularly sensitive to changes in the LRF in the range of 2% to 2.6%. For example, increasing 

the LRF from 2.2 to 2.6% reduces the overall net allowances budget by 4.6 Gt due to the lower 

LRF itself and additionally by 4.7 Gt due to more cancellations, leading to overall 9.3 Gt lower 

cumulative emissions. 

 

Figure 6. Impact of the LRF on certificate cancellations and cumulative 2020-2055 emissions. 

However, for LFRs larger than about 2.6% the reinforcing effect of the LRF and the MSR 

cancellation becomes significantly weaker and even reverses the sign: the highest cancellation 

is reached when the LRF is 3.0% (10.0 Gt), and afterwards cancellation decreases to 8.2 Gt 

when the LRF is 6.0%. The reason for this declining effect is that the transfers to the MSR are 

constrained by the certificates to be auctioned. Put differently, if the cap becomes smaller, 

auctions decline, and therefore the amount of certificates that could potentially be cancelled 

also decreases. Still, the share of cancellations from the total pre-MSR budget (the sum of 

cumulative emissions and cancellations) increases from 5% to 39%.  

We also analyse a simultaneous modification of the LRF, TNAC thresholds and intake rate. We 

find that the intake rate has a larger impact and the TNAC thresholds a lower impact when the 
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LRF is increased. However, the degree of interaction between the LRF and the MSR parameters 

is limited and the main qualitative insights do not change. We elaborate on these mechanisms 

in Appendix D. 

3.4.2. Readjusting the LRF to achieve more ambitious climate targets 

We contrast two types of approaches for setting the LRF in order to achieve more ambitious 

emission targets. In the “conservative approach”, policy makers simply calculate the LRF that 

would be needed to make the annual cap in 2030 equal to the 2030 target as derived from the 

Green Deal targets. This approach ignores the effects of banking and MSR cancellations on 

resulting 2030 emissions: if firms use allowances in 2030 banked from previous years, the 

actual emissions could exceed the target. Vice versa, if firms bank allowances in 2030 in 

expectation of higher decarbonization challenges after 2030, emission would be lower than the 

2030 cap. Moreover, the MSR endogenously adjusts the issued allowances and cancels an 

unknown number. Since cancellations are ignored we consider this as a conservative approach 

as emissions very likely will not exceed the target.  In the “expected emissions approach”, the 

expected effects of banking and MSR cancellations are included in the calculation of the 2030 

emissions. This approach minimizes the LRF required to achieve a given emission target, while 

at the same time increasing the risk that the 2030 target will be missed because cancellations 

turn out smaller than expected.  

For each LRF, we calculate the resulting emissions using our model (keeping the current MSR 

parameters). First of all, note that in our model there is a unique optimal carbon price path for 

a particular amount of cumulative emissions.9 Since we assume the same abatement costs in all 

scenarios (apart from the sensitivity analysis in Appendix C) there is thus a one-to-one 

                                                            
9 This is a well-known result from the literature, e.g. Rubin (1996) and Salant (2016). The reason is that we assume 

perfect intertemporal markets and that the EU ETS allows to freely bank allowances when the TNAC never drops 

to zero before the total budget of allowances is exhausted which is the case in all scenarios of this paper. 
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correspondence between the price and emissions in any year and the cumulative emissions, 

which in turn are determined by the cap set via the LRF and the cancellations. Figure 7 shows 

emissions in 2030 and cumulative emissions for LRF values ranging from 1.7% to 6.0%. The 

figure also includes the different 2030 targets: the current -40% target, and the potential new -

50% and -55% targets which translate to -43% (1352 MtCO2), -56% (1044 MtCO2) and -63% 

(878 MtCO2) for the EU ETS, respectively, if the current split of efforts between ETS and Effort 

Sharing Regulation is kept constant10.  

First note that the current 43% target is reached even with a LRF of 1.7% (minimum evaluated), 

i.e., it is clearly achieved with the current cap. Recall that under the current EU ETS and MSR 

configuration (reference scenario, see Section 3.1), cancellations amount to 5.1 Gt, leading to 

35 Gt cumulative emissions. This implies 2030 emissions of 1109 Mt, much lower than the 

current 2030 target of 43% reduction, i.e., 1352 Mt.  

                                                            
10 The current target establishes an EU-wide reduction of 40% with respect to 1990 emission level. Accordingly, 

the EU sets a target of 43% reduction for the EU ETS (i.e., 1018 MtCO2) and of 30% reduction for the Effort 

Sharing Regulation (ESR) (i.e., 857 MtCO2) with respect to 2005 emissions (2368 and 2855 MtCO2, respectively). 

This implies that the ETS is expected to contribute 54% of emissions reduction by 2030. If the EU-wide target 

increases to 55% (i.e., 15% more), then 859 MtCO2 additional reductions are required in 2030. Assuming the same 

contribution as for the current policy, we estimate that emissions in the EU ETS would need to reduce additionally 

by 467 MtCO2, i.e., 1485 MtCO2 in total. Such volume implies a 63% reduction compared to the 2005 value. 

Likewise, an EU-wide reduction of 50% would imply a reduction of 1249 MtCO2 in the EU ETS in 2030, i.e., 

56% reduction with respect to 2005. 
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Figure 7. Correspondence between cumulative emissions and emissions in 2030 under various LRF values. The required 

level of emissions in 2030 to reach the target is shown in red lines. The labels show the resulting emissions in 2030 and 

cumulative values for the ‘expected emissions’ (blue) and ‘conservative’ (grey) approaches. 

What happens when tightening the 2030 targets? Under the “conservative approach”, 

policymakers would choose a cap equivalent to the desired reduction, implying LRFs of 4.1% 

and 5.2% for -50% and -55%, respectively. Due to banking and the MSR cancellations, the 

emissions in 2030 resulting from such LRFs would be substantially lower than the targets, as 

Figure 7 shows. The effective emission reduction in 2030 would be 77% and 82%, respectively, 

with respect to 2005.  

For the “expected emissions” approach, LRF increases are much lower. The -56% target (1044 

Mt) is reached when cumulative emissions are lower than 29.1 Gt, namely by increasing the 

current LRF from 2.2% to 2.4%. The -63% target (878 Mt) is reached when cumulative 

emissions are lower than 25.7 Gt, i.e., only when LRF is at least 2.6%. Hence, due to the positive 
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effect on cancellations, only a relative modest increase of the LRF is necessary to reach 

significantly more ambitious targets.  

Table 3 summarizes the emission targets in 2030, the LRFs derived from the two approaches, 

as well as the resulting emissions and CO2 prices. Note that the required EUA price in 2030 to 

reach the 63% target (accounting for MSR cancellations) more than doubles compared to the 

price required to achieve the current target, but still remains far below the 2030 economy-wide 

CO2 price levels of 61-169 €/tCO2 that were found by Knopf et al. (2013) in a multi-model 

comparison study as being in line with a 40% reduction vs. 1990 of economy-wide EU 

emissions in 2030. In contrast, the 2030 EUA price connected to the “conservative” 

implementation of the -63% target would be in the lower half of this range. 

Table 3. Emissions and prices implied by 2030 targets 

Approach 2030 ETS 

reductions 

Target 

2030 

emissions 

Implied 

LRF 

Resulting 

2030 cap 

Resulting 

2030 

emissions 

with 

MSR & 

banking 

Resulting 

2018-2057 

budget 

with MSR 

& banking 

CO2 

Price 

in 2030 

  MtCO2/yr  MtCO2/yr MtCO2/yr GtCO2 €/tCO2 

C
o

n
se

rv
at

iv
e -43% 1353 2.2% 1353 1112 40.1 27 

-56% 1044 4.1% 1044 550 26.4 67 

-63% 878 5.2%  878 429 23.1 76 

E
x

p
ec

te
d

 

em
is

si
o

n
s 

-43% 1353 1.7%a 1410 1300 48.6 16 

-56% 1044 2.4% 1302 960 37.6 37 

-63% 878 2.6% 1271 853 35.5 43 
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a The lowest LRF examined is 1.7%, for which -43% target is largely achieved. Hence, the implied LRF for 

achieving such target could be lower. 

Note: cumulative emissions refer to the period after 2018. Numbers in bold and underlined highlight the values 

that are brought as close to the target emissions as possible under a given approach by varying the LRF. For the 

“conservative” approach, the LRF can be directly calculated; in the “expected emissions” approach, the implied 

LRF correspond to that of the scenarios in which the resulting emissions in 2030 are closest (and below) the 

corresponding target, thus the resulting emissions do not exactly match the target emissions. 

 

4. Conclusion and Policy Implications 

In this paper we analyse key EU ETS parameters with a view on the upcoming MSR review 

and a potentially broader reform of the EU ETS to reach more ambitious emission targets. We 

find that under the current regulation the reduction of the cap through cancellations of 

allowances amounts to 5.1 Gt.  

Analysing the MSR parameters we find that especially the upper threshold of the TNAC has a 

significant impact on cancellations and thus on the cap: when the threshold is decreased from 

the current 833 Mt to 100 Mt, about 2.8 Gt more certificates are cancelled because a lower 

threshold implies more inflow to the MSR. Since a high share of the allowances in the MSR is 

always cancelled, more inflow means more cancellations. This also implies that the bottom 

threshold which determines the outflow from the MSR is of lower relevance: since a high share 

of allowances that go into the MSR is cancelled anyway, only a low share can actually leave 

the MSR regardless the bottom threshold level. 

Furthermore, we find that cancellation would strongly decrease if intake rate were decreased 

from 12% to 0%, from 5.1 Gt to 2.6 Gt. However, intake rates above 12% only have a small 

additional effect but may lead to discontinuous cancellation and intake because the TNAC 

fluctuates around the upper threshold relevant for intake. This may have undesirable side effects 
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because small deviations in the TNAC decide whether the threshold is reached or not, 

potentially implying higher price volatility and a larger impact of firms applying market power. 

A dedicated analysis of uncertainty and market power in the context of the MSR is, however, 

left to future research.  

We further show that the MSR has another so far under acknowledged side effect, as the share 

of auctioned certificates has an impact on the cap. In total we find that increasing the auction 

share raises cancellations up to an auction share of 20% and reduces cancellations in the range 

of 20% to 100% (currently targeted to be 57%). However, in the practically most relevant range 

above 20% the effects are relative weak (less than 0.5 Gt difference in cancellations).  

We further show that cancellations may vary significantly when the LRF is increased. Beyond 

the direct cap decreasing effect, a higher LRF also indirectly affects the cap through MSR 

cancellations. Up to a LRF of about 2.6% (currently 2.2%) we find a strong positive feedback 

between the LRF and cancellations. However, this effect declines with higher LRF and becomes 

negative from a LRF of about 3% onwards, though the negative effect is weak. We additionally 

find that – keeping all other parameters fixed – a LRF higher than 2.4% and 2.6% could be in 

line with the potential new 2030 EU emission targets of 50% and 55%, respectively, if banking 

and cancellations turn out as our model suggests.  

However, the actual number of cancelled allowances can vary considerably depending on key 

design parameters set by policy makers, but also on market actors’ time horizons and discount 

rates, as well as their expectations about the future costs of abatement. For instance, increasing 

the discount rate from 5% to 7% leads only to 2.1 Gt cancellations and decreasing it to 3% leads 

to 10.0 Gt compared to 5.1 Gt in our reference scenario, and the banking horizon proves to be 

a critical assumption for cancellations under low discount rates (+5 Gt). Put more succinctly, 

the (unpredictable) expectations of market actors about future CO2 prices and costs will – via 

the MSR – influence the size of the cap. Investors expecting higher future abatement costs will 
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bank certificates, thereby increasing cancellations and thus increasing abatement costs. This 

feedback effect to expectations makes it hardly possible to tune the ETS and MSR parameters 

to reach a certain emission target.  

In light of this observation, and given that the aim of the MSR was to stabilize the ETS, make 

it more resilient against shocks and increase planning certainty, a more profound reform of the 

MSR seems to be recommendable. A promising way forward would be to trigger in- and outtake 

from the MSR by prices rather than emissions, developing it into what could be called a “Price 

Stability Reserve”. Such a reserve would turn the ETS into a classical hybrid instrument, which 

is typically considered to be more efficient (e.g. Roberts and Spence, 1976; Weitzman, 1978). 

In particular it would consolidate expectations about future CO2 prices and thus increase 

planning security for development of and investments into decarbonization technologies. 
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Appendix 

A. Construction of annual caps 

The cap (before the impact of the MSR) for the stationary sector (i.e. all but aviation) has 

decreased since 2013 (beginning of Phase III) at a rate of 1.74% (of the average cap during 

phase II, i.e. 38.3 MtCO2 per year). The resulting cap in 2020 is 1,816 MtCO2 and is set to 

decrease at a rate of 2.2% (i.e. 48.4 MtCO2 per year) until 2030. We assume the cap keeps 

decreasing afterwards at the same rate.  

Since we do not model the heating-related and aviation emissions explicitly in LIMES-EU, we 

assume exogenous emissions as follows: 

Heating: The combustion sector emissions added up to 1163 MtCO2 (66% of stationary 

sector emissions) in 2017, accounting mainly for power plants. To differentiate 

electricity- and heat-related emissions, we estimate them using the primary energy 

consumed from power plants (Eurostat, 2019) and the emission factors from the IPCC’s 

guidelines (Gomez et al., 2006). We allocate the emissions from cogeneration heat and 

power (CHP) plants according to the power plants output. We estimate that heating-

related emissions added up to 11% of the total stationary sector emissions in 2017. We 

thus assume exogenous emissions accounting for 11% of the cap for the entire modelling 

period.  

Aviation: this sector has its own cap (about 37 MtCO2 per year have been allocated since 

2013), but is allowed to buy certificates from the stationary sector. Emissions have 

increased from 53 MtCO2 in 2013 to 64 MtCO2 in 2017, the sector having always a 

negative balance of EU allowances for aviation (EUAA), i.e. airlines have had to buy 

allowances from the stationary sector to cover their emissions. The EU forecasts 

aviation emissions (under the current scope of the EU ETS, i.e. only covering intra- 
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European Economic Area (EEA) flights) to be between 65 and 70 MtCO2 in 2030 (EEA, 

2018). However, it is not clear whether the scope will remain, as the current derogation 

from the EU ETS obligations for flights to and from third countries is extended until 31 

December 2023, subject to review. There is also significant uncertainty about the future 

demand and technical improvements as well as on feasibility of implementing 

alternative fuels on a large scale (ICAO, 2016). We assume that emissions from aviation 

remain at 60 MtCO2 per year and the cap – starting in 37 MtCO2 per year in 2020 – 

decreases at the same pace as the stationary cap. The difference between emissions and 

the aviation cap are thus subtracted from the stationary cap.  

 

B. Coupling the MSR simulation with LIMES-EU 

Since LIMES-EU is a linear model, including the MSR rules as part of the optimisation problem 

would not be possible. Converting the model into a non-linear one risk the non-convergence of 

the runs given the size of the model. In addition, the MSR rules are stated on an annual basis, 

while LIMES-EU runs in a 5-year basis. To reconcile these issues, we couple LIMES-EU with 

a simulation of the MSR through an iterative process, which we summarize in the flow diagram 

presented in Figure B.1.  

We estimate the cap on an annual basis (𝑝_𝑐𝑎𝑝𝑡2), based on the assumed LRF. We ‘translate’ 

this cap into a 5-year value (𝑣_𝑐𝑎𝑝𝑡), averaging the corresponding 5 year values to each year in 

LIMES-EU11. For instance, the cap in LIMES-EU in 2020 equals the average of the annual cap 

                                                            
11 To distinguish the variables computed in LIMES from those computed in the MSR simulation, we name as v_* 

for the former and p_* for the latter. In addition, the index t is only used for input from or variables used in LIMES-

EU (𝑡 = 2015,2020… .2055), while t2 is only used for those related to the MSR simulation (𝑡2 =
2017,2018… .2057). 

258 Chapter 7 Reviewing the Market Stability Reserve



37 

 

between 2018 and 2022. In a first iteration, the certificates supply (𝑣_𝑠𝑢𝑝𝐸𝑈𝐴𝑡) equals the cap 

(𝑣_𝑐𝑎𝑝𝑡). 

From the LIMES-EU results, we use the total emissions for the EU ETS (𝑣_𝑒𝑚𝑖𝑡) and the bank 

at the end of 2015 (𝑣_𝑇𝑁𝐴𝐶2015) as input for the MSR. These 5-year-based inputs nonetheless 

have to be ‘translated’ into annual values for the MSR simulation. This is necessary because of 

the MSR operation criteria, e.g., use TNAC from year t2-1 to estimate the intake into the MSR 

in t2, works on an annual basis. Recall that each year in LIMES-EU corresponds to the 5 years 

around it. To smoothen the input, we interpolate the emission volumes between LIMES-EU 

years and then normalize them to ensure that the 5-years average equals the LIMES-EU value. 

Unlike emissions, which are a flow, the TNAC in 2015 from LIMES-EU (𝑣_𝑇𝑁𝐴𝐶2015) is a 

stock. This corresponds to the initial TNAC used in the MSR simulation, 𝑝_𝑇𝑁𝐴𝐶2017 (TNAC 

at the end of 2017). From the annual cap, we estimate the preliminary auctions 

(𝑝_𝑝𝑟𝑒𝑙𝑎𝑢𝑐𝐸𝑈𝐴𝑡2, see Eq. (B.1)) and certificates to be freely allocated (𝑝_𝑓𝑟𝑒𝑒𝐸𝑈𝐴𝑡2, see Eq. 

(B.2)). 

Other parameters such as the thresholds (𝑝_𝑙𝑜𝑤𝑒𝑟_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑡2 and 𝑝_𝑢𝑝𝑝𝑒𝑟_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑡2), 

the intake rate (𝑝_𝑟𝑎𝑡𝑒𝑖𝑛𝑡𝑎𝑘𝑒𝑀𝑆𝑅𝑡2), the outtake rate (𝑝_𝑟𝑎𝑡𝑒𝑜𝑢𝑡𝑎𝑘𝑒𝑀𝑆𝑅𝑡2) and the 

additional intake (𝑝_𝑒𝑥𝑡𝑟𝑎𝑖𝑛𝑡𝑎𝑘𝑒𝑡2)  are required to simulate the MSR. Once the MSR is 

simulated, we are able to estimate the intake (Eq. (B.3)), outtake (Eq. (B.4)), cancellation (Eq. 

(B.5)), MSR level (Eq. (B.6)), certificates to be auctioned (Eq. (B.7)) and TNAC (Eq. (B.8)) on 

an annual basis as of 2019.  

𝑝_𝑝𝑟𝑒𝑙𝑎𝑢𝑐𝐸𝑈𝐴𝑡2 = 𝑝_𝑐𝑎𝑝𝑡2 × (1 − 𝑝_𝑠ℎ𝑎𝑟𝑒𝑓𝑟𝑒𝑒𝐸𝑈𝐴𝑡2) (B.1) 

  

𝑝_𝑓𝑟𝑒𝑒𝐸𝑈𝐴𝑡2 = 𝑝_𝑐𝑎𝑝𝑡2 × 𝑝_𝑠ℎ𝑎𝑟𝑒𝑓𝑟𝑒𝑒𝐸𝑈𝐴𝑡2 (B.2) 
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If 𝑝_𝑇𝑁𝐴𝐶𝑡2−1 > 𝑝_𝑢𝑝𝑝𝑒𝑟_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑡2, 

𝑝_𝑖𝑛𝑡𝑎𝑘𝑒𝑡2 = 𝑚𝑖𝑛(
2
3⁄ 𝑝_𝑇𝑁𝐴𝐶𝑡2−2 × 𝑝_𝑟𝑎𝑡𝑒𝑖𝑛𝑡𝑎𝑘𝑒𝑀𝑆𝑅𝑡2−2 +

1
3⁄ 𝑝_𝑇𝑁𝐴𝐶𝑡2−1 × 𝑝_𝑟𝑎𝑡𝑒𝑖𝑛𝑡𝑎𝑘𝑒𝑀𝑆𝑅𝑡2−1, 𝑝_𝑝𝑟𝑒𝑙𝑎𝑢𝑐𝐸𝑈𝐴𝑡2), 

in other case 𝑝_𝑖𝑛𝑡𝑎𝑘𝑒𝑡2 = 0 

(B.3) 

  

If 𝑝_𝑇𝑁𝐴𝐶𝑡2−1 < 𝑝_𝑙𝑜𝑤𝑒𝑟_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑡2, 

𝑝_𝑜𝑢𝑡𝑡𝑎𝑘𝑒𝑡2 = 𝑚𝑖𝑛(𝑝_𝑀𝑆𝑅𝑡2−1, 𝑝_𝑟𝑎𝑡𝑒𝑜𝑢𝑡𝑡𝑎𝑘𝑒𝑀𝑆𝑅𝑡2), 

in other case 𝑝_𝑜𝑢𝑡𝑡𝑎𝑘𝑒𝑡2 = 0 

(B.4) 

  

𝑝_𝑐𝑎𝑛𝑐𝑒𝑙𝑙𝑎𝑡𝑖𝑜𝑛𝑡2 = 0   ∀𝑡2 ≤ 2023 

𝑝_𝑐𝑎𝑛𝑐𝑒𝑙𝑙𝑎𝑡𝑖𝑜𝑛𝑡2 = 𝑚𝑎𝑥(𝑝_𝑀𝑆𝑅𝑡2−1 − 𝑝_𝑝𝑟𝑒𝑙𝑎𝑢𝑐𝐸𝑈𝐴𝑡2−1, 0) ∀𝑡2 > 2024 
(B.5) 

  

𝑝_𝑀𝑆𝑅𝑡2 = 𝑝_𝑀𝑆𝑅𝑡2−1 + 𝑝_𝑒𝑥𝑡𝑟𝑎𝑖𝑛𝑡𝑎𝑘𝑒𝑡2 + 𝑝_𝑖𝑛𝑡𝑎𝑘𝑒𝑡2 − 𝑝_𝑜𝑢𝑡𝑡𝑎𝑘𝑒𝑡2

− 𝑝_𝑐𝑎𝑛𝑐𝑒𝑙𝑙𝑎𝑡𝑖𝑜𝑛𝑡2 
(B.6) 

  

𝑝_𝑎𝑢𝑐𝐸𝑈𝐴𝑡2 = 𝑝_𝑝𝑟𝑒𝑙𝑎𝑢𝑐𝐸𝑈𝐴𝑡2 − 𝑝_𝑖𝑛𝑡𝑎𝑘𝑒𝑡2 + 𝑝_𝑜𝑢𝑡𝑡𝑎𝑘𝑒𝑡2 (B.7) 

  

𝑝_𝑇𝑁𝐴𝐶𝑡2 = 𝑝_𝑇𝑁𝐴𝐶𝑡2−1 + 𝑝_𝑎𝑢𝑐𝐸𝑈𝐴𝑡2 + 𝑝_𝑓𝑟𝑒𝑒𝐸𝑈𝐴𝑡2 − 𝑝_𝑒𝑚𝑖𝑡2 (B.8) 

 

The intake to the MSR (Eq. (B.3)) is modelled in detail, i.e., the exact time in which allowances 

are removed from the auctions is considered. The European Commission informs each May 

about the TNAC by the end of the previous year and about the volume of certificates to be 

transferred to the MSR. A volume calculated on the basis of the TNAC of a year t-1 is removed 

from the auctions between September in year t and August of year t+1. Since the MSR only 

starts absorbing certificates in January 2019, 16% of the TNAC in 2017, informed in May 2018 

260 Chapter 7 Reviewing the Market Stability Reserve



39 

 

(1.65 GtCO2), i.e., 264 MtCO2, will be transfer to the MSR between January and August 201912. 

Likewise, the TNAC at the end of 2018, informed in May 2019 (1.65 GtCO2), determined the 

amount of certificates being removed from auctions between September 2019 and August 

202013 and transferred to the MSR. Accordingly, it can be assumed that the intake for each year 

t amounts to two thirds of the volume calculated on the basis of the TNAC by the end of t-2 and 

one third of the volume calculated on the basis of the TNAC by the end of the year t-1, such 

volume depending on the intake rate.  

                                                            
12 Communication from the Commission C(2018) 2801 final, available at 

https://ec.europa.eu/clima/sites/clima/files/ets/reform/docs/c_2018_2801_en.pdf 
13 Communication from the Commission C(2019) 3288 final, available at 

https://ec.europa.eu/clima/sites/clima/files/ets/reform/docs/c_2019_3288_en.pdf  

7.7 Apendix B Coupling the MSR simulation with LIMES-EU 261



40 

 

 

Figure B.1. Iterative process to couple LIMES-EU with the MSR simulation. 

 

This output is ‘translated’ into 5-year data. For flow-type variables we compute the average for 

the 5-corresponding years. For instance, the average EUA auctioned (𝑝_𝑎𝑢𝑐𝐸𝑈𝐴𝑡2) between 

2018 and 2022 is used for the 2020 volume in LIMES-EU (𝑣_𝑎𝑢𝑐𝐸𝑈𝐴2020). For stock-type 

variables, 𝑝_𝑇𝑁𝐴𝐶𝑡2 and 𝑝_𝑀𝑆𝑅𝑡2, we use the value from the last corresponding year. For 

instance, their level in 2022 would correspond to 2020 in LIMES-EU years. We compute the 
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error between the ‘translated’ TNAC from the MSR simulation (𝑝_𝑇𝑁𝐴𝐶𝑡
∗) and that from 

LIMES (𝑣_𝑇𝑁𝐴𝐶𝑡). If the error is higher than the tolerance margin (𝑡𝑜𝑙 = 0.05) for any t, 

LIMES-EU is run again with an updated supply of certificates (𝑣_𝑠𝑢𝑝𝐸𝑈𝐴𝑡). This equals the 

sum between the ‘translated’ free allocated EUA (𝑣_𝑓𝑟𝑒𝑒𝐸𝑈𝐴𝑡), which does not change across 

iterations, and the ‘translated’ final auctioned EUA (𝑣_𝑎𝑢𝑐𝐸𝑈𝐴𝑡), estimated through the MSR 

simulation. This process is followed until the TNAC from both LIMES-EU and the MSR 

simulation converge. 

 

C. Sensitivity analysis 

We perform a sensitivity analysis to our main assumptions. First we show the impact of fuel 

prices (±50% by 2050), capital costs of variable renewable energy sources (vRES) as 

photovoltaics and wind mills (±30% by 2050), electricity demand (+50% by 2050) and the 

industry abatement costs (between -50% and +100%)14. Second, we provide more details on 

the impact of the interest rate on cancellations. Finally, we evaluate the impact of a longer 

banking horizon which we restrict to 2057 in the main scenarios. 

Table C.1 shows cancellations for variations in the first set of parameters. Cancellations lie 

within a range of 4.3 to 7.3 Gt, i.e., 17% lower and 42% higher than in the reference scenario, 

only low gas price and low industry abatement costs having a significant effect on cancelations. 

Considering the large variations assumed, this highlights the robustness of our results.  

When it comes to fossil fuel prices, cancellation (4.3-6.4 GtCO2) is more sensitive to changes 

in gas prices (independently of coal prices) because investments in gas plans depend heavily on 

their marginal costs. When gas prices are low, gas-fired generation displaces that from hard 

                                                            
14 For all these parameters, except the industry MACC, we assume that they grow linearly between 2020 and 2050 

up to the value specified, e.g., electricity demand is 34% higher than in BAU by 2040.  
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coal, increasing the TNAC and thus cancellation. On the contrary, high gas prices are high result 

in lower ETS prices, from which industry profits to abate less. With overall higher emissions, 

the TNAC is lower and thus cancellation too.  

A higher electricity demand triggers a higher amount of cancellations (5.9 GtCO2). EUA price 

increases as a result of the higher electricity demand. As a consequence, industry emissions 

decrease. However, the rise in electricity emissions, due to larger demand requirements, do not 

offset such drop. There is thus an overall decrease in emissions, that leads to higher TNAC, and 

thus to higher cancellations. A similar effect is observed when vRES investment costs vary: 

more expensive vRES increase the ETS price, which leads to less emissions and thus a larger 

TNAC in the near-term and overall more cancellations (and vice versa). Hence the MSR tends 

to amplify the effect of higher abatement costs. From an economic perspective, this is usually 

not desirable as higher abatement costs should imply a softer cap (see also Bruninx et al. 

(2019b)).  

However, in case of the energy-intensive industry this effect is non-monotonic, despite carbon 

prices showing a monotonic behaviour, i.e., they are higher when industry MAC are higher. 

When the industry MAC are 50% cheaper, cancellations are also higher (7.3 GtCO2) than in the 

reference scenario. Similarly, higher industry MAC lead to more cancellations (e.g., 6.1 GtCO2 

when +100%). In the former case, industry abate more but the electricity sector profits from 

lower carbon prices and emit more. In the latter, higher carbon prices encourage more 

abatement in the electricity sector, but industry emits more. The overall effect is less emissions, 

and thus more cancellations.  
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Table C.1. Sensitivity analysis. Impact of fuel prices, vRES capital costs, electricity demand and the industry abatement costs 

on cancellations. 

Scenario 
Cancellation 

(GtCO2) 

Reference scenario 5.1 

Fossil fuel 

prices 

Low 5.9 

High 4.5 

High gas /low coal 4.3 

Low gas /high coal 6.4 

Low gas 6.0 

High gas 4.6 

Low coal 5.0 

High coal 5.1 

High electricity demand 5.9 

vRES 

capital costs 

Cheap 4.3 

Expensive  5.8 

Energy 

intensive 

MAC 

-50% 7.3 

-25% 5.1 

25% 5.0 

50% 5.3 

100% 6.1 

 

The second part of the sensitivity examines the effect of the discount rate. As explained in 

Section 2, the discount rate is one of the driving parameters for the wide range of cancellation 

estimations in the literature. Figure C.1 shows that the discount rate also has a huge impact on 

our results as cancellations lie within a range of 1.4 and 15.1 Gt, i.e., 73% lower and 196% 

higher than in reference scenario, respectively. Note that the effect of the interest rate is very 

strong when the discount rate is lower than 7%. Higher discount rates almost have no effect on 

cancellations because in the short-term the TNAC can hardly fall below a certain level as 

emissions are almost fixed until the first cancellation happens in 2023 (if only the discount rate 

is varied).  
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Figure C.1. Impact of interest rate on cancellations. 

Another relevant assumption in the model concerns the time horizon for the MSR operation. 

We assume in all scenarios that certificates cannot be banked after 2057 and thus we constrain 

emissions from the EU ETS sector to zero after 2057. Table C.2 shows cancellations when 

banking is allowed until 2057 and during the entire model time horizon (2070, i.e., forever). If 

banking is allowed forever, total cancellations amount to 10.4 Gt. Notice that allowing banking 

further into the future has significant effects on MSR cancellations in this model framework 

because firms bank to avoid high MAC in the future. When banking is possible until 2057 there 

is less banking (and thus fewer cancellations) because MAC after 2057 cannot be reduced 

through banking. However, when the discount rate is 10%, the banking horizon has no effect 

on cancellations (1.4 Gt). These results point out that the differences between our estimated 

cancellations and those from Bruninx et al. (2019a) (13 Gt) stem from the assumptions 

regarding abatement costs and the banking horizon.  
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Table C.2. Impact of discount rate and banking horizon on cancellations (Gt). 

 Discount rate (%) 

Banking horizon 5 10 

Until 2057 5.1 1.4 

Forever 10.4 1.4 

 

D. Evaluation of simultaneous changes of MSR parameters and LRF 

We analyse a wide range of combinations of the MSR parameters and the LRF. Among the 

MSR parameters, we choose the TNAC thresholds and the intake rate, as they are of greatest 

relevance. Figure D.1 shows a grid of ‘heat maps’, where colour key indicates the total 

cancellations. Each row of plots refer to a certain LRF and each column of plots refers to a 

certain intake rate. We evaluate intake rates from 12% to 100% and consider the ‘critical’ LRFs: 

a LRF of 2.2% is currently set, the LRF of 3% yields the highest cancellations (keeping the 

current MSR parameters, see Section 3.4.1) and the LRF of 2.4%, 2.6%, 4.1% and 5.2% were 

used in Section 3.4.2 to evaluate the achievement of more ambitious 2030 targets under the 

‘conservative’ and the ‘expected emissions’ approaches. Due to the amount of required runs, 

we only evaluate lower thresholds between 0 and 1000 Mt, and upper thresholds between 200 

and 1400 Mt, with a step of 200 Mt.    

From Figure D.1, we observe that small increases in the LRF still have major impact on 

cancellations. Indeed, highest cancellations (17.5 Gt) occur when LRF equals 2.6%, intake rate 

100% and lower and upper thresholds are respectively 0 and 200 Mt.  

The figure also highlights that the intake rate gains in relevance when the LRF increases. 

Cancellations barely varies across different intake rates when the LRF is 2.2% (first row of 

plots), because the higher intake rate just makes the TNAC oscillates around the upper threshold 

implying that intake volumes increase but also decrease in certain years (see section 3.3.2). 

However, when the LRF is 5.2% intake rate yields significantly more cancellations when the 
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intake rate is 100% (11.0 Gt) than when this is 12% (8.7 Gt). The larger LRF implies that the 

TNAC increases significantly, i.e., there is large short-term abatement in order to withhold 

certificates for the long-term. Correspondingly, the TNAC exceeds the upper threshold more 

often, and thus transfers into the MSR increase and cancellations accordingly as well. 

Finally, Figure D.1 also shows that the effect of thresholds on cancellations weakens when LRF 

increases. As mentioned above, a very stringent cap (high LRF) leads to very high TNAC 

already in the short-term. The TNAC is indeed higher than the upper thresholds evaluated (up 

to 1400 Mt) during the period in which certificates can be transferred to the MSR, i.e., before 

the cap reaches 0 Mt (e.g., year 2038 when the LRF is 5.2%). As a result, cancellation does not 

vary across all combinations of thresholds when the LRF is 4.1% or 5.2%. 

 

Figure D.1. Impact of simultaneous modifications of thresholds, intake rate and LRF on certificates cancellation.  
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Abstract  

Several years of very low allowance prices in the EU emissions trading scheme (ETS) have motivated 
calls to introduce a price floor to correct potential underlying distortions and design flaws, including 
(i) the political nature of allowance supply and related credibility issues, (ii) potential myopia of 
market participants and firms, and (iii) waterbed and rebound effects resulting from policy 
interactions. In the wake of the recent EU ETS reform, allowance prices have sharply increased. This 
raises the question of whether the case for introducing a price floor in the EU ETS remains valid. We 
argue that such a price floor, also adopted in several other greenhouse gas cap-and-trade systems 
worldwide, remains an important improvement in the design of the system, as long as the above-
mentioned distortions and design flaws persist. An EU ETS price floor can safeguard against these 
issues and provides more explicit guidance on the minimum allowance price policymakers consider 
acceptable. Either as a complement or substitute to the current Market Stability Reserve (MSR), a 
price floor would thus make the EU ETS less prone to future revision in case of unexpectedly low 
prices. We identify and confront four prominent arguments against the introduction of an EU ETS 
price floor. 

 

 

Key policy insights 

• An EU ETS price floor would be an important institutional innovation enhancing political and 
economic stability, and predictability of the EUA price 

• The recent Market Stability Reserve (MSR) reform has not removed the need for a carbon 
price floor. 

• Introducing an element of price responsiveness into the so far purely quantitative design of 
the EU ETS would help to preserve its integrity 

• In contrast to conventional wisdom, legal analysis reveals that an EU ETS price floor can be 
legally feasible 

• Political support for a carbon price floor is gaining traction across Europe 

 

Keywords: EU ETS, Price Floor, Market Stability Reserve 
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1. Introduction  
The EU Emissions Trading Scheme (ETS) has for many years delivered prices below initial 
expectations. If low prices merely indicate low mitigation costs, they illustrate that the scheme works 
as theory suggests (Ellerman et al. 2016). However, the concern has been raised that low prices 
reflect market distortions and design flaws (Edenhofer et al. 2019a). These distortions include (i) the 
political nature of allowance supply and related credibility issues, (ii) myopia or inefficient 
discounting of market participants and firms, and (iii) waterbed and rebound effects, that is, 
unilateral emission reductions that are either ineffective as cumulative EU-wide emissions remain 
unchanged, or that even lead to an increase in cumulative emissions. Also, allowance prices in cap-
and-trade are subject to large uncertainty (Borenstein et al. 2018) and market distortions may lead to 
inefficiency if opportunities for hedging through risk markets is limited (Tietjen et al. 2019). The 
potential presence of these issues risks negative long-term consequences by failing to initiate and 
support the technological and economic transformations necessary to decarbonize the economy 
(Acworth et al. 2017, Fuss et al. 2018).  

To address these concerns, adding a carbon price floor to the EU ETS has been proposed, following 
the examples of the Regional Greenhouse Gas Initiative (RGGI), the common ETS of California and 
Quebec, and some Chinese pilot ETS (Knopf et al. 2014, Boehringer and Fischer 2018, ICAP 2019). 
However, the sharp increase of European Emission Allowances (EUA) prices in 2018 to levels around 
25-30€/t (September 2019) places the EUA price at the magnitude found in economic optimization 
models employing a cost-effectiveness approach that takes the EU ETS cap as given (Pahle et al. 
2018a). The recent EU ETS reform has increased the Linear Reduction Factor determining the annual 
rate of decline of the cap, and has modified the Market Stability Reserve (MSR) to increase the rate 
of annual allowance removals and invalidate (cancel) allowances. While it remains challenging to 
empirically assess the optimal level of allowance prices in cap-and-trade systems (Hintermann et al. 
2016), the reform seems to have successfully addressed the broader concern over low prices. This 
raises the question of whether the case for a price floor in the EU ETS remains valid, which ultimately 
depends on the problem diagnosis.  

We argue that a price floor remains an important improvement in the design of the EU ETS if there is 
uncertainty over the existence of the above-mentioned distortions and regulatory failures that might 
prevent dynamically efficient price formation. The potential existence of these issues implies the risk 
of a dynamically inefficient EUA price path (e.g. Salant 2016, Fuss et al. 2018). A price floor can 
reduce this risk, and provides more explicit guidance on the minimum EUA price policymakers 
consider acceptable. Either as complement or substitute to the current MSR design, a price floor 
would thus make the EU ETS less prone to requiring future revision in case of unexpectedly low 
prices.  

Our contribution draws on two methods. First, we conducted a comprehensive review of the 
academic and policy literature on greenhouse gas (GHG) cap-and-trade system price floors and their 
adoption in existing systems worldwide, and on the recent EU ETS reform. Second, from 2016 to 
2019, the authors organized and participated in several workshops in which academic analyses and 
policy questions relating to the introduction of a price floor were explicitly discussed with high-level 
stakeholders from academia, policy (EU and national institutions), industry, and NGOs. Building on 
these workshops, additional conversations with key policymakers and stakeholders, and close 
monitoring of the policy debate since inception of the EU ETS in 2005, as well as extensive 
discussions within the author team, we distilled a set of four objections to a price floor, which we set 
out and respond to below.  
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2. The recent EU ETS reform: Mainstream diagnosis and therapy 
Different reasons for low EUA prices from 2012 to 2018 have been suggested, not least because 
understanding of the drivers of EUA prices remains poor (Hintermann et al. 2016, Friedrich et al. 
2019). The mainstream view has been that the key reason for prices being lower than expected is an 
“imbalance” of allowance supply and demand. This is thought to result from the economic crisis in 
2009, the influx of credits under the Clean Development Mechanism, and additional renewable and 
energy efficiency policies at the EU and member state levels that are thought to have driven emission 
reductions (Koch et al. 2014, Fuss et al. 2018, Ellerman et al. 2016). In this line of reasoning, 
allowance demand turned out to be lower than expected, leading to lower prices compared to ex 
ante expectations. This view has been guiding the recent EU ETS reform that intended to “reduce the 
surplus of emissions allowances […] and to improve the EU ETS’s resilience to shocks” (EC 2019). 

In consequence, the EU ETS reform adopted in 2018 primarily aimed at creating additional scarcity in 
the market. This is to be achieved, first, by strengthening the linear reduction factor, which specifies 
the amount that the cap will be reduced annually, from 1.74 to 2.2%. Second, the rate at which the 
MSR diverts allowances from auctions when the stock of allowances in circulation exceeds 833 
million EUAs was doubled from 12% to 24% for the period 2019 until 2023. Third, all allowances in 
the MSR exceeding the level of the previous year’s volume of auctioned allowances will be 
invalidated from 2023 on. Fourth, unilateral invalidation of allowances by member states in 
proportion to national regulations closing down facilities, e.g. coal plants, covered by the EU ETS is 
now allowed.  

The reform will reduce allowance supply, thus addressing concerns about supply-demand 
imbalances. Estimates regarding the amount of allowances moved to the MSR and invalidation of 
allowances vary significantly (Beck & Kruse-Andersen 2018, Bocklet et al. 2019, Bruninx et al. 2018, 
Burtraw et al. 2018, Carlén et al. 2019, Danish Council on Climate Change 2017, Quemin and 
Trotignon 2019, Perino 2018, Perino and Willner 2017, Sandbag 2017, Silbye & Sørensen 2018, 
Tietjen et al. 2019). For example, Quemin and Trotignon (2019) find that up to 10 Gt will be 
invalidated, in contrast to 1.7 Gt in Perino and Willner (2017). 

During the debate and especially after the reform was decided, the EUA price rose discernibly. 
According to standard economic theory, the most likely explanation is that anticipated future scarcity 
of allowances—reducing supply—resulted in increased current prices (Perino and Willner 2017). 
Other work suggests that transferring allowances into the MSR has created transitional stringency 
sufficient to raise prices at least in the short-term (Perino and Willner 2016; Mauer et al. 2019), 
especially if the hedging demand of firms for allowances is considered (Tietjen et al. 2019). A 
complementary interpretation is that the reform has restored market confidence in the willingness of 
EU policymakers to invest political capital into sustaining the ETS, triggering the comeback of 
allowance traders taking longer-term positions in the market (Sheppard 2018; Tagesspiegel 2018). 
Another interpretation is that price formation is myopically driven by short-term demand and supply, 
e.g. if firms have truncated planning horizons (Quemin and Trotignon 2019), and that the increased 
intake rates of the MSR has led to a tighter short-term market, inducing an EUA price increase.  

It is uncertain, though, whether the fundamental problems of the EU ETS have been resolved for 
good. First, there is no solid evidence for what has driven the recent price increase. It might well be a 
bubble in an overconfident market (Friedrich and Pahle 2019). Second, there is a persistent risk that 
market confidence may be undermined again by future economic or political shocks. Given the 
complexity of the MSR, market actors may misjudge future effects, and unexpected outcomes may 
require further market interventions, possibly affecting market confidence. In fact, Phase IV of the EU 
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ETS envisions a formal MSR review process in 2021, and one outcome of that process may be further 
changes to the MSR’s operation, including the intervention and invalidation parameters. Finally, the 
waterbed has not been effectively removed by the recent reform (see Section 4.1) and might lead to 
lowered allowance prices. Overall, we cannot rule out that history will repeat itself and EUA prices 
will drop substantially again – with potentially significant consequences for the legitimacy and 
political support of the policy instrument. We next argue that a price floor can help to at least partly 
remove related problems. 

3. The case for an EU ETS price floor and implementation options 
In contrast to the mainstream diagnosis of low EUA prices in recent years, another strand of 
literature suggests, from a theoretical perspective, that key factors depressing allowance prices were 
anticipated future downward price shocks or persistent doubt about the level of ambition (Salant 
2016). Complementing this theoretical analysis, evidence suggests that past regulatory events, such 
as the backloading reform episode1, have indeed negatively affected market credibility and were 
likely decisive factors in triggering the EUA price decrease (Koch et al. 2016). Inefficient discounting, 
for example due to myopia, regulatory risk, or incomplete risk markets, might also dampen near-
term allowance prices (Kollenberg and Taschini 2019; Quemin and Trotignon 2019; Tietjen et al. 
2019). In addition, reduced market confidence and low prices arguably reinforce unilateral member 
states’ efforts to introduce additional policies to attain national climate targets, which may further 
drive down prices in a negative spiral due to the waterbed effect (Pahle et al. 2018a). If these were 
indeed the underlying problems – rather than, or in addition to, those suggested by the mainstream 
analysis – the recent reform then may at best just have cured the symptoms, but not their cause.  

It is important to note that the mainstream diagnosis of the allowance price being lower than 
expected because of allowance demand turning out to be lower would not necessarily motivate 
intervention in the market: In absence of market or regulatory distortions, the market would simply 
work as it should. Lower than expected costs of meeting the cap might politically facilitate tightening 
of the cap to realize more environmental gains, but would not be mandated from a cost-
effectiveness perspective. By contrast, any intervention aiming at supporting the EUA price without 
aiming at increasing the level of environmental ambition would start from the premise that some 
market or regulatory distortion prevents the price from achieving its cost-effective pathway. This is 
exactly the rationale underlying the case for a carbon price floor. 

The main benefit of a price floor is that it would enhance long-term investment certainty by 
providing a clearer signal of regulators’ commitment to achieve ambitious decarbonization targets 
even in the case of market and policy distortions driving the allowance price below its cost-effective 
pathway (Burtraw et al. 2010). Such reduced uncertainty would facilitate dynamically cost-effective 
allocation of investments into low-carbon technologies. This would also contribute to avoiding a 
situation where a lack of low-carbon investments in earlier years due to inefficiently low EUA prices 
might lead to significantly rising abatement costs and allowance prices in later years (“hockey stick”). 
Such an outcome would potentially undermine the political acceptability and environmental integrity 
of the cap that, as a result, might even be relaxed to avoid such high costs (Edenhofer et al. 2019a). 
To illustrate the relationship between downward price uncertainty and investment, when adding a 
price floor, firms facing investment decisions under uncertainty will, at the margin, implement 
‘green’ investment projects that would otherwise (i.e. without a price floor) not be profitable in face 
of unmitigated downward EUA price risk. Conversely, firms will refrain from ‘brown’ high-carbon 
investments that are profitable only when factoring in downward EUA risk. Note that to achieve the 
objective of reduced uncertainty, the price floor pathway may be chosen slightly below what is 
anticipated to be the cost-effective trajectory – the aim is not to implement a binding price floor.  
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In addition, a price floor can also help avoid myopic price formation e.g. if it becomes binding and 
thus aligns the carbon price trajectory more closely with the dynamically efficient level and rate of 
increase (Fuss et al. 2018). Finally, the price floor can also reduce the waterbed effect from unilateral 
policies or any type of voluntary emission reductions when it turns out to be binding and is designed 
to induce removal of allowances from the market. This can help sustain the political acceptance of 
the scheme (Pahle et al. 2018a).  

While it is correct that a price floor may be politically revised (downwards or upwards), and thus 
does not offer a perfect commitment device, we argue that policy stability and credibility is at least 
gradually increased, thus improving investment incentives. This important benefit comes at no cost 
in terms of reduced system performance. The price floor would only induce social costs if it would 
prevent the allowance price from dropping to an efficiently low level, e.g. in the case of significant 
low-carbon technology cost reductions. However, governance provisions should enable a structured 
review process of the price floor in any case, to enable adjustments if good reasons do emerge (note 
that the price floor pathway might also be adjusted upwards). Perhaps more importantly, the main 
cost appears to be political capital expended to initiate and implement the floor price reform in the 
first place.  

A price floor can be implemented in the following ways: The ETS of California and Quebec, and 
several Chinese provincial ETS pilots, have implemented a price floor as an auction reserve price(s) 
below which none or only a fraction of allowances will be sold (ICAP 2019). RGGI also implements its 
price floor in its auction, and adds a price step known as the Emissions Containment Reserve, which 
provides a minimum price above the price floor that applies to 10% of the emissions cap, creating a 
price-responsive allowance supply (Burtraw et al. 2018). In the EU ETS, an EU-wide auction reserve 
price might be introduced in addition to the quantity threshold level of 833 megaton (Mt) allowances 
in circulation in the MSR. Unsold allowances could be moved into the MSR, where they might 
eventually be invalidated.  

A second potential price floor implementation option is the UK carbon price floor (CPF), which 
requires power sector facilities covered by the EU ETS to pay a carbon price support that scales 
negatively with expected EUA prices to ensure that a specific domestic minimum carbon price is 
always achieved (Hirst 2018, Newbery et al. 2019). Currently, the support is set at £18/t (~€20) until 
2021, adding to an EUA price of about €20–€25/t. To make the support rate more responsive to the 
actual EUA price realization than in the UK design, an ex post adjustment based on the realized EUA 
price is an alternative implementation option (Wood and Jotzo 2011). To avoid the waterbed effect 
resulting from the CPF, a proportional amount of allowances would need to be withheld from the 
market.  

4. Debating the price floor option 
In discussions with various stakeholders (see Introduction), we identified four prominent arguments 
against the introduction of an EU ETS price floor, which we confront below. 

4.1 Objection 1: The MSR reform removes the need for a price floor 

Objection: The recent price increase demonstrates that the fundamental problems of the EU ETS 
have been addressed. The allowance removal and invalidation features of the MSR reform eliminate 
the waterbed effect and reestablish fundamental allowance scarcity. The policy environment for low-
carbon investments is now stable and predictable.  
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Response: The causality and durability of the recent EUA price increase is not yet determined. We 
cannot know whether the reform and economic circumstances will sustain high price levels. There is 
significant divergence in assessments of the impacts of the MSR, and market participants might 
misconceive the actual impact of the complex MSR invalidation mechanism. Credibility issues might 
easily return in case of political and economic shocks. Moreover, Perino and Willner (2016) and 
Kollenberg and Taschini (2019) find that the MSR (without cancellation) increases price variability, 
which raises the question of whether it stabilizes the market environment. A carbon price floor 
would more effectively constrain the downward uncertainty over future EUA prices and thus 
facilitate the required low-carbon investments.  

The reform has at best partially addressed the waterbed effect of unilateral policies, but not 
eliminated it. A mechanism that perfectly accounts for unilateral policies would reduce the ETS cap 
by the emission abatement achieved by those policies. The amount of MSR cancellations, however, 
depends on the time profile and rebound effects of the emission reductions induced by unilateral 
policies. Several studies show that the MSR cancels less allowances in later years of its operation. 
Thus, the further in the future emission reductions from unilateral policies occur, the higher the 
waterbed effect (e.g. Beck and Kruse-Andersen 2018; Perino 2018). The reason is that the MSR 
absorption of allowances from the bank – the aggregate of all unused allowances held by market 
participants – will decline over time. In the early years of MSR operation, there will be an influx of 
allowances into the MSR because the allowance bank exceeds the threshold level of 833 Mt. At this 
time additional emission reductions increase the bank and thus the influx into the MSR. Over time, 
however, the MSR reduces the bank until it is lower than threshold of 833 Mt. Once the bank is low 
enough, unilateral policies may increase the bank but do not necessarily increase the influx into the 
MSR. 

Moreover, Rosendahl (2019) and Pahle et al. (2019) find that unilateral policies can even lead to less 
MSR cancellations, implying that policies that aim to reduce emissions paradoxically increase 
cumulative emissions in the EU ETS. This can happen if a policy is announced today but effective in 
the future. Pahle et al. (2019) consider the German coal phase-out which was announced in 2019 but 
whose impacts would mostly unfold only from 2030 onwards. Given that market participants today 
anticipate lower allowance demand in the future due to the phase-out, the allowance price already 
drops today because of intertemporal arbitrage. This allowance price drop implies that more 
allowances are used early on and thus the TNAC level is lower since the coal phase-out has only 
minor effects at this time. In consequence, there is less short-term influx into the MSR as well, 
implying fewer allowances being cancelled. When the coal phase-out becomes most effective (after 
2030) the decreased allowance demand has only minor effect on the influx into the MSR (see above). 
In the aggregate, the coal phase-out may therefore actually increase cumulative emissions in the EU 
ETS. In addition, policies with an immediate effect on emissions may also lead to less cancellation 
because of rebound or “internal carbon leakage” effects (Perino et al. 2019). This may occur if 
emission reductions in one country are overcompensated by expansion of emissions in other 
countries due to rising carbon-intensive exports (this is relevant e.g. in electricity markets, Osorio et 
al. 2018). 

4.2 Objection 2: A price floor would transform the EU ETS from a quantitative policy 
instrument into a pricing instrument 

Objection: Much effort has been invested in establishing the ETS as a quantitative policy instrument. 
This regulatory approach has ensured broad support from member states, industry, and EU 
institutions because it promises to achieve the climate target.  
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Response: A pure quantity target is not necessarily optimal; rather it is the consequence of a 
scientifically informed regulatory negotiation. If emissions reductions turn out to be less expensive 
than anticipated, then regulators would be expected to compel greater emissions reductions, and 
the price floor would embody such instruction to the market (Wood and Jotzo 2011). Price floors 
have been widely adopted in quantity-based ETSs worldwide, and for good reason (ICAP 2019). In 
fact, the EU ETS is increasingly becoming a special case in not featuring quantity adjustment based on 
rule-based price triggers. Furthermore, introducing a price floor does not imply the instrument is not 
based on quantity controls; if unsold allowances are invalidated, a price floor would achieve more 
ambitious environmental targets than those envisioned by the baseline cap and at prices that are 
below anticipated costs.2 From economic theory, a hybrid instrument that combines elements of 
quantity and price regulation is likely to be superior to either approach taken alone for regulating 
carbon emissions under uncertainty (e.g., Weitzman 1974; Roberts and Spence 1976; Newell and 
Pizer 2003; Hepburn 2006; Wood and Jotzo 2011).  

4.3 Objection 3: A carbon price floor is not legally feasible 

Objection: A carbon tax could not be introduced in the 1990s because of the EU Council unanimity 
requirement of EU treaties on tax matters. This legal requirement would also make an EU ETS price 
floor infeasible. 

Response: Fischer et al. (2019) reject the claim that introducing an auction reserve price into the EU 
ETS could not proceed with the ordinary legislative procedure. To trigger the special (unanimous 
voting) rather than ordinary (qualified majority voting) legislative procedure, a reserve price would 
have to be “primarily of a fiscal nature” or “significantly affect a Member State's choice between 
different energy sources.” The first trigger (“primarily of a fiscal nature”), although not well defined 
in EU law, should not apply for three reasons: First, the primary aim of the EU ETS is to reduce 
emissions, not to raise government revenue. Much of the allowance revenue is either freely 
allocated (negating the revenue motive) or earmarked for mitigation programmes (as with a fee), but 
not collected for general revenue (as with a tax) (Löfgren et al. 2018). Furthermore, an auction 
reserve price may lower or raise revenues, since the prices may rise but the number of allowances 
sold falls. Second, EU allowances have the status of financial instruments, and the ETS thus has 
already been shown not to be of fiscal nature. Third, an auction reserve price would not change the 
character or strictly fix the EUA price. Allowances could trade above or below that level in the 
secondary market, as has been the case in the California system. 

Fischer et al. (2019) also reject the argument that an ETS auction reserve price might “significantly 
affect a Member State's choice between different energy sources.” First, an allowance price does not 
directly determine the energy mix of member states. Instead, its effects depend on the broader 
market situation (e.g., fuel prices). A legal trigger for the treaty unanimity requirement should not 
depend on market circumstances. Second, the EU ETS embodies an important environmental goal in 
justifying the competence of the European Union to introduce a cap-and-trade system establishing 
an EU-wide carbon price, and an incremental reform supporting the system would rely on the same 
competence. The European Court of Justice rejected a recent challenge by Poland to the initial 
version of the MSR based on this legal trigger, finding that market circumstances remain essential for 
the choice of energy sources and that the EU ETS constitutes a justified environmental policy.  
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4.4 Objection 4: Finding agreement on a common price floor will be impossible, and 
unilateral carbon price floors would fragment EU climate policy 

Objection: Reluctant member states will strongly oppose a price floor above current or expected 
prices, since that effectively increases the level of ambition of the ETS. If the price floor is set at a 
lower level than the current price, it is irrelevant. If agreement on a common price floor cannot be 
achieved, a unilateral price floor implemented by one member state or a coalition of member states 
will reinforce political fragmentation, divergence and inefficiency in decarbonization pathways across 
Europe.  

Response: For a few years, France was the only EU member state openly advancing the idea of a 
price floor (Szabo 2016). Like the UK CPF, the French initiative envisioned a price floor only for the 
power sector.3 More recently, supportive signals have also come from the Netherlands (ICAP 2017), 
Sweden (Stam 2018), and Portugal and Spain (Brnic and Thévoz 2018). German discussions about the 
carbon price floor option have intensified (e.g., Hecking et al. 2017; Fernahl et al. 2017; Matthes et 
al. 2018; Demirdag 2018, Edenhofer et al. 2019a). Stakeholders likely to benefit from higher EUA 
prices (e.g., nuclear, gas and renewable power generators) can be expected to support this option.  

Setting a price floor below the prevailing level of the carbon price should facilitate its adoption. The 
main goal of the price floor would be to provide insurance against the risk of price drops that 
threaten low-carbon investments. The price floor can automatically increase at a specified rate, such 
as the opportunity cost of capital plus inflation. For example, the California ETS price floor increases 
at 5% plus inflation, and the price trigger for RGGI’s Emissions Containment Reserve will increase at 
7%, annually independent of inflation after it is introduced in 2021 (ICAP 2019).  

A harmonized EU-wide approach would be clearly preferable to avoid political fragmentation. An EU-
wide approach may not be initially politically feasible though, e.g. if distributional effects of a price 
floor (Brink et al. 2016, Pahle et al. 2018a) cannot be addressed via well-established bargaining 
channels such as the reallocation of allowances (Dorsch et al. 2019). There may be reasons for a 
coalition to nevertheless act as a first mover, initiating a policy sequence (Pahle et al. 2018b) that 
would eventually lead to the remaining EU states joining. This strategy would be in line with 
considerations of shifting toward a Europe where “those who want more, do more” to overcome 
political impasse (European Commission 2017).  

5. Conclusion: The way forward  
An EU ETS price floor to be adopted by all member states could be advanced in the context of various 
policy processes: 

• 2021: MSR review. The review could be used to initiate the process for formally assessing 
and proposing price floor legislation, with a subsequent legislative process to be finished 
around 2023. For example, an EU-wide auction reserve price could be considered that would 
adjust the MSR such that the trigger for removal of allowances from primary auctions would 
be an EUA primary auction reserve price in addition to, or potentially in place of, the quantity 
threshold level of 833 Mt allowances in circulation. 

• 2023: Paris Agreement Global Stocktake. This international effort under the Paris 
Agreement could be used to initiate a process for formally assessing and proposing price 
floor legislation within the EU ETS, with a subsequent legislative process to be finished 
around 2025. 
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In parallel to an EU-wide price floor, a bottom-up coalition of a few EU countries would have more 
flexibility in the timing of their action to implement a unilateral price floor. The Netherlands, for 
example, are currently implementing legislation to implement a unilateral floor price. An agreement 
between Germany and France would arguably be essential to advance such a coalition. Germany has 
decided on a broader reform of its carbon pricing approach, including a call for adopting a price floor 
in the EU ETS (German Government 2019, Newbery et al. 2019, Edenhofer et al. 2019b). Over time, 
this coalition could grow and eventually create sufficient support for an EU-wide price floor. 

To summarize, given the risk that EU ETS allowance prices might drop again due to unresolved 
fundamental challenges, adding a carbon floor price would go a long way towards enhancing policy 
credibility and thus incentivizing investments into low-carbon technologies. Implementing a floor 
price cooperatively at the EU level would not only make carbon pricing more dynamically efficient, 
but also advance and showcase the feasibility of multilateral cooperation. Ultimately, developing and 
testing efficient and cooperative climate policies is probably the biggest contribution the EU can 
make to global climate policy. 

 

Notes 
 

1. As a short-term measure to reduce the allowances in circulation, the EU Commission 
withheld allowances from auctions from 2014 to 2016 (400 million allowances in 2014, 300 
million in 2015, and 200 million in 2016). Initially, it was planned to auction these in 2019 and 
2020. With adoption of the MSR, these allowances were directly transferred into the MSR.  
 

2. We do not consider the case of a price ceiling that would trigger the release of additional 
allowances, which might lead to non-achievement of the original quantitative target. 
 

3. Some note that because the French electricity mix is heavily based on nuclear power, it 
would benefit from an increasing carbon price (Hecking et al. 2017; Pahle et al. 2018a). 
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Chapter 9

Synthesis and outlook

More and more jurisdictions around the globe are implementing emission trad-
ing systems (ETS) to reduce carbon emissions. However, real-world programs
often do not work as standard theory suggests due to market and regulatory
failures. For instance, the EU ETS experienced a phase of very low prices
between 2011 and 2018, which raised serious doubts about its efficiency and
durability.

In this thesis, I analyze underlying regulatory and market failures, their im-
plications and possible solutions. In doing so, I aim to contribute to a better
understanding and design of ETS. The focus is on the EU ETS – the longest-
lived program to regulate greenhouse gas emissions in the world and the main
climate policy instrument in the EU – though many results are also valid for
comparable ETS like the cap-and-trade programs in the US. I rely on sim-
ple equilibrium models and the large-scale optimization model LIMES-EU to
derive both tractable and quantitative results.

The central thesis is that unconstrained intertemporal allowance banking causes
inefficiencies and even puts the transition to a low carbon economy at risk. The
Market Stability Reserve (MSR) was implemented to improve the performance
of the EU ETS, but I argue that it is not a solution to the fundamental prob-
lems. Instead, a price support mechanism (e.g., a price floor) is advisable or
intertemporal trading should be constrained.

In the following section, I summarize the main findings of this thesis in more
detail. Subsequently, I discuss the methods used in this thesis in Section 9.2
and the novelty and relevance of the results in a broader context in Section
9.3. Section 9.4 provides an outlook for future research and ETS policy devel-
opment.
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9.1 Main findings

The main findings of this thesis can be synthesized in two categories: The
next section deals with the analysis of failures and their implications in the
realm of the EU ETS. Thereafter, I synthesize the findings concerning potential
solutions to these failures.

9.1.1 Intertemporal failures in emission trading programs
and their implications

The econometric literature review in Chapter 2 reveals that typical demand-
side fundamentals (e.g., gas and coal prices) are not sufficient to explain the
EU ETS price. The literature alludes to regulatory and market failures, which
are often linked to the discount rate applied to allowance banking. An efficient
discount rate is of great importance for the functioning of the ETS with bank-
ing because it determines the growth rate of the allowance price. Therefore,
the discount rate is at the center of this thesis and the following findings are
structured along four failures that have an impact on the discount rate.

A first failure, considered in Chapter 3, directly follows from free intertemporal
allowance trading. Unconstrained banking of allowances is inefficient because
it entails that the ETS price grows at the discount rate, whereas the optimal
carbon price (the social cost of carbon) grows at a lower rate. This problem is
exacerbated by the inherent regulatory uncertainty about the future of the EU
ETS, because it may further increase the discount rate applied to banking. The
consequence of a too high rate is that the carbon damage during the transition
to carbon neutrality (until the cap of the ETS is used up) is too high.

The second failure deals with capital market imperfections and the associated
impact of the monetary policy of central banks on the general interest level.
The general (risk-free) interest rate is part of the discount rate and as such
has two important effects in the realm of emission trading: First, in Chapter
4, we show that renewable energies benefited more from the low interest rate
level of past years (low cost of capital) compared to emission-intensive plants.
In turn, a potentially rising interest rate level in the coming years worsens the
competitiveness of renewable energies and may outweigh cost reductions due
to technological progress. Hence a higher interest rate postpones investments
in clean technologies. Second, the interest rate level affects the growth rate
of the ETS price (see above). Due to capital market imperfections, monetary
policy may distort the abatement costs and the timing of abatement.

The third failure analyzed in this thesis is the potentially softening of the ETS
cap as a result of political lobbying (Chapter 5). Specifically, this failure builds
upon the previous failures: Relying on the large-scale model LIMES-EU, we
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show in a scenario for the EU ETS that a higher discount rate (due to a
tighter monetary policy and more market risks) leads to a relatively low ETS
price early on and higher renewable energy costs. This slows down the de-
ployment of clean technologies, implying relatively weak political power of the
green (emission-free) lobby coalition, while for the brown (emission-intensive)
coalition the opposite is true. As the brown market share remains high for a
considerable time, it needs to decline fast towards the end of the transition to
carbon neutrality if a given cap shall be reached. However, the combination
of strong lobby power and high adjustment costs (due to fast abatement) for
the brown coalition raises the probability that the cap is softened such that
emission targets may not be reached.

The fourth failure is related to incomplete risk markets. In Chapter 6, we
consider the case in which firms want to hedge their profits via ETS allowances
or futures contracts. However, financial traders as trading counterparts face
liquidity constraints such that hedging becomes costly for the firms. The costs
for hedging are reflected by a risk premium as part of the discount rate. The
time-dependent risk premium depends on the hedging demand of firms and
the size of the allowance bank. In a numerical application to the EU ETS, we
show that the risk premium can be negative and thus, reduces the discount
rate applied to allowance banking.

9.1.2 Enhancing emission trading programs

Given the failures described in the previous section, how should an efficient
policy be designed? Ideally, each failure will be corrected by an additional
measure so that the first best outcome can be reached. However, the con-
sidered market failures can hardly be directly addressed (capital market im-
perfections, risk allocations) or the origin of the failure lies in regulation (cap
softening, regulatory risk). Therefore, the following measures under discus-
sion are not necessarily theoretical ideal solutions but rather practical design
improvements.

Since all considered failures are related to intertemporal trading, a first straight-
forward solution would be to restrict banking. If banking would be banned,
the regulator could, in theory, directly set the optimal cap for each period
(e.g., year) and thus, the ETS price would rise at the optimal rate. How-
ever, besides the problem of determining the optimal periodic cap, banking
also has welfare advantages as it reduces the impact of uncertainty because
shocks spread to more periods (Chapter 3). A related, second, option would
be to implement intertemporal trading ratios, which adjust the discount rate
applied to banking. In Chapter 3, I argue, however, that trading ratios have
practical implementation problems in actual climate policy and are therefore
an unlikely option.
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As an alternative, I suggest a third option in Chapter 3: a subsidy for clean
production to correct the growth rate of the carbon price in ETS (with free
intertemporal trading). The optimally set subsidy path raises the too-low
carbon price early on, reduces the too-high carbon price later on and also
lowers the ETS price volatility. However, unless the regulator is able to commit
to the optimal subsidy path, the subsidy partly crowds out the ETS price due
to the waterbed effect. Moreover, the subsidy induces some inefficiencies due
to overconsumption, and if the subsidy is set to generous, it may undermine
the credibility of the ETS program. Hence, a subsidy can improve the outcome
of ETS but it is not an ideal solution because it entails considerable risks.

A fourth measure to enhance emission trading is the MSR implemented in the
EU ETS. We show in Chapter 6 that the MSR indeed has a positive effect on
the ETS price by reducing the allowance bank because a smaller bank increases
the hedging value of allowances. However, a smaller bank also reduces the
discount rate applied to banking. As a result, the price hardly increases or
even decreases over time in our numerical simulation of the EU ETS. Since it
is hardly possible to calibrate the MSR to a targeted discount rate, it is not a
suitable solution to correct inefficient growth rates. A potentially positive long-
term effect of the MSR is gained by its cancellation mechanisms, which reduces
the overall cap. Here we find a higher number of cancellations compared to
many other studies because we consider that the MSR reduces the discount
rate applied to allowance banking which, in turn, raises cancellations.

Moreover, using the detailed model LIMES-EU, we show in Chapter 7 the
significance of several ETS parameters for the number of MSR cancellations.
Of particular importance is the linear reduction factor (LRF). The LRF is the
main parameter to adjust the overall cap in the EU ETS, and it is bound to be
adjusted in the coming years to reach more ambitious EU climate targets. We
find that a higher LRF (lower cap) also increases MSR cancellations; there-
fore, only a moderately higher LRF is required to achieve significantly more
ambitious emission targets. Moreover, adjusting certain parameters as MSR
intake thresholds can have a strong effect on cancellations. The discount rate
also has a strong impact such that cancellations can vary greatly and achieving
specific emission targets becomes more complicated with the MSR. Based on
such findings and other results from the literature, we argue in Chapter 8 that
the MSR may even increase regulatory risk and price variability. Moreover,
the MSR does not solve the waterbed problem: overlapping policies (e.g., coal
phase-out policies) still reduce the ETS price and may even raise cumulative
emissions (less MSR cancellations).

As an alternative and final option to enhance emission trading programs, we
suggest implementing a price floor, or more generally, a price-responsive al-
lowance supply in Chapter 8. Such a measure tackles the problems of the EU
ETS more directly: Constraining the price (from below) reduces the risk and
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improves planning certainty such that investments in clean technologies are fa-
cilitated. If policy makers are able to implement a reasonable price floor (path),
they would signal their commitment to the ETS and the emission targets so
that the (perceived) regulatory risk would be lower. Also, price reductions
through the waterbed effect of additional climate policies are mitigated be-
cause fewer allowances are auctioned if the price declines. As a result, a price
floor reduces dynamic inefficiencies, essentially by avoiding too-low prices early
on and signaling long-term ambition.

9.2 Discussion of the applied economic models

Besides literature reviews (Chapters 2 and 8) and conceptual approaches (Chap-
ter 5), the results of this thesis rely on economic models as the central method.
Specifically, a simple equilibrium model in two different versions was developed
by the author of this thesis and used in Chapters 3 and 6. In addition, the
large-scale numerical model LIMES-EU was extended by an explicit represen-
tation of the EU ETS including the MSR and used in Chapters 5 and 7. In
this section, I discuss these two model approaches.

In general, both model types have a partial equilibrium interpretation under
perfect competition: In the small model of Chapters 3 and 6, two represen-
tative firm types maximize their profits, where electricity and ETS prices are
considered as given. Although LIMES-EU is a cost-minimization model with-
out explicit firms, it induces the same outcome as perfectly competitive firms.
Perfect competition is often seen as a critical assumption since larger firms
might be able to apply market power in reality. Considering market power is
certainly an interesting aspect, especially in the context of the MSR (see also
discussion in Chapter 7), but given the relatively low market concentration in
the EU ETS, perfect competition seems to be a reasonable assumption for the
research questions of this thesis.

A further critical assumption of both model types is the rationality and far-
sightedness of market agents. In this regard, the econometric literature review
of Chapter 2 points to behavioral aspects as potentially important ETS price
drivers, which, however, is out of scope of the model analyses of this thesis.
Moreover, in emission trading programs with banking, such as the EU ETS,
shortsightedness is sometimes considered an important market failure (Fuss
et al. 2018; Quemin and Trotignon 2019; Perino and Willner 2019; Willner
2018). Although such myopia, is not explicitly modeled, variations of the dis-
count rate are included as sensitivity analyses in Chapters 6 and 7, where a
high rate can be interpreted as a shortcut to implement myopia. As both the
effect of hedging in Chapter 6 and the number of MSR cancellations in Chapter
7 decline with higher discount rates, shortsightedness has a potentially strong
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impact on the results.

Regarding the MSR analyses in Chapters 6 and 7, a potential caveat is the
possibility of multiple equilibria. The reason is that the MSR induces a dis-
continuous allowance supply in the ETS (Gerlagh et al. 2019). In order to find
different equilibria, the numerical models of Chapters 6 and 7 are solved with
different starting values. Yet, differences between model runs were rare and
negligible in size, such that multiple equilibria seem to be only a minor issue.

A striking difference between the two model approaches applied in this thesis is
the level of detail: LIMES-EU explicitly includes 29 model regions (largely EU
member states), grid connections between them, more than 20 electricity gen-
eration technologies and different time scales (short-term time slices to reflect
weather and demand variations, representative days and years). In contrast,
the small model only includes one region and two different firm types, each
using a different technology reflected by quadratic cost functions. In Chapter
6, plant capacities are also explicitly considered. The limited complexity of the
small model implies that its numerical results should only be understood as il-
lustrations and rough estimates. In turn, the advantage of detailed LIMES-EU
is more precise numerical results, including interaction effects between differ-
ent variables, such that more policy-relevant results can be generated. This
is of particular importance in Chapter 7, where we analyze different ETS and
MSR parameters in light of the upcoming ETS reform.

At the same time, small size is also an advantage, because it allows full tracking
of model outcomes, whereas the large size of LIMES-EU impairs tractability.
Therefore, smaller models are particularly useful when economic mechanisms
are examined. Especially if the model can be solved analytically, as partly
in Chapters 3 and 6, mechanisms can be easily tracked. A further advan-
tage of the smaller model is that it can be extended to more complex market
conditions. This includes policy interactions in Chapter 3, market frictions
(hedging, incomplete markets) in Chapter 6 and stochasticity in Chapters 3
and 6.

9.3 Relevance and novelty of this work

On a general level, the relevance of this thesis lies in the analysis of (1) failures
of the EU ETS and cap-and-trade programs in general, and (2) potential solu-
tions to these issues. The overarching distinctiveness of this work is the focus
on intertemporal issues of ETS as an instrument to drive emissions down to
zero in the long term. Moreover, the papers of this thesis are among the first
to analyze the MSR as a new policy instrument, and thus, they contribute to
a better understanding of its effects and to the improvement of the EU ETS.
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A first, more specific addition to the literature is the structured review of the
empirical literature on the EU ETS in Chapter 2. Compared to other recent
reviews (e.g., Hintermann et al. 2016), we emphasize financial market issues
and their effects on the discount rate applied to allowance banking. For the
plausible case that the discount rate applied to allowance banking is too large
(see Section 9.1.1), I provide a new perspective on the instrument choice to
regulate stock pollutants (Fell et al. 2012; Newell and Pizer 2003) in Chapter
3. While others show that the discount rate can be adjusted by intertemporal
trading ratios (Kling and Rubin 1997; Pizer and Prest 2020), I examine the
case where subsidies for clean energy are added to an ETS as a second best
alternative. In doing so and in contrast to previous work (Böhringer and
Rosendahl 2010; Fankhauser et al. 2010), I show that the waterbed effect of
such overlapping policies can be welfare-enhancing.

In Chapter 4, we show the importance of monetary policy and the interest rate
level for the costs of renewable energies. Although the cost-increasing effect
of higher interest rates on renewable energies is well-known (Schmidt 2014;
Hirth and Steckel 2016), it has not been linked to monetary policy. That
is, in contradiction to the views of many observers, who expect ever-falling
renewable costs (Clark 2017; Obama 2017), we show that a tighter monetary
policy may even lead to higher costs in the coming years, which could slow
down the renewable energy deployment. In addition, a higher interest rate also
raises the growth rate of the EU ETS price, and as a result, investments in
renewable energies may be further postponed. It has been argued before that
a fast growing or “too high” ETS price may lead to retroactive changes in the
cap (Burtraw et al. 2010; Edenhofer et al. 2017), but we go a step further in
Chapter 5 and conceptualize how different ETS price paths lead to different
feedback effects on the ETS policy. Put differently, we link ETS price paths
to the stickiness of the cap, which is of high significance for the credibility of
cap-and-trade programs.

Furthermore, we contribute to the literature by analyzing the effect of firm
hedging on the ETS price in an intertemporal setting, especially regarding
the MSR. Hedging is considered to be an important price driver in commodity
markets in general (Acharya et al. 2013; Kang et al. 2020) and in the EU ETS in
particular (Chevallier 2013; Trück and Weron 2016). Parts of the MSR design
are also motivated by the hedging demand of electricity producers covered
by the EU ETS (Schopp et al. 2015). Nonetheless, the MSR has not been
analyzed based on the classical hedging pressure theory (Keynes 1930; Hicks
1939; Acharya et al. 2013; Ekeland et al. 2019). We fill this literature gap in
Chapter 6.

In Chapter 7, we also add to the MSR literature by examining the MSR with a
highly detailed model, LIMES-EU, and by showing the impact of several ETS
and MSR parameters on the amount of canceled allowances. This is highly
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policy relevant for upcoming MSR reviews and cap updates to reach more
ambitious emission targets. Of similar policy relevance is our broader MSR
assessment in Chapter 8. We are among the first to evaluate the MSR in light
of the EU ETS problems and compare it to a price floor.

9.4 Outlook and directions for future research

To reach the Paris target of limiting the increase of the global temperature to
“well below 2 řC” or even 1.5 řC (UNFCCC 2015), more and essentially more
ambitious climate instruments are required around the globe. The increas-
ing number of ETS programs worldwide, including the new Chinese program
(ICAP 2020), is therefore a promising development. The EU considers itself
as a forerunner in climate policy and aspires to climate neutrality by 2050
(European Commission 2018; European Parliament 2019; European Council
2019). For this purpose, it is expected that the EU will increase its current
reduction target for 2030 of 40% to 55% relative to 1990. To reach this target,
a strengthening of the EU ETS is needed because it is the major EU climate
policy instrument. Moreover, the scope of the EU ETS might be extended so
that it covers more sectors (European Commission 2019; European Parliament
2020). This is a desirable development, as exposing more sectors to carbon
pricing makes climate policy more efficient and effective, and the EU ETS is,
in principle, an adequate instrument for this endeavor.

However, this thesis points to several problems of the EU ETS that hamper
its efficiency and effectiveness, and thus, questions whether the EU is indeed
a role model for climate policy. Most problems discussed in this work are
related to intertemporal trading, a feature that is present in many cap-and-
trade programs around the world (ICAP 2020). I argue that the discount rate
applied to allowance banking is unlikely to be optimal for several reasons, which
leads to welfare losses and, even worse, threatens the durability of the EU ETS.
By analyzing the MSR and discussing price floors, I also consider potential
solutions to these issues. However, this thesis cannot cover all relevant issues
of emission trading, nor provide irrefutable results for the analyzed issues.
Therefore, I present some further important avenues for future research in the
following.

A research direction deserving more attention in the realm of ETS programs
is behavioral finance, especially related to expectation and belief formation.
While in the models used in this work market agents are assumed to be rational
and sufficiently forward-looking, the econometric literature review in Chapter
2 suggests that agents may behave differently. For example, several empirical
papers find herding behavior, under- and overreaction to new information and
different trader types, all of which are ignored in typical ETS studies as well
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as in this thesis. Such issues are not new to the finance literature, but were
rarely transferred to cap-and-trade markets. Especially because ETS markets
are politically created and the allowance price reflects expectations about the
mid- to long-term, belief formation and information processing seems to be of
even greater relevance for ETS compared to other commodity markets.

On a broader level, the interaction of ETS and financial or capital markets is
an interesting research field. For instance, financial market frictions may affect
the cost of capital for abatement technologies and distort their deployment.
In Chapter 6, we consider liquidity constraints for financial traders as friction
and, as a result, the hedging demand of firms induces risk premiums distorting
the discount rate applied to allowance banking. While many empirical studies
analyze the effect of hedging pressure on risk premiums in other commodity
markets (Acharya et al. 2013; Kang et al. 2020), comparable work is, to the
best of my knowledge, missing for ETS markets.1

A related question is how far do market agents look into the future? To date,
there exists no definite empirical answer to the question of whether myopia
plays a role in ETS markets (Fuss et al. 2018). Nonetheless, some theoretical
ETS papers have taken shortsightedness into account (Quemin and Trotignon
2019; Perino and Willner 2019; Willner 2018), but its implications and mea-
sures against it are not yet fully understood. Therefore, both more theoretical
and empirical papers in this direction would be of great value.

In this thesis, the MSR gets relatively bad marks for several reasons (see
Chapter 8). Yet at least regarding its ability to smooth out shocks and thus,
to improve the stability of the EU ETS, the jury is still out. A first incidence to
show its usefulness is certainly the economic recession caused by the COVID-19
pandemic. In early March 2020, when the economic consequences of the pan-
demic became clearer, the ETS price plummeted from about 25 ď/t to below
17 ď/t – as one would expect without a stabilization mechanism. However, by
the end of June, the price had already recovered, suggesting that the market
believes that the MSR absorbs additional freed allowances due to the economic
crisis, which is in line with the theoretical analysis by Gerlagh and Heijmans
(2018). On the other hand, Quemin (2020) finds that stabilization through
the MSR is limited, and Bruninx et al. (2019) show that the MSR cancels
more when abatement costs are higher in the future and thus may amplify
the impact of shocks. These results indicate that the kind of shock, especially
concerning its timing and duration (correlation over time), is crucial for the
stabilization function of the MSR, which, however, requires more research (see
Gerlagh et al. 2020 for a first analysis of the COVID-19 shock). A related
aspect is the influence of market power when the allowance bank level is close

1Existing empirical papers on risk premiums in the EU ETS do not include an indepen-
dent variable for hedging pressure in their analysis, but rather interpret deviations from the
frictionless cost-of-carry model as risk premiums (e.g., Trück and Weron 2016).
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to the thresholds levels of the MSR. Future work could examine the ability of
firms to manipulate the market.

Research into such directions helps to improve cap-and-trade programs in gen-
eral, and the EU ETS in particular. However, to put improvements into prac-
tice and raise the stringency of climate policy, barriers such as distributional
issues need to be considered as well. This possibly requires a sequence of
policies because the ideal instrument might be politically not feasible with-
out intermediate steps (Pahle et al. 2018). An important step could be the
introduction of a price floor in the EU ETS, which is now considered by sev-
eral states including France and Germany (Pahle and Tietjen 2019). Other
promising ideas to enhance the EU ETS include a ban of intertemporal trad-
ing and the introduction of a price-responsive allowance supply (Traeger et al.
2020). The willingness of the EU and a growing number of its member states
to improve the EU ETS allows us to be cautiously optimistic. The European
Green Deal and the upcoming MSR review are of great importance to put the
EU on the way to climate neutrality.
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Statement of contribution

Chapters 2 to 8 are based on individual research papers. Apart from Chapter
3, these papers are the result of collaborations between the author of the thesis
and colleagues. In the following, it is explained how the author of this thesis
and the other authors have contributed to each paper.

Chapter 2 From fundamentals to financial assets: the evolution of under-
standing price formation in the EU ETS.

Marina Friedrich and Michael Pahle proposed the idea for this paper. The
research design and the structure of the paper was developed by all authors.
The review of the empirical literature in Section 2 (“Demand-side fundamental
price drivers) and Section 3 (“Political and regulatory changes”) was written
by Marina Friedrich. The review of the empirical literature in Section 4.1
(“Financial market frictions”) was written by the author of this thesis and
in Section 4.2 (“Behavioral aspects”) by Eva-Maria Mauer. The text on the
theoretical model was written by Michael Pahle and the author of this thesis.

Chapter 3 Reducing the cost of delay: on the interaction of cap-and-trade
and subsidies for clean energy.

The author of this thesis carried out the entire work for this chapter.

Chapter 4 Adverse effects of rising interest rates on sustainable energy tran-
sitions. Published in Nature Sustainability (2019), Vol. 2, pages 879-885.

Tobias S. Schmidt, Bjarne Steffen, Florian Egli, Michael Pahle, Ottmar Eden-
hofer and the author of this thesis developed the research idea and design of
the study. The numerical model was developed by Tobias S. Schmidt, Bjarne
Steffen and Florian Egli and all authors interpreted the results. Tobias S.
Schmidt, together with the other authors, wrote the paper.

Chapter 5 The risk of softening the cap in emissions trading systems.

Michael Pahle, Sebastian Osorio, Florian Egli, Bjarne Steffen, Tobias S. Schmidt,
Ottmar Edenhofer and the author of this thesis developed the research idea
and design of the study. The text was written by Michael Pahle in cooperation
with the author of this thesis and all other authors. The author of this thesis
developed the code for technology-specific risk premiums in the LIMES-EU
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model. The LIMES-EU model runs were conducted by Sebastian Osorio and
all authors interpreted the results.

Chapter 6 Hedging and temporal permit issuances in cap-and-trade programs:
the Market Stability Reserve under risk aversion.

The author of this thesis developed the research idea and design of this chapter
after joint discussions with Kai Lessmann and Michael Pahle. The analytical
and numerical models were developed by the author of this thesis and he also
carried out the numerical simulations and interpreted the results. The text was
written by the author of this thesis where Kai Lessmann and Michael Pahle
provided comments and suggested refinements.

Chapter 7 Reviewing the Market Stability Reserve in light of more ambitious
EU ETS emission targets.

The research idea was developed in joint discussions by Sebastian Osorio,
Michael Pahle and the author of this thesis. Sebastian Osorio and the author
of this thesis wrote the paper where the other authors provided comments
and refinements. Sebastian Osorio included the Market Stability Reserve in
the LIMES-EU model with the support by the author of this thesis. Sebas-
tian Osorio also conducted the model runs with LIMES-EU and all authors
interpreted the results.

Chapter 8 How to avoid history repeating itself: the case for an EU Emissions
Trading System (EU ETS) price floor revisited. Published in Climate Policy
(2020), Vol. 20 (1), pages 133-142.

This chapter is based on extensive discussions among the author team and
stakeholders from academia, policy, industry, and NGOs held in several work-
shops about price floors in the EU ETS. Christian Flachsland, Michael Pahle
and Dallas Burtraw proposed to distill the main objections to price floors from
these discussions and respond to them in this paper. In addition, a compre-
hensive literature review on emission trading and price floors was conducted.
The text was mainly written by Christian Flachsland where all other authors
provided ideas and text for several sections of the article. The author of this
thesis reviewed the literature on the Market Stability Reserve and the wa-
terbed effect and he wrote the respective text in Section 4.1 (“Objection 1:
the MSR reform removes the need for a price floor Objection”).







Tools and resources

Some parts of this thesis are based on numerical modeling. This section lists
the software used to run the models and to analyze their output.

In Chapters 5 and 7, the Long-term Investment Model for the Electricity
Sector of EUrope (LIMES-EU) is applied to obtain the quantitative results.
LIMES-EU is implemented in the General Algebraic Modeling System (GAMS)
with the solver CPLEX. The simulations in Chapters 3 and 6 are also imple-
mented in GAMS with the solvers JAMS, PATH and CPLEX. The model
output was analyzed using R and Microsoft Office. For more information,
refer to the following websites (all accessed on 30/07/2020):

• LIMES-EU:
https://www.pik-potsdam.de/research/transformation-pathways/
models/limes/limes

• GAMS: https://www.gams.com

• CPLEX: https://www.gams.com/latest/docs/S_CPLEX.html

• JAMS: https://www.gams.com/latest/docs/S_JAMS.html

• PATH: https://www.gams.com/latest/docs/S_PATH.html

• R: https://www.r-project.org/

• Microsoft Office: https://www.office.com/
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