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Abstract

In recent years, Infrastructure as a Service (IaaS) clouds have emerged as a promising
new platform for massively parallel data processing. By eliminating the need for large
upfront capital expenses, operators of IaaS clouds offer their customers the unprece-
dented possibility to acquire access to a highly scalable pool of computing resources on a
short-term basis and enable them to execute data analysis applications at a scale which
has been traditionally reserved to large Internet companies and research facilities.

However, despite the growing popularity of these kinds of distributed applications, the
current parallel data processing frameworks, which support the creation and execution
of large-scale data analysis jobs, still stem from the era of dedicated, static compute
clusters and have disregarded the particular characteristics of IaaS platforms so far.

This thesis revisits the design of a parallel data processing framework against the back-
ground of the new possibilities and challenges of IaaS clouds with the objective of im-
proving the processing efficiency on these platforms in terms of both time and cost. In
particular, the thesis analyzes how parallel data processing frameworks can take advan-
tage of the cloud’s ability for rapid resource provisioning and presents a new parallel
data processing framework called Nephele, which explicitly exploits these new cloud fea-
tures. Moreover, several approaches are presented to reduce the increased risk of I/O
bottlenecks during the job execution which results from the cloud’s use of hardware
virtualization.

In order to underline their effectiveness, all contributions of this thesis are evaluated
through various practical experiments and, whenever possible, contrasted to the state of
the art in the respective field.
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Zusammenfassung

Infrastructure as a Service (IaaS) Clouds haben sich in den vergangenen Jahren zu einer
vielversprechenden neuen Plattform für massiv-parallele Datenverarbeitung entwickelt.
Durch den Wegfall der Notwendigkeit hoher Anfangsinvestitionen bieten Betreiber von
IaaS Clouds ihre Kunden die nie dagewesene Möglichkeit, kurzzeitigen Zugriff auf einen
hoch skalierbaren Pool von Rechenressourcen zu erhalten und darauf Datenanalysepro-
gramme in einer Größenordnung auszuführen, die bislang nur großen Internetfirmen und
Forschungseinrichtungen vorbehalten war.

Trotz der steigenden Popularität dieser Form von verteilten Anwendungen, stammen
die aktuellen Datenverarbeitungsframeworks, die die Erstellung und Ausführung dieser
großangelegten Aufgaben (Jobs) zur Datenanalyse unterstützen, immernoch aus der Ära
der dedizierten, statischen Rechencluster und haben die speziellen Eigenschaften der IaaS
Plattformen bislang außer Acht gelassen.

Diese Doktorarbeit greift den Entwurf eines parallelen Datenverarbeitungsframeworks
vor dem Hintergrund der neuen Möglichkeiten und Herausforderungen einer IaaS Cloud
neu auf, und zwar mit dem Ziel, die Verarbeitungseffizienz von Jobs auf dieser Plattform
sowohl in Hinblick auf die Zeit als auch auf die Kosten zu verbessern. Dabei analysiert die
Arbeit, wie ein Framework für parallele Datenverarbeitung die Fähigkeiten einer Cloud
zur schnellen Ressourcenbereitstellung nutzen kann und präsentiert daraufhin ein neues
Verarbeitungsframework mit dem Namen Nephele, welches diese neuen Möglichkeiten
der Cloud explizit ausnutzt. Darüber hinaus werden noch mehrere Ansätze zur Re-
duzierung des erhöhten Risikos von I/O Flaschenhälsen während der Jobausführung
vorgestellt, welches in einer Cloud durch die Verwendung von Hardwarevirtualisierung
entsteht.

Um ihre Leistungsfähigkeit aufzuzeigen, werden alle Beiträge dieser Doktorarbeit durch
zahlreiche praktische Experimente evaluiert und, sofern möglich, mit dem aktuellen
Stand der Technik gegenübergestellt.
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1. Introduction

Contents

1.1. Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2. Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3. Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . 7

Today a growing number of companies have to process data sets which are increasing
exponentially in complexity and size. Classic representatives of these companies are
operators of Internet search engines, like Google, Yahoo, or Microsoft, which have to
crawl the web for information and prepare it for efficient retrieval. However, besides this
traditional web search use case, new use cases have constituted a growing demand for
large-scale data analysis in both industry and academia.

Examples of these use cases are manifold: They range from large scientific simulations
in the scale of tera or even peta bytes [63], over the processing of radio-frequency iden-
tification (RFID) data in the domain of chain supply management [60] to data analysis
problems from the field of life sciences [68].

The challenge of processing these large range of data sets in a scalable and cost-efficient
manner has rendered traditional database solutions prohibitively expensive [37]. Instead,
recent price trends for commodity hardware and multicore CPUs have popularized an
architectural paradigm which favors a massively parallel data processing on a large
set of inexpensive computers over expensive servers. Problems like processing crawled
documents or regenerating a web index are split into several independent subtasks,
distributed among the available nodes, and computed in parallel.

In order to simplify the development of distributed applications on top of such highly par-
allelized architectures, many Internet companies have started to build customized data
processing frameworks. Examples are Google’s MapReduce [43], Microsoft’s Dryad [74],
or Yahoo!’s Map-Reduce-Merge [147]. They can be classified by terms like high through-
put computing (HTC) or many-task computing (MTC), depending on the amount of
data and the number of tasks involved in the computation [106]. Parts of the data pro-
cessing community also use the term data-intensive scalable computing (DISC) frame-
works to refer to them [52]. Although these systems differ in design, their programming
models share similar objectives, namely hiding the hassle of parallel programming, fault
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1. Introduction

tolerance, and execution optimizations from the developer. Developers can typically
continue to write sequential programs. The processing framework then takes care of
distributing the program among the available nodes and executes each instance of the
program on the appropriate fragment of data.

However, despite the price decline for commodity hardware, a reasonable application of
such parallel data processing frameworks has traditionally been limited to companies
which have specialized in large-scale data analysis and therefore operate their own data
centers. For other institutions, which only have to carry out such analysis tasks occa-
sionally, the cost for acquiring and maintaining a large IT infrastructure has often been
prohibitive. Parts of the computer science community have tackled this problem with
grid computing [55]. Its overall idea is to combine servers from multiple administrative
domains to a shared resource pool which can temporarily be dedicated to specific appli-
cations. Although the developed protocols did not lead to a software environment that
grew beyond its community [20], grid computing was driven by the vision of transform-
ing compute and storage resources from something that one buys and operates oneself
to something that is operated by a third party [56] and can be consumed as a service.

A similar vision has recently gained wide-spread attention under the term cloud comput-
ing. Cloud computing refers to the idea of delivering dynamically-scalable IT resources
like computing power, storage or higher level platforms and services on demand to exter-
nal customers over the Internet [56]. The resources are rapidly provisioned and released
with minimal management effort or service provider interaction [93], allowing the cloud
customer to quickly grow or shrink the rented infrastructure according to his require-
ments without long term commitment or the need of large capital expenses.

Operators of so-called Infrastructure as a Service (IaaS) clouds, like Amazon Elastic
Compute Coud (EC2) [8] or Rackspace [105], have specialized in offering their customers
access to storage and computing resources hosted within their data centers. The size
of their data centers typically adds up to thousands or ten thousands of computers,
creating the impression of virtually unlimited resources to the customer. To facilitate
their flexible allocation, the computing resources are typically deployed in form of virtual
machines (VMs). The usage of the leased resources is charged on a short-term basis (for
example, processors by the hour and storage by the day), thereby rewarding conservation
by letting machines and storage go when they are no longer useful [20].

The prospect of using a thousand VMs for one hour at the same cost as one VM
for a thousand hours has made IaaS clouds an attractive new platform for the above-
mentioned parallel data processing frameworks. In 2007, the New York Times announced
they used 100 VMs of the Amazon EC2 cloud in parallel to convert large parts of their
article archive into publicly available PDF files in under 24 hours [61]. Projects like
Hadoop [124], a popular open source implementation of Google’s MapReduce frame-
work, have already begun to promote using their frameworks in the cloud [141]. As a
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1.1. Problem Definition

result of the growing interest, Amazon integrated Hadoop as one of its core infrastructure
services [14] in 2009. Since then, several companies have become known as customers of
this parallel data processing platform (e.g. [16, 19]).

1.1. Problem Definition

Although the VM abstraction of IaaS clouds fits the architectural paradigm assumed
by the current data processing frameworks, it is important to recall that these data
processing frameworks have been designed with traditional, dedicated data centers in
mind. These dedicated data centers are essentially static in size and fully controlled by
that party which also runs the data processing framework. The key to an IaaS cloud’s
economic operation, however, lies in statistical multiplexing [20]. This means many
different parties dynamically share the same physical hardware for a specific period of
time, but are separated from each other through hardware virtualization.

Compared to dedicated data centers, the statistical multiplexing allows for a much more
flexible and cost-efficient access to the required computing resources for the individual
cloud customers on the one hand. On the other hand, the necessary virtualization also
results in a loss of control over the physical hardware environment. With respect to
parallel data processing this leads to new opportunities but also challenges:

The biggest opportunity for parallel data processing on IaaS platforms is probably the
rapid resource provisioning. In contrast to classic cluster setups, new VMs can be
allocated at any time through a well-defined interface and become available in a matter
of seconds. Machines which are no longer used can be terminated instantly and the cloud
customer will not be charged for them any longer. Moreover, compared to the traditional
data center setups, most IaaS clouds offer VMs with different hardware characteristics
(number of CPU cores, amount of main memory, etc.) and at different cost, providing
the possibility of heterogeneous computing resources when needed.

However, instead of embracing the dynamic resource allocation, current data processing
frameworks rather expect the cloud to imitate the static nature of the cluster environ-
ments they were originally designed for. For example, Amazon Elastic MapReduce [14],
currently a major product for cloud data processing, does not support to change the set
of allocated VMs for a processing job in the course of its execution, although the tasks
the job consists of might have completely different demands on the environment. As a
result, the rented resources may be inadequate for big parts of the processing job, which
may lower the overall processing performance and increase the cost.

In contrast to that, a data processing framework which exploits both the rapid resource
provisioning and the possible resource heterogeneity could flexibly adapt the rented
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1. Introduction

computing resources to the demands of the processing job. That way a processing job
would no longer have to be executed on the same static set of compute nodes it was
originally started on. Instead, following the idea of a cloud, the required resources could
be allocated on demand according to the job’s current processing phase and adequate
to the hardware demands of the job’s individual tasks. After each phase, the machines
could be released and no longer contribute to the overall processing cost.

Facilitating such use cases entails several fundamental changes in the design of a data
processing framework which have not been investigated so far. For example, compute
nodes can no longer be assumed to be owned by the data processing framework. Instead,
the framework must be able to lease the required resources from the cloud with a clear
notion of monetary cost. The way to model this leasing, from the programming abstrac-
tion down to the resource scheduler, is currently an open research question. Moreover,
there exist no allocation strategies for VMs which aim at optimizing the processing cost
of individual MTC-like applications.

Besides the new opportunities, IaaS clouds also lead to new challenges which also must
be taken into account for efficient parallel data processing. As indicated above, one
major challenge pertains to the loss of control over the physical hardware compared to
classic cluster setups.

This loss of hardware control carries particular weight with respect to the available I/O
bandwidth. Since the VMs of different customers may be colocated on the same host, the
I/O workloads induced by one VM can affect the I/O performance of the other machine
negatively [71]. This can lead to unpredictable performance fluctuations which render
large parts of the rented computing resources underutilized. Moreover, current data
processing frameworks offer to take the network topology, i.e., the way the computing
resource are physically connected to each other, into account in order to exploit data
locality [43]. In an IaaS cloud, however, the physical network topology is typically not
exposed to the customer, which further increases the risk of I/O bottlenecks. If and
to what extent parallel data processing frameworks or cloud applications in general can
counteract these limitations is still an open question in the research community.

Another research question that arises from the cloud’s ability to provide large sets of
compute nodes on demand is how to assist developers in finding reasonable degrees of
parallelization for their processing jobs. Since there is no longer a predetermined limit
on the number of available resources like in a classic cluster setup, developers might be
tempted to reduce the completion times of their jobs by larger and larger scale-outs. Of
course, the vast majority of jobs cannot be parallelized indefinitely, but will experience
insuperable I/O bottlenecks at some point. However, the problem of determining this
very point in an environment with virtually unlimited computing power has not been
addressed so far.
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1.2. Contribution

In sum, current frameworks for massively parallel data processing have disregarded both
the positive and negative implications resulting from the characteristics of IaaS clouds so
far. Neither can these frameworks exploit the cloud’s new abilities for dynamic resource
allocation, nor do they include mechanisms to cover up for the loss of control over the
hardware environment or traditional parallelization guidelines. As a result of the status
quo, the problem addressed by this thesis can be summarized as

“With regard to the characteristics of IaaS clouds, how can one improve the
efficiency of massively parallel data processing on these new platforms?”

Due to the prevalent cost models of today’s IaaS clouds, the term efficiency can be
understood in two ways. On the one hand, it may refer to the processing time, i.e.,
the period of time a cloud customer must wait for his data processing job to complete.
On the other hand, efficiency may also refer to the processing cost, i.e., the amount of
money the cloud customer has to pay to the cloud operator after the completion of his
processing job.

1.2. Contribution

The contributions of this thesis with respect to massively parallel data processing on IaaS
platforms can be found in two major areas, the exploitation of the cloud’s dynamic re-
source allocation and the mitigation of the loss of control over the hardware environment
compared to classic cluster setups.

In the first area, the thesis presents the first data processing framework to explicitly
exploit the flexible resource provisioning offered by today’s IaaS. The new framework
named Nephele offers to flexibly adjust the number of allocated VMs according to the
current processing workload. In the course of a processing job the required VMs are
automatically instantiated and terminated. Moreover, Nephele offers support for hetero-
geneous compute nodes, i.e., different tasks of a processing job can be assigned to differ-
ent types of VMs according to their individual demand for CPU power, main memory,
etc. Based on the characteristics of today’s IaaS clouds, the thesis describes Nephele’s
fundamental design principles, discusses different strategies for the allocation of VM,
and highlights the resulting performance benefits through a comparison with the popu-
lar Hadoop framework. Moreover, it presents a novel approach to detect bottlenecks in
parallel data flow programs in order to alleviate the problem of missing parallelization
guidelines for data processing in the cloud.

In the second area, this thesis introduces two new approaches to counteract the loss of
hardware control as described in the previous section. The first approach makes use of
adaptive online compression to respond to changes in the VMs’ available I/O bandwidth.
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1. Introduction

The second approach borrows from the field of network topology inference [98]. It
uses end-to-end measurements to gain knowledge about the cloud’s physical network
topology and exploit it in order to improve the processing job’s data locality. Unlike
existing work in the respective fields, both approaches have been explicitly designed
towards the characteristics of IaaS clouds. Especially the impact of different hardware
virtualization techniques has been carefully studied and considered in the design process.
As shown through various experimental evaluations, both approaches can improve the
I/O performance of parallel data processing on IaaS platforms significantly.

Parts of this thesis have been published in the following publications:

Journals

1. Daniel Warneke, Odej Kao
Exploiting Dynamic Resource Allocation for Efficient Parallel Data Processing in
the Cloud
In: IEEE Transactions on Parallel and Distributed Systems, 22(6), pp. 985-997,
2011

2. Alexander Alexandrov, Dominic Battré, Stephan Ewen, Max Heimel,
Fabian Hueske, Odej Kao, Volker Markl, Erik Nijkamp, Daniel Warneke
Massively Parallel Data Analysis with PACTs on Nephele
In: Proceedings of the VLDB Endowment, 3(1-2), pp. 1625-1628, 2010

Proceedings

3. Daniel Warneke, Odej Kao
Nephele: Efficient Parallel Data Processing in the Cloud
In: Proceedings of 2nd Workshop on Many-Task Computing on Grids and Super-
computers (MTAGS ’09), pp. 1-10, 2009

4. Dominic Battré, Stephan Ewen, Fabian Hueske, Odej Kao, Volker Markl,
Daniel Warneke
Nephele/PACTs: A Programming Model and Execution Framework for Web-Scale
Analytical Processing
In: Proceedings of the 1st ACM Symposium on Cloud Computing (SoCC ’10),
pp. 119-130, 2010

5. Dominic Battré, Matthias Hovestadt, Björn Lohrmann, Alexander Stanik,
Daniel Warneke
Detecting Bottlenecks in Parallel DAG-based Data Flow Programs
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1.3. Outline of the Thesis

In: Proceedings of 3rd Workshop on Many-Task Computing on Grids and Super-
computers (MTAGS ’10), pp. 1-10, 2010

6. Alexander Alexandrov, Stephan Ewen, Max Heimel, Fabian Hueske,
Odej Kao, Volker Markl, Erik Nijkamp, Daniel Warneke
MapReduce and PACT - Comparing Data Parallel Programming Models
In: Proceedings of the 14th Conference on Database Systems for Business, Tech-
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1.3. Outline of the Thesis

The remainder of this thesis is structured as follows:

Chapter 2: Characteristics of Infrastructure as a Service Clouds

Chapter 2 highlights the currently prevalent service models of IaaS clouds,
describes the most common ways a customer can interact with these systems,
and elaborates on typical performance characteristics of these platforms.

Chapter 3: Exploiting Dynamic Resource Allocation

Chapter 3 discusses the fundamental design principles a parallel data process-
ing framework must meet in order to facilitate dynamic resource allocation.

7



1. Introduction

Based on these design principles, the chapter presents the new Nephele frame-
work and demonstrates possible efficiency gains through the integration of
the new cloud capabilities in the job processing.

Chapter 4: Detecting Bottlenecks in Parallel Data Flow Programs

Chapter 4 deals with the problem of finding reasonable scale-outs for parallel
processing jobs in IaaS environments. In this context, the chapter presents a
novel scheme for the detection of CPU and I/O bottlenecks in these setups
and demonstrates the integration in Nephele.

Chapter 5: Mitigating I/O Variations with Adaptive Compression

Chapter 5 discusses the problem of I/O variations as a result colocated VMs
in IaaS clouds and presents a novel adaptive compression scheme to mitigate
these effects.

Chapter 6: Topology Inference in IaaS Clouds

Chapter 6 addresses the lack of topology information for efficient parallel
data processing in clouds. In order to deal with this problem, the chapter
evaluates topology inference based on end-to-end measurements and presents
an improved inference approach to reconstruct likely data center network
structures with or without the assistance of internal network components.

Chapter 7: Interaction with Higher Layer Components

Chapter 7 considers the contributions of this thesis in the larger scope of the
Stratosphere research project and discusses optimization opportunities with
regard to semantically richer layers of the Stratosphere software stack.

Chapter 8: Conclusion

Chapter 8 concludes the thesis with a summary of the contributions and an
outlook on promising future research topics.
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Following the mission statement of this thesis, this chapter will introduce the anatomy
of an IaaS cloud and contrast its economic and technical properties against those of
traditional data centers from a user’s perspective. The basis for the examination will
in many parts be the Amazon EC2 cloud [8], which is widely regarded as a de-facto
standard for IaaS platforms [64].

2.1. Service Models of IaaS Clouds

The overall service model of IaaS clouds centers around the provisioning of flexible and
scalable IT infrastructures over the Internet. Customers of IaaS clouds can dynamically
adapt the size of the leased infrastructure to their demands, thereby shifting the classic
data center risks of over- or underprovisioning to the cloud operator [20].

In general, IaaS clouds distinguish between compute services, i.e., the provisioning of
VMs, and storage services. This section will exemplarily describe both service mod-
els by means of the popular IaaS platform Amazon EC2. Other IaaS providers like
Rackspace [105] or GoGrid [58] have implemented comparable service models with only
minor deviations.
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2.1.1. Compute Service Models

The Amazon Elastic Compute Coud (EC2) represents the compute service component
of Amazon’s overall cloud computing platform Amazon Web Services (AWS) [10]. Ac-
cording to its service model, customers of Amazon EC2 can rent computing power from
Amazon’s data centers on a pay-per-usage basis. Following the idea of Infrastructure as
a Service, the computing power is provided in the form of VMs which can be dynamically
created or destroyed and fully customized by the customer.

A VM, also called instance in Amazon’s terminology, is always created from a disk image
which must be specified by the customer. The disk image acts as a template for the new
VM’s initial disk content. In the most basic case, the disk image only contains the VM’s
guest operating system, however, it may also contain additional software components.
Customers of Amazon EC2 can either provide custom disk images or choose from a set
of public images which typically include free software whose license agreements permit
an unrestricted distribution, such as GNU/Linux.

Besides the disk image, a customer can also specify the type of VM to be started within
the cloud operator’s data center, the so-called instance type. The instance type describes
the hardware characteristics of the rented compute nodes. Each instance type refers to
a distinct combination of processing power, amount of main memory, and disk space.
Moreover, the instance type also influences the price of the VM. Amazon offers a fixed
set of different instances types as shown in Table 2.1.

Name Computing Power Main Memory Storage Price per Hour

Small 1 Compute Unit 1.7 GB 160 GB 0.10 $
Large 4 Compute Units 7.5 GB 850 GB 0.40 $
Extra Large 8 Compute Units 15 GB 1690 GB 0.80 $
High-CPU Medium 5 Compute Units 1.7 GB 350 GB 0.20 $
High-CPU Extra Large 20 Compute Units 7 GB 1690 GB 1.20 $

Table 2.1.: Overview of Amazon EC2’s available VM types (instance types) and prices
as of September 2009 [8].

Amazon expresses the computing power of each VM type in a custom unit, the so-called
Amazon EC2 Compute Unit. According to Amazon’s website [8], an Amazon EC2 Com-
pute Unit provides the equivalent CPU capacity of a 1.0-1.2 GHz 2007 Opteron or 2007
Xeon processor. Amazon has chosen to introduce a custom definition to better manage
the consistency and predictability of compute capacity across different (generations of)
hardware platforms.

Besides the type, the price a customer has to pay for a VM depends on two additional
factors: The first factor is the period of time the machine has been running. Here,
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Amazon has popularized the per-hour pricing model, i.e., a customer is charged for
the VM usage by the hour with partial hours being billed as full hours. After being
shutdown, the VM is destroyed and incurs no additional charges. The disk content of
destroyed VMs is typically discarded unless the customer has chosen to create a snapshot
of the VM before. In this case, the machine can be restarted from the snapshot, however
at the expense of a small fee which Amazon charges for storing the snapshot.

Recently, Amazon extended its initial per-hour pricing model by two refinements. Since
Amazon EC2 generally does not guarantee that a customer’s request for VMs can always
be fulfilled, they introduced so-called reserved instances besides the regular instances.
With reserved instances customers can make a one-time payment for each VM they want
to reserve for a particular time span, for example one year. In turn, Amazon reserves the
physical resources required to run the VM during that time span and allows a discount
on the hourly usage charge.

The latest refinement to Amazon’s per-hour price model has been introduced with the
so-called spot instances. Amazon uses spot instances to sell temporary excess capacity in
their data centers. A customer can bid a price he is willing to pay for a particular instance
type per hour. Depending on the current demand for computing resources, Amazon
launches the requested VM at the bidden price. Spot instances are often significantly
cheaper than regular instances [149]. However, in case the other customers agree to
pay a higher hourly fee, Amazon reserves the right to shut down already started spot
instances without further notice in order to regain physical resources.

The second major cost factor of a VM is the network traffic it causes. While internal
network traffic, i.e., network traffic among instances inside the same data center, is free
of charge, data transfers to other EC2 data centers or, in general, other hosts on the
Internet come at an additional fee. The concrete cost per GB of data depends on the
overall amount of data sent within a month and ranged between 0.10 and 0.17 $ per GB
as of September 2009 [8].

2.1.2. Storage Service Models

As indicated in the previous subsection, the flexible per-hour pricing model of most
IaaS clouds leads to ephemeral storage inside the VMs which is discarded after the
respective machine is shut down. In order to provide persistent storage, i.e., storage that
is preserved beyond the lifetime of a VM, many operators of IaaS clouds complement
their compute services with additional storage services. The usage of these services is
usually billed according to separate pricing model, so it can be offered independently of
the compute nodes’ lifetimes.
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In the context of IaaS, Amazon offers two noteworthy components for persistent storage
in their AWS portfolio, Amazon Elastic Block Storage (EBS) [12] and Amazon Simple
Storage Service (S3) [9].

Amazon EBS has been explicitly designed to work with the EC2 compute nodes. A
customer can create different EBS volumes of up to one TB in size and attach each
volume to a particular EC2 instance which is hosted in the same data center. To the
EC2 instance the EBS volume looks like a regular block device, which can be formatted
with a file system and then accessed through the operating system’s regular file system
primitives. Amazon charges customers for each EBS volume on a monthly basis, ending
with the month after the respective volume has been deallocated. As of September 2009,
the cost of one GB of storage on EBS was 0.10 $ per month [12]. Moreover, Amazon
demanded an additional fee of 0.10 $ for every one million I/O requests issued by an
EC2 instance to an EBS volume.

In contrast to Amazon EBS, Amazon S3 can be used independently of the compute
service. According to its website [9], Amazon S3 has been intentionally built with a
minimal feature set but with a strong focus on high scalability and reliability.

Amazon S3 considers the data to be stored as objects which are organized into one or
more so-called buckets. The size of an object can range from one byte to five GB. The
number of objects that can be stored is unlimited. Unlike Amazon EBS, S3 storage can-
not directly be attached to a compute instance as a raw block device. Instead, the access
and manipulation of the stored data takes place over HTTP with either the SOAP [65]
or REST [53] protocol. Moreover, Amazon S3 allows customers to concurrently access
the stored data from multiple locations. Concurrent modifications to the redundantly
stored objects are resolved by a protocol providing eventual consistency [85].

The usage of S3 storage is also billed on a monthly basis. The exact monthly fee is
composed of the pure storage cost, cost for incoming and outgoing data transfers as
well as cost for accessing and modifying objects. Moreover, the service prices vary
across different geographical regions. As of September 2009, Amazon charged users of
their US-based data centers a monthly fee between 0.12 and 0.14 $ per GB of storage,
between 0.10 and 0.17 $ per GB of outgoing data transfer, and 0.10 $ per GB of incoming
data transfer [9]. In addition, 1000 HTTP PUT, COPY, POST, or LIST requests were
billed with 0.01 $, as well as 10000 HTTP GET requests.

The cost for data transfer only applies when data packets are actually sent over the
Internet. Data transfer within the same geographic location is free of charge. In par-
ticular, VMs hosted on Amazon EC2 can access the storage service at no cost for data
transfer within the same data center.

For large data transfers, Amazon also offers customers to send in physical storage devices
like hard drives and therefore avoid excessive data transfer cost [11]. The content of the
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device is then either copied to the S3 storage, or vice versa, a backup of the S3 data is
created on the physical storage device and then sent back to the customer. The cost of
the service was 80 $ per physical storage device as well as 2.49 $ per data-loading hour
as of 2009. Moreover, Amazon’s regular fees for HTTP requests to the S3 storage add
to the overall cost.

2.1.3. Service Level Agreements

A service level agreement (SLA) is a negotiated agreement between a customer and a
service provider. As part of a legal contract, it defines a common understanding about
the offered service, rights and duties of involved parties, as well as consequences of
violating the agreement. Many operators of IaaS clouds (e.g. [8, 105, 58]) also offer
SLAs to their customers in order to underline the reliability of their services.

However, in the context of IaaS clouds, it is important to notice that current SLAs
mostly cover the availability of the offered service and provide very few guarantees, if at
all, about its quality. For example, Amazon EC2 commits itself to an annual uptime of at
least 99.95% per year and VM [7]. In the event Amazon does not meet this commitment,
the affected customers can claim a refund on their monthly bill. Any legally binding
statements with regard to the available compute performance or I/O throughput are not
part of the SLA.

The company GoGrid [58] is one of the few IaaS providers which has included concrete
performance figures in its SLA [59]. Besides the regular availability commitment, the
document defines upper bounds on the network latency and packet loss their customers
have to tolerate. However, any guarantees about the CPU performance or network
throughput are also excluded from the agreement.

2.2. User Interface to IaaS Clouds

According to the definition of the National Institute of Standards and Technology
(NIST), cloud computing is highlighted by the customers’ ability to rapidly provision
and release computing resources with minimal management effort or service provider
interaction [93]. Following this idea, IaaS providers have implemented a variety of inter-
faces which their customers can use to manage the rented compute and storage resources.
Figure 2.1 summarizes the most common interfaces to an IaaS cloud from the perspective
of the cloud customer.

One interface that all IaaS providers have in common is a management interface which
their customers can use to allocate, release, and manage both their computing as well
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Cloud Customer

Public Network (Internet)

Persistent Storage
- RESTful API
- (Management Website)

VM 1

Public/Private Network

VPN GatewayCloud Controller
- Management Website
- API based on SOAP/REST

VM 2 VM nVM 3 .  .  .
Figure 2.1.: Common interfaces to an IaaS cloud from a customer’s perspective.

as storage resources. For the remaining chapters this thesis will refer to this interface as
the Cloud Controller interface. The location of this Cloud Controller interface, i.e., its
URL, must be well-known to the cloud customer. Moreover, the interface is in general
accessible from a public network such as the Internet.

Typically, the Cloud Controller interface allows the customer to issue management re-
quests in two ways. The first way is through a classic website to which the customer can
log on and overview his deployment, such as Amazon’s AWS Management Console [17].
The second way is through a remote prodecure call (RPC) API. This RPC API enables
the customer to adapt his current cloud setup from external applications. For exam-
ple, Amazon EC2 exposes all functions required to manage a deployment on their EC2
cloud through a well-defined Web-Service interface [13]. As a result, a plethora of tools
has evolved around this cloud platform in recent years, offering to simplify management
tasks and start or stop VMs on behalf of the customer. The authenticity of each RPC
call is ensured by a combination of certificates and secret keys which Amazon issues to
the respective customer upon registration.

After the customer has started a VM, either through the management website or the
RPC interface, the machine is instantiated from the selected disk image and booted on
a suitable host inside the cloud operator’s data center. According to recent evaluations,
the average startup time for VMs on Amazon EC2, i.e., the time from issuing the cre-
ation request until the machine switches to the ready state, ranges from approximately
one to three minutes [46, 92, 102]. During the boot process, the VM is assigned a net-
work address. The customer learns about the VM’s network address through the Cloud
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Controller interface and can then use it to establish a connection to the machine.

The nature of the assigned network address may depend on the concrete cloud provider.
For example, Amazon EC2 assigns each started VM a public IP address from their pool
of available network addresses. As a result, each cloud customer has the possibility
to access the rented machines directly over the Internet. Other cloud providers, like
Zimory [152], may also assign the launched VMs non-public IP addresses, so accessing
the VMs from the Internet may involve a virtual private network (VPN) gateway. In
either case, however, the communication among the allocated VMs of a customer within
the cloud is typically possible without any restriction if not explicitly configured.

The third most common interface besides the Cloud Controller and the possible VPN
gateway is the interface to manage the cloud’s persistent storage service. The persistent
storage service is usually accessible from both the Internet as well as any private network
which may be deployed among the customer’s VMs. Similar to the Cloud Controller in-
terface, all functions required to manage and access the stored data are typically exposed
through a public API. Many cloud providers [9, 58, 105] have established lightweight ac-
cess and transfer protocols based on the Representational State Transfer (REST) prin-
ciples [53]. By also building upon HTTP as the transport protocol, these RESTful APIs
have a similar robustness compared to classic Web-Service protocols like SOAP, but are
widely considered to have a lower processing complexity [4, 96]. In addition to the API,
many IaaS providers also offer a dedicated website to manage and access the persistent
storage (e.g. [17]).

2.3. Performance Characteristics

After having explained the economic properties of an IaaS cloud, the thesis will now
discuss typical performance characteristics of this new computing platform. The char-
acteristics have been gathered from previous performance studies and independent mi-
crobenchmarks. Since there is no standardized technology stack for building an IaaS
cloud, the thesis will again focus on the currently most popular cloud system Amazon
EC2. However, in order to provide a broader picture, this section will also investi-
gate the influence of virtualization in general on the CPU and I/O performance. These
virtualization benchmarks have been conducted on our local IaaS testbed running the
Eucalyptus [99] cloud software. A thorough description on the setup can be found in
the appendix.
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2.3.1. CPU Performance Characteristics

The CPU performance characteristics that can be observed in IaaS clouds or virtualized
environments in general depend heavily on the considered class of application.

For CPU-intensive applications, like classic high-performance computing (HPC) appli-
cations, the performance impact of virtualization has traditionally been low [23]. The
reason for this is that CPU-intensive applications predominantly run user level code
which can be executed natively on the physical processor. So-called privileged instruc-
tions, which may compromise the hypervisor’s control over the physical hardware and
therefore must be handled separately, are only called seldom in this domain [70]. More-
over, modern CPUs feature special virtualization extensions to reduce the overhead of
these calls and improve memory management across different VMs [132]. As a result,
CPU-intensive applications running inside a VM today typically achieve a comparable
performance to native systems [145].

For data-intensive applications, which represent the focus of this thesis, the situation
is different. Since every I/O operation leads to at least one privileged instruction, the
hypervisor may spend considerable amounts of time translating these calls so that they
comply with the x86 privilege level architecture.

Although the CPU overhead for virtualizing I/O operations has been addressed by sev-
eral researchers in recent years [94, 39, 144, 127], the concrete performance impact is
still hard to quantify in general. It depends on the type of virtualization layer (e.g. full
virtualization or paravirtualization), the type of I/O requests (network or disk I/O),
and their frequencies. Moreover, ongoing improvements in the implementation of the
individual virtualization layer may also influence the amount of overhead.

Further complicating matters, the CPU overhead for virtualizing I/O operations is even
hard to assess for an application inside a VM at runtime because the displayed CPU
utilization often does not reflect the overhead correctly. In order to illustrate both the
varying CPU overhead as well as the inaccurate display of the CPU utilization inside the
VMs, we conducted a series of experiments on our local IaaS testbed [69]. In the scope
of these experiments, we created set of small auxiliary programs to generate network and
disk I/O load. Then we contrasted the displayed CPU utilization inside the VM with
the actual CPU utilization as reported by the host system while the respective programs
were running. A detailed setup of the experiments can be found in the appendix.

To cover a broad range of virtualization techniques, we chose the two popular open source
hypervisors XEN [23] and KVM [83]. Traditionally, XEN is a prominent representative
of paravirtualization, which requires a modified guest operating system and privileged
instructions to be replaced by so-called hypercalls. Moreover, XEN is the primary vir-
tualization technique used by Amazon EC2 [102]. In contrast to that, KVM has a large
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installed base with the software component QEMU [28] being used for the actual device
emulation. Since QEMU does not require modifications to the guest operating system,
KVM can be considered a representative of full virtualization with respect to I/O opera-
tions. However, we also evaluated the CPU overhead and accuracy of the displayed CPU
utilization when running KVM with paravirtualization, using the modified virtio device
drivers [113] instead of QEMU. As a baseline, we also examined the CPU utilization as
displayed by VMs on Amazon EC2. For these experiments, however, we were unable to
observe the CPU utilization as reported by the host system.

In order to monitor the CPU utilization inside the VMs we continuously queried the
Linux system interface /proc/stat at an interval of one second. On the host system our
monitoring scheme was dependent on the virtualization layer we used for the respective
experiment. For KVM-based experiments we first determined the process ID of the
corresponding QEMU process, afterwards traced the CPU utilization for that process
using the /proc/<process ID>/stat interface, again at a sample interval of one second.
For XEN-based experiments we used the management tool xentop to observe the CPU
utilization that was accounted to the monitored domU from the perspective of the dom0.

Figure 2.2 illustrates the results of our experiments. Each of the four plots shows the
average CPU utilization during one particular type of I/O operation (network send and
receive, disk write and read) as reported by the operating system of the VM and the
host system. The average has been calculated from at least 120 individual samples and
is split into the fraction of time the CPU spent processing into user (USR) or kernel
mode (SYS), serving hardware (HIRQ) or software interrupts (SIRQ). In case of XEN-
based virtualization, STEAL denotes the amount of CPU time that the hypervisor has
allocated to tasks other than the observed VM.

During all the experiments involving network transfer we used a TCP connection and
made sure that the opposite part of the connection was an unvirtualized machine which
was at least as fast as the observed VM. Hence, any potential performance bottleneck
during these experiments was either induced by the network or the VM itself. For all
experiments including disk I/O we used raw I/O API to avoid caching effects inside the
VM as far as possible.

In sum, our experiments revealed large variations in the CPU overhead caused by I/O
operations across the different virtualization techniques. In particular, we found network
I/O under KVM (both using paravirtualization and full virtualization) to have a signif-
icant CPU overhead which is reflected by the CPU spending considerable amounts of
time handling software (SIRQ) and hardware interrupts (HIRQ). In fact, in case of full
virtualization, the achievable network throughput was limited by the CPU performance.
In addition, the display of the CPU utilization inside the VM is often significantly lower
than the actual CPU utilization reported by the host system. This discrepancy is not
specific to a particular type of I/O operation or virtualization technique. It can be found
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Figure 2.2.: CPU overhead for executing I/O operations inside different VMs and accu-
racy of displayed CPU utilization during those operations.
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across all considered I/O operations and virtualization techniques. While for some I/O
operations the discrepancy in the reported CPU utilization is rather small (e.g. network
send operation using KVM (full virtualization) or XEN), for others (e.g. network send
operation using KVM (paravirtualization) or disk read operation using XEN) the gap
can grow up to a factor of 15.

Besides the general impact of virtualization on the CPU performance, the CPU per-
formance of VMs running on Amazon EC2 has recently caught the attention of several
researchers. Walker [135] as well as Ostermann et al. [102] evaluated Amazon’s platform
with regard to scientific computing. Ostermann et al. describe the overall CPU perfor-
mance on Amazon EC2 to be mixed, with excellent addition but poor multiplication
capabilities. Both publications, the one from Walker and from Ostermann et al. con-
clude that MPI-based applications can run significantly slower on Amazon EC2 machines
compared to native cluster setups with comparable hardware characteristics. However,
since MPI-based applications also depend on low-latency network interconnects, those
comparisons only provide little information about the pure CPU performance.

Wang and Ng [136] analyzed Amazon EC2’s scheduling strategies for VMs. Through a
set of microbenchmarks the authors discovered that the small, inexpensive VM types
typically only receive a 40-50% share of the physical processor. In practice, this re-
sults in frequent interruptions of such VMs in the order of tens of milliseconds. These
interruptions, in turn, also negatively affect the machines’ network performance.

Schad et al. [114] studied the CPU performance on Amazon EC2 with special respect
to performance variations. Their analysis revealed that VMs of the same type (with the
same advertised hardware characteristics) may be hosted on different generations of host
systems. This can lead to significant performance discrepancies between two different
VMs of the same type. Since the customer in general cannot influence the target host
system for his VMs, the authors conclude that performance predictability on Amazon
EC2 is currently hard to achieve.

2.3.2. I/O Performance Characteristics

The I/O performance characteristics of IaaS clouds or virtualized environments in general
can be considered on three different levels of scope. The first level of scope is limited
to a single VM. As pointed out in the previous subsection, within this scope, the
virtualization layer itself can have an impact on the I/O performance, depending on
the CPU overhead that occurs for the concrete virtualization approach. The second
level of scope involves two or more colocated VMs, i.e., VMs which are hosted on the
same physical server. Finally, the third level of scope covers large sets of VMs which are
potentially hosted on many different servers and even racks within a cloud data center.
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Since all three levels of scope are important with respect to efficient parallel data pro-
cessing on IaaS platforms, the thesis will now discuss them one after the other.

Level 1: Single VM Performance Characteristics

As already mentioned in the previous subsection, even if only a single VM is executed
on a physical server, its I/O performance may be degraded as a result of the additional
management and translation work the CPU has to perform. The exact performance
penalty thereby depends on the concrete virtualization technique and I/O operation.

In order to compare the I/O performance of various virtualization approaches to the
one of a native, unvirtualized system, we conducted several microbenchmarks on our
local IaaS clouds testbed [69]. Similar to the CPU microbenchmarks from the previous
subsection, VMs running on KVM (full virtualization and paravirtualization), XEN
(paravirtualization) as well as VMs running externally on Amazon EC2 were contrasted.
We modified our set of auxiliary programs to records timestamps after every 20 MB of
generated or consumed I/O data, respectively. With the help of these timestamps we
then calculated the I/O data rate as it appeared from within the VM. In total, each
auxiliary program either produced or consumed 50 GB of data. Like in the previous
experiments, the underlying physical host was fully dedicated to the observed VM. A
detailed description on the testbed is again included in the appendix.

Figure 2.3 illustrates the results of the microbenchmarks for network and disk I/O. In
terms of network throughput, the machines running with paravirtualization (Figure 2.3a)
on our local cloud testbed achieved an I/O performance comparable to the native system.
However, for the KVM-based VM with unmodified device drivers (KVM full virtualiza-
tion), we observed a significant drop in network throughput to about 160 MBit/s. The
degradation can be explained by the high amount of CPU overhead that occurs for this
kind of I/O virtualization. It also complies with the CPU bottleneck described for this
case in the previous subsection. The network throughput for the experiments we con-
ducted on Amazon EC2 averaged to approximately 500 MBit/s. Although this data rate
is significantly lower than the one we observed for XEN-based VMs on our local cloud
testbed, the results correspond to previous evaluations for the same type of VM [136].

Besides the mean I/O throughput, Figure 2.3 also shows the distribution of the data rates
measured within the individual VMs and on the native baseline system. For the network
I/O experiments, the throughput variances introduced by the different virtualization
layers on our local IaaS testbed are only marginal. Only the network experiments on
Amazon EC2 showed throughput fluctuations in the range of approximately 200 MBit/s.
They are likely to be caused by Amazon’s VM scheduling strategies [136]. However, when
writing data to the VM’s disk (Figure 2.3b), the distribution reveals another important
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Figure 2.3.: I/O throughput and variance as observed within different types of VMs.

aspect of I/O performance in virtualized environments that must be carefully considered,
namely caching.

The disk I/O measurements conducted on KVM-based VMs (both full and paravirtual-
ization) as well as on Amazon EC2 showed a throughput fluctuation which is comparable
to the one of our native baseline system. However, with the XEN-based VM, which we
instantiated on our local cloud testbed, we witnessed significant caching effects. Due to
these caching effects the data rate inside the VM occasionally appeared to be exceed-
ingly high. In fact, the data was only buffered inside the host system’s main memory.
Periodically, when the host system decided to actually flush the buffered data to disk,
the data rate displayed inside the VM dropped to only a few MB/s. As a result of
these caching effects, the average data throughput for the XEN-based disk I/O experi-
ments also spuriously appears to be higher compared to the experiments on the native
or KVM-based systems in the plot. However, after the 50 GB of data had been written
to the VM’s disk, large portions of the data had not actually been transferred to the
physical hard disk, but still remained inside the host system’s main memory.

Similar caching effects have also been reported for VMs on Amazon EC2. Through a
series of microbenchmarks, Ostermann et al. determined the capacity of the memory-
based disk cache for all types of VMs to be about four to five GB [102]. However, our
own benchmarks on Amazon EC2 do not fully support these numbers. In the course of
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our experiments involving an EC2 VM of type “m1.small”, we only witnessed negligible
caching effects (cf. Figure 2.3). Possible explanations for this discrepancy might be
recent updates to Amazon’s software stack.

Finally, the performance characteristics of accessing Amazon’s storage services from
VMs hosted on Amazon EC2 were examined by Palankar et al. [103] and Shafer [116],
respectively. Palankar et al. measured the data access performance for reads from VMs
on Amazon EC2 to the S3 storage service. According to the authors’ results, the read
performance of Amazon S3 suffers from the transaction overhead for data objects less
than one MB in size. However, for larger objects, the authors reported throughput
rates of approximately 20 to 30 MB/s per object and EC2 instance, depending on the
experiment. Shafer examined the performance of Amazon EBS. In his paper, the au-
thor reports data transfer rates of roughly 43 MB/s for write and 68 MB/s for read
operations.

Level 2: Performance Characteristics of Colocated VMs

In order to run their data centers in an economical manner, operators of IaaS clouds
typically accommodate multiple VMs on one physical server. Those VMs, which share
the same physical server, are also called colocated VMs.

As a result of the colocation, the I/O performance characteristics of the VMs are no
longer independent of each other. For example, the I/O performance of one VM which
requires to read large portions of data from the underlying server’s hard disk may be
detrimentally affected by a colocated VM which causes the hard disk to do frequent
random disk accesses.

Improving the fairness of colocated VMs has been an area of vivid research in recent
years. By default, XEN used the so-called Borrowed Virtal Time (BVT) algorithm [48]
to schedule the execution of multiple VMs. The algorithm is an adaptation of a tradi-
tional operating system scheduler and aims at providing low-latency for real-time and
interactive applications, yet weighted sharing of the CPU across applications. However,
as pointed out by Kesavan et al. [82], the problem of scheduling VMs is more com-
plex, because, in contrast to an application, the guest operating system inside a VM
typically incorporates its own proprietary internal resource management. For example,
interrupting a VM without regard to its network behavior can cause considerable jitter
in the round-trip time (RTT) measurements carried out by the guest operating system’s
TCP subsystem [82]. This jitter may lead to unnecessary triggering of TCP’s congestion
avoidance mechanisms which, in turn, lowers the available network throughput.

As a remedy to this problem, several approaches to include the I/O characteristics of VMs
into the scheduling decision have been proposed for the popular XEN hypervisor [82,
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62, 79, 146, 67]. However, at this point in time, none of the proposed enhancements
has been officially included in the XEN source code [40]. If at all, they are available
as inofficial patches which must be applied to the XEN source code by each XEN user
individually. Since the maturity of these patches is generally unknown, it is highly
doubtful whether they will be used in a commercial setting like an IaaS cloud. As a result,
I/O sharing can currently result in significant and unpredictable levels of degradation in
VM performance [82].

These significant and unpredictable levels of performance degradation have also been
confirmed for particular types of VMs running on Amazon EC2 [136]. Although Ama-
zon EC2 does not publish any details on their data center setup, Wang et al. found
through various experiments that the processor sharing which Amazon EC2 uses for
the inexpensive, small VM types causes very unstable TCP and UDP throughput. The
authors observed large throughput variations for these types of VMs. According to their
paper, the TCP/UDP throughput experienced by applications can fluctuate between
one GB/s and zero, even at a timescale of tens of milliseconds. Moreover, the authors
describe abnormally large packet delay variations which can be hundred times larger
than the propagation delay between two end hosts [136].

The disk I/O performance on Amazon EC2 was evaluated by Schad et al. [114] and
Ostermann et al. [102]. According to the results of Ostermann et al., all types of VMs
in general offer better performance for sequential operations compared to similar, un-
virtualized commodity systems. Schad et al. also analyzed the variance of the disk
performance. They found that disk performance can vary significantly across different
instantiations of the same VM type. The authors assume different types of hard disks
inside Amazon data centers to be responsible for this effect.

Level 3: Performance Characteristics across Different Servers

As explained in the introduction, current platforms for massively parallel data processing
build upon an architectural paradigm which favors a large set of inexpensive compute
nodes over expensive servers. The communication among these compute nodes must be
carried out over the network. Consequently, the network bandwidth becomes a scarce
resource in such setups [43].

In order to unburden the network and avoid possible network bottlenecks, a variety of
parallel data processing frameworks try to exploit data locality, i.e., to restrict data trans-
fers to specific parts of the network as far as possible. For example, Apache Hadoop [124],
the open source implementation of Google’s MapReduce framework [43], attempts to
read remote data blocks from those nodes which are in close proximity to the one requir-
ing the data. The proximity between the compute nodes is thereby typically determined

23



2. Characteristics of Infrastructure as a Service Clouds

with respect to the physical network topology. It is considered to be the number of
internal network components a data packet must traverse from one node to the other.

While this type of proximity is easy to determine in a static cluster, it imposes some
serious obstacles for today’s IaaS clouds. In an IaaS cloud, the underlying network
topology, i.e., the way the individual VMs are physically interconnected with each other,
is usually not exposed to the customer. As a result, the proximity between two VMs
cannot be expressed easily. Although diagnosis tools like traceroute can potentially be
used to sketch a course-grained network topology connecting the customer’s individual
VMs, these tools rely on the cooperation of the internal network nodes [148]. Moreover,
they fail to identify link-layer network components like switches or bridges which also
play an important role for exploiting data locality.

Especially knowledge about network bridges which connect colocated VMs to the phys-
ical network can be highly valuable with regard to parallel data processing. In a small
microbenchmark using the well-known network measurement tool Iperf [128], I found
data transfers between two colocated KVM-based VMs to achieve throughput rates of
up to 1.5 GBit/s. In contrast to that, the transfer rates between two VMs which were
hosted on different physical servers summed up to at most 950 MBit/s, because, unlike
in the first case, data actually had to be sent across the real Ethernet network.

Although there exist different protocols to query link layer network topologies (such as
LLDP [72]), these protocols primarily aim at network diagnostics and can potentially
reveal security-relevant information about the cloud operator’s IT infrastructure. I am
not aware of a single cloud operator who offers support for such protocols. Moreover,
even if those services were enabled, there may be legal restrictions like Amazon’s terms
of service [15] under which such probes could be interpreted as unauthorized network
access [111].

Another important aspect of data locality in IaaS clouds is the fact that the location
of a VM can potentially change throughout its lifetime due to migration [97]. A cloud
operator may migrate a VM from one server to another for several reasons, for example
to consolidate the number of running servers or to guard against an impending hardware
outage. With regard to parallel data processing on top of IaaS clouds this means that
the transfer cost for a pair of VMs can potentially change during a processing job.

2.4. Summary

In this chapter the thesis highlighted the characteristics of IaaS clouds, ranging from
economic aspects to technical properties. With respect to the mission statement of this
thesis, the chapter helped to draw a clearer picture of the opportunities for efficient
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parallel data processing in IaaS clouds but also of the technical challenges that must be
taken into account.

In terms of the opportunities, namely improving the efficiency of a processing job by
dynamically adapting the number and the type of worker nodes at runtime, the chapter
underlined that essentially all IaaS clouds today fulfill the necessary economical and
technical requirements to support the use cases motivated in the introduction:

First, all IaaS platforms I considered featured a clearly defined set of VM types, each
type with distinct hardware characteristics and a distinct price per hour. The offerings
of the respective cloud operators typically have a validity period of at least several
months, if not years, so that the hardware and cost properties of the individual VM types
could be fed into a parallel data processing framework and used as a basis for resource
management and scheduling decisions. For offerings which are subject to frequent price
fluctuations, such as Amazon’s spot instances, the respective cloud operators usually
provide an API to dynamically retrieve the latest pricing information.

Second, all considered IaaS clouds provide well-documented APIs to enable external
applications to manage the set of allocated computing resources on behalf of the cus-
tomer. Several measurements on Amazon EC2 have confirmed that the time span from
requesting a new VM until it becomes available to the customer is normally below three
minutes. Both aspects are important prerequisites to quickly respond to changes in the
workload of a parallel data processing job.

Finally, most IaaS clouds offer dedicated storage services with a separate pricing model
besides their compute service. For data-intensive processing jobs this means that a
customer can transfer the job’s input data to the cloud provider or store the job’s output
data without the need to run the potentially more expensive computing resources.

However, despite the good starting point for exploiting dynamic resource allocation, the
discussion on the performance characteristics of a IaaS cloud also underlined the initial
concerns for efficient parallel data processing on top of the new platform.

In particular, the chapter analyzed how the hardware virtualization, which is used to fa-
cilitate the cloud’s rapid resource provisioning, can lead to significant and unpredictable
levels of degradation in the performance of individual VMs. With respect to parallel
data processing, this can easily lead to bottlenecks in the processing chain which may
leave large parts of the allocated computing resources underutilized and outweigh the
benefits of the dynamic resource allocation. Moreover, the chapter illustrated how the
overhead of I/O virtualization or caching effects can lead to spurious displays of the sys-
tem performance inside a VM. This is especially a problem for all mechanisms that have
to trade off CPU against I/O performance, such as adaptive compression schemes.
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For the remainder of this thesis, I can therefore conclude that, besides their ability of
rapid resource provisioning, common IaaS platforms are characterized by a considerable
loss of control over the physical hardware compared to classic cluster environments.
Although there exist different approaches to improve a VM’s control over the underlying
hardware (especially new hardware features like Intel VT-d [73]), it is currently unclear to
what extent commercial cloud providers will adopt these technologies. Recently, Amazon
EC2 announced two new VM types for high performance computing which leverage these
new hardware features [18]. However, there has not been any comprehensive analysis on
the performance benefits yet.

As a result, a data processing framework designed for today’s IaaS clouds should rather
embrace the possible performance fluctuations which may arise from the loss of hardware
control and attempt to mitigate them on a software level.
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As motivated in the introduction, the ability of IaaS clouds to provide large sets of
possibly heterogeneous compute nodes in a matter of seconds enable new use cases for
parallel data processing which have not been possible in classic cluster setups before.
Moreover, the pay-as-you-go pricing model of clouds adds a very interesting notion of
monetary cost to this field of large-scale distributed applications and directly incentivizes
customers to use the rented resources in an economical fashion.

The current state of the art of parallel data processing on top of IaaS platforms, however,
is rather an imitation of the static, homogeneous compute cluster era. For example,
the current work flow to execute a parallel data processing job with Amazon Elastic
MapReduce [14], probably the best known offering for cloud-based data processing at
the moment, requires the cloud customer to choose a fixed number of VMs of a particular
type before the start of the job’s execution. Although the processing job might be com-
posed of several invididual subjobs, the number or type of the involved VMs cannot be
changed once the main job has been launched. The main reason for this is that Hadoop,
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the technical foundation of the service, does not support these kinds of operations. Thus,
all opportunities for improving the efficiency of parallel data processing, either in terms
of processing time or cost, by means of the cloud’s new abilities remain wasted.

Following the discussion on the characteristics of IaaS clouds, the thesis will therefore
now elaborate on design principles a framework for parallel data processing has to meet
in order to be able to exploit the cloud’s dynamic resource allocation in the course of a
processing job. Based on these design principles, I then present our new framework for
parallel data processing called Nephele [138, 139].

Nephele is the first data processing framework to explicitly exploit the dynamic resource
allocation and resource heterogeneity offered by today’s IaaS platforms for both task
scheduling and execution. Particular tasks of a processing job can be assigned to differ-
ent types of VMs which are automatically instantiated and terminated during the job
execution. This chapter will introduce Nephele’s basic architecture and programming ab-
straction. In order to illustrate the benefits of the dynamic resource allocation, we have
performed several evaluations of MapReduce-inspired processing jobs on an IaaS cloud
system and compared the results to the popular data processing framework Hadoop.

3.1. Design Principles

Although the design of frameworks for massively parallel data processing may differ
in various ways, there are three fundamental design principles such a framework has to
fulfill to be able to take advantage of the cloud’s rapid resource provisioning and resource
heterogeneity:

• First, the framework’s scheduler (or in general the respective framework’s com-
ponent which is responsible for resource management) must become aware of the
cloud environment a job should be executed in. It must know about the different
types of available VMs as well as their cost and be able to allocate or destroy them
on behalf of the cloud customer. Technically, this entails that the scheduler must
know the network address of the Cloud Controller as introduced in Section 2.2.
Moreover, the scheduler must implement the cloud provider’s API to be able to
adapt the set of allocated computing resources in the course of the job execution.

• Second, the paradigm used to describe jobs for the respective data processing
framework must be powerful enough to express dependencies between the different
tasks the job consists of. The system must be aware of which task’s output is
required as another task’s input and on what node the respective data currently
resides. Otherwise the framework’s scheduler cannot decide at what point in time
a particular VM is no longer needed and deallocate it. The MapReduce pattern
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implemented by frameworks like MapReduce [43] and Hadoop [124] is a good ex-
ample of a problematic paradigm here because data dependencies beyond a single
MapReduce job cannot be expressed. As a result, it is in general not possible to
reduce the number of nodes between two consecutive jobs, since there is always
the risk that the deallocated nodes contained important intermediate results which
might have been required by the next MapReduce job.

• Finally, the scheduler of a processing framework must be able to determine which
task of a job should be executed on which type of VM and, possibly, how many
of those. This information could be either provided externally, for example as an
annotation to the job description, or deduced internally, for instance from collected
statistics, similarly to the way database systems try to optimize their execution
plan over time [120].

While the three aspects discussed above are important cornerstones towards exploiting
dynamic resource allocation in the scope of parallel data processing, they leave different
degrees of freedom in the concrete design of a processing framework. In the next section
I will therefore present a concrete data processing framework built upon these principles
and highlight in which ways they have influenced particular design decisions.

3.2. The Nephele Parallel Data Processing Framework

In this section I will now present the parallel data processing framework Nephele [138,
139] as a concrete implementation of the design principles discussed in the previous
section. The section will introduce Nephele’s basic architecture, its abstraction for de-
scribing jobs as well as the most important internal scheduling data structures.

3.2.1. Architecture

In order to describe Nephele’s basic architecture and its interaction with the underlying
IaaS platform, I will build on the components introduced in Section 2.2.

As illustrated in Figure 3.1, Nephele’s architecture follows a classic master-worker pat-
tern. Before submitting a Nephele job, a cloud customer must start a VM which runs
the so-called Job Manager (JM). The Job Manager receives jobs from the customer’s
job client, is responsible for scheduling them, and coordinates their execution. It is not
required to run it on a node inside the IaaS cloud, but for simplicity I will assume this.

Following the design principles from the previous section, the Job Manager is the com-
ponent in the data processing framework which is capable of communicating with the
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Figure 3.1.: Structural overview of Nephele running in an IaaS cloud.

Cloud Controller. Hence, it knows about the different types of VMs the underlying IaaS
cloud offers as well as their respective price per hour. In addition, it implements the
cloud’s specific management API. By means of the Cloud Controller the Job Manager
can therefore allocate or deallocate VMs according to the current job execution phase.

The actual execution of tasks which a Nephele job consists of is carried out by a set
of VMs. Each VM runs a so-called Task Manager (TM). A Task Manager receives one
or more tasks from the Job Manager at a time, executes them, and after that informs
the Job Manager about their completion or possible errors. Unless a job is submitted
to the Job Manager, the set of VMs (and hence the set of Task Managers) is expected
to be empty. Upon job reception the Job Manager then decides, depending on the
job’s particular tasks, how many and what type of VMs the job should be executed
on, and when the respective VMs must be allocated/deallocated to ensure an efficient
processing. The current strategies for these decisions are highlighted in Section 3.3. The
newly allocated VMs boot up with a previously compiled machine image. The image is
configured to automatically start a Task Manager and register it with the Job Manager.
Once all the necessary Task Managers have successfully contacted the Job Manager, it
triggers the execution of the scheduled job.

Initially, the VM image used to boot up the Task Managers is blank and does not contain
any of the data the Nephele job is supposed to operate on. Therefore, the input data of
the respective job is expected to be stored on the cloud’s persistent storage service and
to be accessible to the individual VMs in similar ways as described in Section 2.1.
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3.2.2. Job Description

Jobs in Nephele are expressed as a directed acyclic graph (DAG). Each vertex in the
graph represents a task of the overall processing job, the graph’s edges define the com-
munication flow between these tasks. We decided to use DAGs to describe processing
jobs for two major reasons:

The first reason is that DAGs allow tasks to have multiple input and multiple output
edges. This tremendously simplifies the implementation of classic data combining func-
tions like, for example, join operations [147]. The second reason reflects one of the
design principles highlighted in the previous section: The DAG’s edges explicitly model
the communication paths of the processing job. As long as the particular tasks only
exchange data through these designated communication edges, Nephele can always keep
track of what VM might still require data from what other VMs and which VM can
potentially be shut down and deallocated.

Defining a Nephele job comprises three mandatory steps: First, the cloud customer
must write the user code for each task of his processing job or select it from an external
library. Second, the user code must be assigned to a vertex. Finally, the vertices must
be connected by edges to define the communication paths of the job.

Tasks are expected to contain sequential code and process so-called records, the primary
data unit in Nephele. Developers can define arbitrary types of records. From a devel-
oper’s perspective records enter and leave the task program through input or output
gates. Those input and output gates can be considered endpoints of the DAG’s edges
which are defined in the following step. Regular tasks (i.e., tasks which are later assigned
to inner vertices of the DAG) must have at least one or more input and output gates.
Contrary to that, tasks which either represent the source or the sink of the data flow
must not have input or output gates, respectively.

After having specified the code for the particular tasks of the job, the cloud customer
must define the DAG to connect these tasks. This DAG is called the Job Graph. The
Job Graph maps each task to a vertex and determines the communication paths between
them. The number of a vertex’s incoming and outgoing edges must thereby comply with
the number of input and output gates defined inside the tasks. In addition to the task
to execute, input and output vertices (i.e., vertices with either no incoming or outgoing
edge) can be associated with a URL pointing to external storage services in order to read
or write input or output data, respectively. Figure 3.2 illustrates a simple Job Graph.
It only consists of one input, one task, and one output vertex.

One major design goal of Job Graphs has been simplicity: Cloud customers should be
able to describe tasks and their relationships on an abstract level. Therefore, the Job
Graph does not explicitly model task parallelization and the mapping of tasks to VMs.
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Figure 3.2.: An example of a Job Graph in Nephele.

However, cloud customers who wish to influence these aspects can provide annotations
to their job description. These annotations include:

• Number of subtasks: A developer can declare his task to be suitable for par-
allelization. Cloud customers that include such tasks in their Job Graph can
specify how many parallel subtasks Nephele should split the respective task into
at runtime. Subtasks execute the same task code, however, they typically process
different fragments of the data.

• Number of subtasks per VM: By default each subtask is assigned to a separate
VM. In case several subtasks are supposed to share the same VM, the cloud
customer can provide a corresponding annotation with the respective task.

• Sharing VMs between tasks: Subtasks of different tasks are usually assigned
to different (sets of) VMs unless prevented by another scheduling restriction. If
a set of VMs should be shared between different tasks, the cloud customer can
attach a corresponding annotation to the Job Graph.

• Channel types: For each edge connecting two vertices the cloud customer can
determine a channel type. Before executing a job, Nephele requires all edges of the
original Job Graph to be replaced by at least one channel of a specific type. The
channel type dictates how records are transported from one subtask to another at
runtime. Currently, Nephele supports network, file, and in-memory channels. The
choice of the channel type can have several implications on the entire job schedule.
A more detailed discussion on this is provided in the next subsection.
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• VM type: A subtask can be executed on different VM types which may be more
or less suitable for the considered program. Therefore, we have developed special
annotations task developers can use to characterize the hardware requirements of
their code. However, a cloud customer who simply utilizes these annotated tasks
can also overwrite the developer’s suggestion and explicitly specify the VM type
for a task in the Job Graph.

If the cloud customer omits to augment the Job Graph with these specifications, Nephele’s
scheduler applies default strategies which are discussed later on in Section 3.3. Once the
Job Graph is specified, the cloud customer submits it to the Job Manager, together with
the credentials he has obtained from his cloud operator. The credentials are required
since the Job Manager must allocate/deallocate VMs during the job execution on behalf
of the cloud customer.

3.2.3. Job Scheduling and Execution

After having received a valid Job Graph from the cloud customer, Nephele’s Job Manager
transforms it into a so-called Execution Graph. An Execution Graph is Nephele’s primary
data structure for scheduling and monitoring the execution of a Nephele job. Unlike the
abstract Job Graph, the Execution Graph contains all the concrete information required
to schedule and execute the received job on the IaaS platform. It explicitly models task
parallelization and the mapping of tasks to VMs. Depending on the level of annotations
the user has provided with his Job Graph, Nephele may have different degrees of freedom
in constructing the Execution Graph. Figure 3.3 shows one possible Execution Graph
constructed from the previously depicted Job Graph (Figure 3.2). Task 1 is, for example,
split into two parallel subtasks which are both connected to the task Output 1 via file
channels and are all scheduled to run on the same VM. The exact structure of the
Execution Graph is explained in the following:

In contrast to the Job Graph, an Execution Graph is no longer a pure DAG. Instead,
its structure resembles a graph with two different levels of details, an abstract and
a concrete level. While the abstract graph describes the job execution on a task level
(without parallelization) and the scheduling of VM allocation/deallocation, the concrete,
more fine-grained graph defines the mapping of subtasks to VMs and the communication
channels between them. On the abstract level, the Execution Graph equals the cloud
customer’s Job Graph. For every vertex of the original Job Graph there exists a so-called
Group Vertex in the Execution Graph. As a result, Group Vertices also represent distinct
tasks of the overall job, however, they cannot be regarded as executable units. They
are used as a management abstraction to control the set of subtasks the respective task
program is split into. The edges between Group Vertices are only modeled implicitly as
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Figure 3.3.: An Execution Graph created from the original Job Graph.

they do not represent any physical communication paths during the job processing. For
the sake of presentation, they are also omitted in Figure 3.3.

As discussed in Section 2.1, IaaS clouds usually do not guarantee the availability of com-
puting resources at all times. Since Nephele attempts to improve a job’s cost efficiency
by allocating the required VMs as late as possible in the course of its execution, this
situation may be problematic. For example, a job might require to allocate a VM of a
particular type in the middle of its execution. If no such VM is available at that moment,
the job is unable to proceed. Moreover, the already allocated machines cannot be shut
down because the user code which runs inside the tasks on these nodes may be in an
inconsistent state and important intermediate results would be lost.

In order to cope with this problem, Nephele separates the Execution Graph into one or
more so-called Execution Stages. An Execution Stage must contain at least one Group
Vertex. Its processing can only start when all the subtasks included in the preceding
stages have been successfully processed. Based on this, Nephele’s scheduler ensures the
following three properties for the entire job execution: First, when the processing of
a stage begins, all VMs required within the stage are allocated. Second, all subtasks
included in this stage are set up (i.e., sent to the corresponding Task Managers along
with their required libraries) and ready to receive records. Third, before the processing
of a new stage, all intermediate results of its preceding stages are stored in a persistent
manner. Hence, Execution Stages can be compared to checkpoints. In case a sufficient
number of resources cannot be allocated for the next stage, they allow a running job to be
interrupted and later on restored when enough spare resources have become available.

The concrete level of the Execution Graph refines the job schedule to include subtasks
and their communication channels. In Nephele, every task is transformed into either
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exactly one, or, if the task is suitable for parallel execution, at least one subtask. In
order to complete a task successfully, each of its subtasks must be successfully processed
by a Task Manager. Subtasks are represented by so-called Execution Vertices in the
Execution Graph. They can be considered the most fine-grained executable job unit.
In order to simplify management, each Execution Vertex is always controlled by its
corresponding Group Vertex.

Nephele allows each task to be executed on its own type of VM, so the characteristics
of the requested VMs can be adapted to the demands of the current processing phase.
In order to reflect this relation in the Execution Graph, each subtask must be mapped
to a so-called Execution Instance. An Execution Instance is defined by an ID and an
instance type representing the hardware characteristics of the corresponding VM. It is
a scheduling stub that determines which subtasks have to run on what VM (type). As
described in Section 3.1, a list of available VM types together with their cost per time
unit is expected to be accessible for Nephele’s scheduler. Moreover, Nephele assumes that
an individual instance type can be referenced by a single identifier string like “m1.small”,
similar to the way Amazon EC2 deals with its different VM types.

Before processing a new Execution Stage, the scheduler collects all Execution Instances
from that stage and tries to replace them with matching VMs from the IaaS cloud. If
all required VMs could be allocated, the subtasks are distributed among them and set
up for execution.

On the concrete level, the Execution Graph inherits the edges from the abstract level,
i.e., edges between Group Vertices are translated into edges between Execution Vertices.
In case of task parallelization, when a Group Vertex contains more than one Execution
Vertex, the developer of the consuming task can implement an interface which determines
how to connect the two different groups of subtasks. The actual number of channels that
are connected to a subtask at runtime is hidden behind the task’s respective input and
output gates. However, the user code can determine the number if necessary.

Nephele requires all edges of an Execution Graph to be replaced by a communication
channel before processing can begin. The type of the channel determines how records
are transported from one subtask to another. Currently, Nephele features three different
types of channels, all of them put different constrains on the Execution Graph.

• Network channels: A network channel lets two subtasks exchange data via a
TCP connection. Network channels allow pipelined processing, so the records
emitted by the producing subtask are immediately transported to the consuming
subtask. As a result, two subtasks connected via a network channel may be exe-
cuted on different VMs. However, since they must be executed at the same time,
they are required to run in the same Execution Stage.
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• In-memory channels: Similar to a network channel, an in-memory channel also
enables pipelined processing. However, instead of using a TCP connection, the
respective subtasks exchange data using the VM’s main memory. An in-memory
channel typically represents the fastest way to transport records in Nephele, how-
ever, it also implies most scheduling restrictions: The two connected subtasks must
be scheduled to run on the same VM and run in the same Execution Stage.

• File channels: A file channel allows two subtasks to exchange records via the
local file system. The records of the producing task are first entirely written to an
intermediate file and afterward read into the consuming subtask. Nephele requires
two such subtasks to be assigned to the same VM. Moreover, the consuming Group
Vertex must be scheduled to run in a higher Execution Stage than the producing
Group Vertex. In general, Nephele only allows subtasks to exchange records across
different stages via file channels because this channel type is the only one which
stores the intermediate records in a persistent manner.

3.3. Parallelization and Scheduling Strategies

As explained in the previous section, the Execution Graph is Nephele’s primary data
structure for scheduling and monitoring the execution of a job. Depending on the degree
of user annotations, constructing an Execution Graph from the submitted Job Graph
may leave different degrees of freedom to Nephele. Using this freedom to construct the
most efficient Execution Graph (in terms of processing time or monetary cost) entails
several research challenges. This section discusses these challenges as well as Nephele’s
current strategies to address them.

3.3.1. Finding Suitable Degrees of Parallelism and VM Types

According to the cost model of an IaaS cloud, renting a thousand CPU cores for an hour
is no longer more expensive than renting a single CPU core for a thousand hours. As a
result, it might be tempting for cloud customers to strive for shorter completion times
of their jobs by increasing their level of parallelization. Of course, the vast majority of
compute jobs cannot be parallelized indefinitely. At some level of parallelization, the
I/O subsystem of the rented cloud resources (i.e., the bandwidth of the hard disk and
the network links) will become an insuperable bottleneck.

Parallelization beyond that point will leave the rented CPU cores underutilized and
unnecessarily increase the cost for executing the processing job on the one hand. On
the other hand, too low degrees of parallelization might cause CPU bottlenecks in the
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processing chain, which may slow down the execution of successive tasks and also leave
large parts of the rented computing resources underutilized.

Dealing with this problem is difficult because each Nephele vertex is expected to contain
sequential but arbitrary user code. As a result, Nephele initially cannot make any
assumptions about the behavior of a task, neither about its computational complexity
nor its I/O characteristics.

As a remedy, Nephele currently pursues the following strategy: Unless the user provides
any job annotation which contains more specific instructions, each task of a Nephele job
is executed with a parallelization level of one at its first run. Moreover, each task is by
default assigned to a separate VM and connected via network channels to its predecessor
and successor tasks. The default VM type to be used is the one with the lowest price
per hour available in the IaaS cloud. However, during the job’s execution, Nephele offers
to monitor the job’s individual tasks and thereby to learn about their CPU and I/O
characteristics. Based on the gathered data, Nephele is also able to compute bottlenecks
which have occurred in the course of the processing. Details on the job monitoring and
the bottleneck detection algorithms are discussed in the next chapter.

Figure 3.4 illustrates a special graphical job viewer we devised to provide a cloud cus-
tomer with immediate visual feedback on the CPU and I/O characteristics of his job and
possible processing bottlenecks. In the current version of Nephele, a cloud customer can
utilize this feedback to successively improve the scale-out and VM assignment of a job
across different runs. For example, computational bottlenecks suggest a higher degree
of parallelization for the affected tasks. In contrast to that, I/O bottlenecks provide
hints to switch to faster channel types (like in-memory channels) which might, in turn,
suggest employing larger VM types (i.e., VMs with more CPU cores).

However, since Nephele calculates a cryptographic signature for each task, it is also
conceivable to identify recurring tasks by means of this signature and to use the previ-
ously recorded feedback data as one aspect to automatically derive reasonable degrees of
parallelism for them. Technically, it would also be possible to respond to any detected
CPU or I/O bottleneck immediately within the course of a job execution. For exam-
ple, Nephele could respond to CPU bottlenecks by successively allocating new VM from
the IaaS cloud and launching new subtasks of the respective task until the bottleneck
situation is resolved. Nevertheless, it is important to recall that the user code within a
task is typically arbitrary. Hence, the behavior of a task can change during its execution
time so that newly created subtasks may soon become idle again. Moreover, general
user code cannot be expected to cope with arbitrarily creating and removing instances
of it. Special user annotations can possibly help to resolve both of these issues. Further
ideas on these annotations are discussed in Chapter 7.
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Figure 3.4.: Nephele’s job viewer provides immediate visual feedback on task character-
istics and possible processing bottlenecks.

3.3.2. Automatic VM Allocation and Deallocation

As indicated in the previous section, the points in time when Nephele allocates new VMs
for a processing job or releases machines which are no longer needed are on principle
determined by the Execution Stages a job is separated into. However, there are several
refinements to Nephele’s allocation strategy that shall be discussed in this subsection.

In general, new VMs for a processing job are always allocated at the beginning of a new
Execution Stage. This guarantees that all intermediate results have been stored in a
persistent manner, so in case the IaaS cloud is temporarily unable to fulfill Nephele’s
resource request, the job execution can be interrupted in a consistent state and possibly

38



3.4. Evaluation

restored later on.

However, depending on the job’s scale-out as well as the concrete IaaS cloud Nephele uses
to retrieve VMs from, the risk of experiencing resource unavailability may be negligibly
small. For these situations Nephele also features a so-called lazy initialization mode. In
this lazy initialization mode, the individual subtasks of a task are not scheduled until
their preceding subtasks actually attempt to send them any records. Consequently, the
allocation of the corresponding VMs which run these subtasks can also be postponed.

The lazy initialization mode is particularly beneficial for jobs which include one or more
dams, i.e., user code which prevents the records from flowing through the graph like in
a pipeline. For example, a sort task typically represents a dam as it requires to fully
consume its fraction of the input data before it can output any records. Depending
on the number and concrete nature of these dams in a processing job, Nephele’s lazy
initialization mode may therefore lead to later allocation times for VMs of particular
tasks and further contribute to the job’s cost efficiency.

While the allocation time of VMs is ultimately determined by the latest possible start
times of the assigned subtasks, there are different possible strategies for VM deallocation.
In order to reflect the fact that most IaaS platforms charge their customers for VM usage
by the hour, Nephele integrates the possibility to reuse VMs. To do so, it keeps track
of the VMs’ allocation times. A machine of a particular type which no longer runs any
subtask is not immediately deallocated if a VM of the same type is required either later in
the same Execution Stage or an upcoming one. Instead, Nephele keeps the VM allocated
until the end of its current lease period. If the machine is again required before the end
of that period, it is reassigned to a new Execution Vertex, otherwise it is deallocated
early enough not to cause any additional cost.

3.4. Evaluation

In this section, the thesis presents first performance results of Nephele and compares
them to the data processing framework Hadoop. We have chosen Hadoop as our com-
petitor because it is an open source software and currently enjoys high popularity in
the data processing community. Although Hadoop has been designed to run on a very
large number of nodes (i.e., several thousand nodes), according to my observations, the
software is also often used with significantly fewer machines in current IaaS clouds.

The challenge for both frameworks consists of two abstract tasks: Given a set of random
integer numbers, the first task is to determine the k smallest of those numbers. The
second task subsequently is to calculate the average of these k smallest numbers. The
job is a classic representative for a variety of data analysis jobs whose particular tasks
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vary in their complexity and hardware demands. While the first task has to sort the
entire data set and therefore can take advantage of large amounts of main memory and
parallel execution, the second aggregation task requires almost no main memory and, at
least eventually, cannot be parallelized.

We implemented the described sort/aggregate task for three different experiments. For
the first experiment, we implemented the task as a sequence of MapReduce programs
and executed it using Hadoop on a fixed set of VMs. For the second experiment, we
reused the same MapReduce programs as in the first experiment but devised a special
MapReduce wrapper to make these programs run on top of Nephele. The goal of this ex-
periment was to illustrate the benefits of dynamic resource allocation/deallocation while
still maintaining the MapReduce processing pattern. Finally, as the third experiment,
we discarded the MapReduce pattern and implemented the task based on a DAG to also
highlight the advantages of using heterogeneous VMs.

For all three experiments, we chose the data set size to be 100 GB and generated the
integer numbers according to the rules of the Jim Gray sort benchmark [101]. Conse-
quently, each integer number had the size of 100 bytes and the data set contained about
109 distinct numbers. The cut-off variable k was set to 2 × 108, so the smallest 20% of
all numbers had to be determined and aggregated. In order to make the data accessible
to Hadoop, we started an HDFS [124] data node on each of the allocated VMs prior to
the processing job and distributed the data evenly among the nodes. Since this initial
setup procedure was necessary for all three experiments (Hadoop and Nephele), I will
ignore it in the following performance discussion.

All three experiments were conducted on our local IaaS cloud. To manage the cloud and
provision VMs on request of Nephele, we set up Eucalyptus [99]. Similar to Amazon
EC2, Eucalyptus offers a predefined set of VM types a user can choose from. During our
experiments, we used two different VM types: The first VM type was “m1.small” which
corresponds to a machine with one CPU core, one GB of RAM, and a 128 GB disk.
The second VM type, “c1.xlarge”, represents a machine with eight CPU cores, 18 GB
RAM, and a 512 GB disk. Amazon EC2 has defined comparable VM types and offered
them at a price of about 0.10 $, or 0.80 $ per hour (as of September 2009), respectively.
Further details on the system configuration during the experiments can be found in the
appendix.

3.4.1. Experiment 1: MapReduce and Hadoop

In order to execute the described sort/aggregate task with Hadoop, we created three
different MapReduce programs which were executed consecutively.
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The first MapReduce job reads the entire input data set, sorts the contained integer
numbers ascendingly, and writes them back to Hadoop’s HDFS file system. Since the
MapReduce engine is internally designed to sort the incoming data between the map and
the reduce phase, we did not have to provide custom map and reduce functions here.
Instead, we simply used the TeraSort code, which has recently been recognized for being
well-suited for these kinds of tasks [101]. The result of this first MapReduce job was a
set of files containing sorted integer numbers. Concatenating these files yielded the fully
sorted sequence of 109 numbers.

The second and third MapReduce jobs operated on the sorted data set and performed
the data aggregation. Thereby, the second MapReduce job selected the first output files
from the preceding sort job which, just by their file size, had to contain the smallest
2× 108 numbers of the initial data set. The map function was fed with the selected files
and emitted the first 2× 108 numbers to the reducer. In order to enable parallelization
in the reduce phase, we chose the intermediate keys for the reducer randomly from a
predefined set of keys. These keys ensured that the emitted numbers were distributed
evenly among the n reducers in the system. Each reducer then calculated the average
of the received 2×108

n integer numbers. The third MapReduce job finally read the n
intermediate average values and aggregated them to a single overall average.

Since Hadoop is not designed to deal with heterogeneous compute nodes, we allocated
six VMs of type “c1.xlarge” for the experiment. All of these VMs were assigned to
Hadoop throughout the entire duration of the experiment.

We configured Hadoop to perform best for the first, computationally most expensive,
MapReduce job: In accordance to [101] we set the number of map tasks per job to 48
(one map task per CPU core) and the number of reducers to 12. The memory heap of
each map task as well as the in-memory file system were increased to one GB and 512
MB, respectively, in order to avoid unnecessarily spilling transient data to disk.

3.4.2. Experiment 2: MapReduce and Nephele

For the second experiment, we reused the three MapReduce programs we had written
for the previously described Hadoop experiment and executed them on top of Nephele.
In order to do so, we had to develop a set of wrapper classes providing limited interface
compatibility with Hadoop and sort/merge functionality. These wrapper classes allowed
us to run the unmodified Hadoop MapReduce programs with Nephele. As a result, the
data flow was controlled by the executed MapReduce programs while Nephele was able
to govern the VM allocation/deallocation and the assignment of tasks to VMs during the
experiment. We devised this experiment in order to highlight the effects of the dynamic
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resource allocation/deallocation while still maintaining comparability to Hadoop as well
as possible.
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Type: c1.xlarge

ID: i-F3481EA2
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Network Channel
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…                                    …

…                                    …
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Figure 3.5.: The Execution Graph for Experiment 2 (MapReduce and Nephele).

Figure 3.5 illustrates the Execution Graph, we instructed Nephele to create so that the
communication paths match the MapReduce processing pattern. For brevity, I omit a
discussion on the original Job Graph. Following our experiences with the Hadoop exper-
iment, we pursued the overall idea to also start with a homogeneous set of six “c1.xlarge”
VMs, but to reduce the number of allocated VMs in the course of the experiment ac-
cording to the previously observed workload. For this reason, the sort operation should
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be carried out on all six VMs, while the first and second aggregation operation should
only be assigned to two machines and to one machine, respectively.

The experiment’s Execution Graph consisted of three Execution Stages. Each stage
contained the tasks required by the corresponding MapReduce program. As stages can
only be crossed via file channels, all intermediate data which occurred between two
succeeding MapReduce jobs was completely written to disk, just like in the previous
Hadoop experiment.

The first stage (Stage 0) included four different tasks, split into several different groups
of subtasks and assigned to different VMs. The first task, BigIntegerReader, processed
the assigned input files and emitted each integer number as a separate record. The tasks
TeraSortMap and TeraSortReduce encapsulated the TeraSort MapReduce code which
had been executed by Hadoop’s mapper and reducer threads before. In order to meet the
setup of the previous experiment, we split the TeraSortMap and TeraSortReduce tasks
into 48 and 12 subtasks, respectively, and assigned them to six VMs of type “c1.xlarge”.
Furthermore, we instructed Nephele to construct network channels between each pair of
TeraSortMap and TeraSortReduce subtasks. For the sake of legibility, only few of the
resulting channels are depicted in Figure 3.5.

Although Nephele only maintains at most one physical TCP connection between two
machines, we devised the following optimization: If two subtasks that are connected
by a network channel are scheduled to run on the same VM, their network channel is
dynamically converted into an in-memory channel. That way we were able to avoid
unnecessary data serialization and the resulting processing overhead. For the given
MapReduce communication pattern this optimization accounts for approximately 20%
less network channels.

The records emitted by the BigIntegerReader subtasks were received by the TeraSortMap
subtasks. The TeraSort partitioning function, located in the TeraSortMap task, then
determined which TeraSortReduce subtask was responsible for the received record, de-
pending on its value. Before being sent to the respective reducer, the records were
collected in buffers of approximately 44 MB size and were presorted in memory. Con-
sidering that each TeraSortMap subtask was connected to 12 TeraSortReduce subtasks,
this added up to a buffer size of 574 MB, similar to the size of the in-memory file system
we had used for the Hadoop experiment previously.

Each TeraSortReducer subtask had an in-memory buffer of about 512 MB size, too. The
buffer was used to mitigate hard drive access when storing the incoming sets of presorted
records from the mappers. Like Hadoop, we started merging the first received presorted
record sets using separate background threads while the data transfer from the mapper
tasks was still in progress. In order to improve the overall performance, the final merge
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step, resulting in one fully sorted set of records, was directly streamed to the next task
in the processing chain.

The task DummyTask, the forth task in the first Execution Stage, simply emitted every
record it received. It was used to direct the output of a preceding task to a particular
subset of allocated VMs. Following the overall idea of this experiment, we used the
DummyTask task in the first stage to transmit the sorted output of the 12 TeraSortRe-
duce subtasks to the two instances Nephele would continue to work with in the second
Execution Stage. For the DummyTask subtasks in the first stage (Stage 0), we shuffled
the assignment of subtasks to VMs in a way that both remaining VMs received a fairly
even fraction of the 2 × 108 smallest numbers. Without the shuffle, the 2 × 108 would
all be stored on only one of the remaining VMs with high probability.

In the second and third stage (Stage 1 and 2 in Figure 3.5), we ran the two aggregation
steps corresponding to the second and third MapReduce program in the previous Hadoop
experiment. The two tasks AggregateMap and AggregateReduce thereby encapsulated
the respective Hadoop code.

The first aggregation step was distributed across 12 AggregateMap and four Aggre-
gateReduce subtasks, which were assigned to the two remaining “c1.xlarge” VMs. In
order to determine how many records each AggregateMap subtask had to process so
that in total only the 2 × 108 numbers would be emitted to the reducers, we had to
develop a small utility program. This utility program consisted of two components. The
first component ran in the DummyTask subtasks of the preceding Stage 0. It wrote the
number of records each DummyTask subtask had eventually emitted to a network file
system share which was accessible to every VM. The second component, integrated in
the AggregateMap subtasks, read those numbers and calculated what fraction of the
sorted data was assigned to the respective mapper. In the previous Hadoop experi-
ment this auxiliary program was unnecessary because Hadoop wrote the output of each
MapReduce job back to HDFS anyway.

After the first aggregation step, we again used the DummyTask task to transmit the
intermediate results to the last VM which executed the final aggregation in the third
stage. The final aggregation was carried out by four AggregateMap subtasks and one
AggregateReduce subtask. Eventually, we used one subtask of BigIntegerWriter to write
the final result record back to HDFS.

3.4.3. Experiment 3: DAG and Nephele

In this third experiment, we were no longer bound to the MapReduce processing pattern.
Instead, we implemented the sort/aggregation problem as a DAG and tried to exploit
Nephele’s ability to manage heterogeneous computing resources.
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Figure 3.6.: The Execution Graph for Experiment 3 (DAG and Nephele).

Figure 3.6 illustrates the Execution Graph we instructed Nephele to create for this
experiment. For brevity, I again leave out a discussion on the original Job Graph. Similar
to the previous experiment, we pursued the idea that several powerful but expensive VMs
are used to determine the 2× 108 smallest integer numbers in parallel, while, after that,
a single inexpensive VM is utilized for the final aggregation. The graph contained five
distinct tasks, again split into different groups of subtasks. However, in contrast to the
previous experiment, this one also involved VMs of different types.

In order to feed the initial data from HDFS into Nephele, we reused the BigIntegerReader
task. The records emitted by the BigIntegerReader subtasks were received by the second
task, BigIntegerSorter, which attempted to buffer all incoming records into main mem-
ory. Once it had received all designated records, it performed an in-memory quick sort
and subsequently continued to emit the records in an order-preserving manner. Since
the BigIntegerSorter task requires large amounts of main memory we split it into 126
subtasks and assigned these evenly to six instances of type “c1.xlarge”. The preceding
BigIntegerReader task was also split into 126 subtasks and set up to emit records via
in-memory channels.
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The third task, BigIntegerMerger, received records from multiple input channels. Once
it has read a record from all available input channels, it sorts the records locally and
always emits the smallest number. The BigIntegerMerger tasks occurred three times in
a row in the Execution Graph. The first time it was split into six subtasks, one subtask
assigned to each of the six “c1.xlarge” VMs. The second time the BigIntegerMerger task
occurred in the Execution Graph, it was split into two subtasks. These two subtasks
were assigned to two of the previously used “c1.xlarge” VMs. The third occurrence of
the task was assigned to the new VMs of the type “m1.small”.

Since we abandoned the MapReduce processing pattern, we were able to better exploit
Nephele’s streaming pipelining characteristics in this experiment. Consequently, each
of the merge subtasks was configured to stop execution after having emitted 2 × 108

records. The stop command was propagated to all preceding subtasks of the processing
chain, which allowed the Execution Stage to be interrupted as soon as the final merge
subtask had emitted the 2× 108 smallest records.

The fourth task, BigIntegerAggregater, read the incoming records from its input channels
and summed them up. It was also assigned to the single “m1.small” VM. Since we
no longer required the six “c1.xlarge” machines to run once the final merge subtask
had determined the 2 × 108 smallest numbers, we changed the communication channel
between the final BigIntegerMerger and BigIntegerAggregater subtask to a file channel.
That way Nephele pushed the aggregation into the next Execution Stage and was able
to deallocate the expensive VMs.

Finally, the fifth task, BigIntegerWriter, eventually received the calculated average of
the 2× 108 integer numbers and wrote the value back to HDFS.

3.4.4. Results

Figure 3.7, Figure 3.8, and Figure 3.9 show the performance results of our three exper-
iment, respectively. All three plots illustrate the average VM utilization over time, i.e.,
the average utilization of all CPU cores in all VMs allocated for the job at the given
point in time. The utilization of each machine has been monitored with the Unix com-
mand top. As in the previous chapter, it is broken down into the amount of time the
CPU cores spent running the respective data processing framework (USR), the kernel
and its processes (SYS), handling hardware (HIRQ) or software interrupts (SIRQ), and
the time waiting for I/O to complete (WAIT). To illustrate the impact of network com-
munication, the plots additionally show the average amount of IP traffic flowing between
the VMs over time.

I begin with discussing Experiment 1 (MapReduce and Hadoop): For the first MapRe-
duce job, TeraSort, Figure 3.7 shows a fair resource utilization. During the map (point
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Figure 3.7.: Results of Experiment 1 (MapReduce and Hadoop).

(a) to (c)) and reduce phase (point (b) to (d)) the overall system utilization ranges
from 60 to 80%. This is reasonable since we configured Hadoop’s MapReduce engine
to perform best for this kind of task. For the following two MapReduce jobs, however,
the allocated VMs are oversized: The second job, whose map and reduce phases range
from point (d) to (f) and point (e) to (g), respectively, can only utilize about one third
of the available CPU capacity. The third job (running between point (g) and (h)) can
only consume about 10% of the overall resources.

The reason for Hadoop’s eventual poor VM utilization is its assumption to run on a static
compute cluster. Once the MapReduce engine has been started on a set of VMs, no
machine can be removed from that set without the risk of losing important intermediate
results. As in this case, all six expensive VMs must be allocated throughout the entire
experiment and unnecessarily contribute to the processing cost.

Figure 3.8 shows the system utilization for executing the same MapReduce programs on
top of Nephele. For the first Execution Stage, corresponding to the TeraSort map and
reduce tasks, the overall resource utilization is comparable to the one of the Hadoop
experiment. During the map phase (point (a) to (c)) and the reduce phase (point (b)
to (d)) all six “c1.xlarge” machines show an average utilization of about 80%. However,
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Figure 3.8.: Results of Experiment 2 (MapReduce and Nephele).

after approximately 42 minutes, Nephele starts transmitting the sorted output stream of
each of the 12 TeraSortReduce subtasks to the two VMs which are scheduled to remain
allocated for the upcoming Execution Stages. At the end of Stage 0 (point (d)), Nephele
is aware that four of the six “c1.xlarge” machines are no longer required for the upcoming
computations and deallocates them.

Since the four deallocated machines do no longer contribute to the number of available
CPU cores in the second stage, the remaining VMs again match the computational
demands of the first aggregation step. During the execution of the 12 AggregateMap
subtasks (point (d) to (f)) and the four AggregateReduce subtasks (point (e) to (g)), the
utilization of the allocated VMs is about 80%. The same applies to the final aggregation
in the third Execution Stage (point (g) to (h)) which is only executed on one allocated
“c1.xlarge” machine.

Finally, I want to discuss the results of the third experiment (DAG and Nephele) as
depicted in Figure 3.9: At point (a) Nephele has successfully allocated all VMs required
to start the first Execution Stage. Initially, the BigIntegerReader subtasks begin to read
their splits of the input data set and emit the created records to the BigIntegerSorter
subtasks. At point (b) the first BigIntegerSorter subtasks switch from buffering the
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Figure 3.9.: Results of Experiment 3 (MapReduce and DAG).

incoming records to sorting them. Here, the advantage of Nephele’s ability to assign
specific VM types to specific kinds of tasks becomes apparent: Since the entire sorting
can be done in main memory, it only takes several seconds. Three minutes later (c), the
first BigIntegerMerger subtasks start to receive the presorted records and transmit them
along the processing chain.

Until the end of the sort phase, Nephele can fully exploit the power of the six allocated
“c1.xlarge” machines. After that period the computational power is no longer needed for
the merge phase. From a cost perspective it is now desirable to deallocate the expensive
machines as soon as possible. However, since they hold the presorted data sets, at least
20 GB of records must be transferred to the inexpensive “m1.small” VM first. Here,
we identified the network to be the bottleneck, so much computational power remains
unused during that transfer phase (from (c) to (d)). In general, this transfer penalty
must be carefully considered when switching between different VM types during job
execution. The adaptive compression algorithm, which is presented in Chapter 5 of this
thesis, might have been beneficial in this case to trade CPU against I/O load 1. However,
in order to achieve an unbiased comparison to the other two experiments, the feature is

1Although the numbers generated according to the Jim Gray sort benchmark are considered to be
random, they actually contain recurring patterns which make them suitable for compression.
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not activated during these experiments.

At point (d), the final BigIntegerMerger subtask has emitted the 2×108 smallest integer
records to the file channel and advises all preceding subtasks in the processing chain to
stop execution. All subtasks of the first stage have now been successfully completed. As
a result, Nephele automatically deallocates the six VMs of type “c1.xlarge” and continues
the next Execution Stage with only one machine of type “m1.small” left. In that stage,
the BigIntegerAggregater subtask reads the 2×108 smallest integer records from the file
channel and calculates their average. Again, since the six expensive “c1.xlarge” nodes
no longer contribute to the number of available CPU cores in that period, the processing
power allocated from the cloud again fits the task to be completed. At point (e), after
33 minutes, Nephele has finished the entire processing job.

Considering the short processing times of the presented tasks and the fact that most
cloud providers offer to lease a VM for at least one hour, I am aware that Nephele’s
savings in time and cost might appear marginal at first glance. However, I want to point
out that these savings grow by the size of the input data set. Due to the size of our
test cloud we were forced to restrict data set size to 100 GB. For larger data sets, more
complex processing jobs become feasible, which also promises more significant savings.

3.5. Related Work

In recent years a variety of MTC or DISC frameworks have been developed. Although
these systems typically share similar goals (e.g. simplifying the deployment of jobs across
a large number of compute nodes, hiding issues of parallelism, or fault tolerance), they
aim at different fields of application.

MapReduce [43] (or the open source version Hadoop [124]) is designed to run data anal-
ysis jobs on a large amount of data, which is expected to be stored across a large set
of share-nothing commodity servers. MapReduce is highlighted by its simplicity: Once
a user has fit his program into the required map and reduce pattern, the execution
framework takes care of splitting the job into subtasks, distributing and executing them.
A single MapReduce job always consists of a distinct map and possibly a reduce pro-
gram. However, a variety of projects exists to coordinate the execution of a sequence of
MapReduce jobs [100, 126, 125].

Since the publication of the original MapReduce research paper by Dean and Ghemawat,
several alternative implementations of the programming pattern have surfaced. While
some aim at improving the performance for particular types of MapReduce jobs [45],
others extend the original framework by additional features, such as pipelining [42].
However, MapReduce and those derivatives have been clearly designed for large static
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clusters. Although they can deal with sporadic node failures, the available computing
resources are essentially considered to be a fixed set of homogeneous machines.

The Pegasus framework by Deelman et al. [44] has been designed for mapping com-
plex scientific workflows onto grid systems. Similar to Nepehle, Pegasus lets its users
describe their jobs as a DAG with vertices representing the tasks to be processed and
edges representing the dependencies between them. The created workflows remain ab-
stract until Pegasus creates the mapping between the given tasks and the concrete com-
puting resources available at runtime. The authors incorporate interesting aspects like
the scheduling horizon which determines at what point in time a task of the overall
processing job should apply for a computing resource. This is related to the stage con-
cept in Nephele. However, Nephele’s stage concept is designed to minimize the number
of allocated instances in the cloud and clearly focuses on reducing cost. In contrast,
Pegasus’ scheduling horizon is used to deal with unexpected changes in the execution
environment. Pegasus uses DAGMan and Condor-G [57] as its execution engine. As a
result, different tasks can only exchange data via files.

Thao et al. introduced Swift [151] to reduce the management issues which occur when a
job involving numerous tasks has to be executed on a large, possibly unstructured, set of
data. Building upon components like CoG Karajan [133], Falkon [107], and Globus [54],
the authors present a scripting language which allows to create mappings between logical
and physical data structures and to conveniently assign tasks to these.

The system our approach probably shares most similarities with is Dryad [74]. Dryad also
runs DAG-based jobs and offers to connect the involved tasks through either file, network,
or in-memory channels. However, it assumes an execution environment which consists of
a fixed set of homogeneous worker nodes. The Dryad scheduler is designed to distribute
tasks across the available compute nodes in a way that optimizes the throughput of the
overall cluster. It does not include the notion of processing cost for particular jobs.

Borkar et al. demonstrated a framework for data-intensive distributed computing called
Hyracks [33]. Similar to Nephele and Dryad, Hyracks also describes processing jobs as
DAGs. In Hyracks, the vertices of the DAG implement typical data processing operators
like, e.g., readers/writers, sorters, or joiners. The DAG’s edges represent so-called con-
nectors between these operators. Similar to Dryad, Hyracks also has a strong focus on
clusters of commodity computers and does not address dynamic resource allocation.

In terms of on-demand resource provisioning several projects have arisen recently: Dorne-
mann et al. [46] presented an approach to handle peak-load situations in BPEL work-
flows using Amazon EC2. Ramakrishnan et al. [108] discussed how to provide a uni-
form resource abstraction over grid and cloud resources for scientific workflows. Both
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projects rather aim at batch-driven workflows than the data-intensive, pipelined work-
flows Nephele focuses on. The FOS project [140] has recently presented an operating
system for multicore and clouds which is also capable of on-demand VM allocation.

3.6. Summary

In this chapter the thesis discussed design fundamentals data processing frameworks
must meet in order to be able to exploit the dynamic resource allocation offered by
today’s IaaS platforms. Based on these design fundamentals I presented Nephele as the
first parallel data processing framework to explicitly incorporate the cloud’s ability for
rapid resource provisioning and heterogeneous computing resources.

Unlike existing frameworks for massively parallel data processing, Nephele no longer
assumes that it owns the available compute nodes and that it can freely dispose of
them. Instead, the system follows the idea that the available computing resources are
potentially only leased for a particular time span and may incur monetary cost. With
this idea in mind, the chapter outlined Nephele’s basic architecture and programming
abstraction. In particular, it described how users can compose complex processing jobs
from individual tasks and influence the job’s scheduling and execution through a set of
possible annotations.

With respect to dynamic resource allocation, this chapter discussed several strategies
for VM allocation/deallocation in the course of a processing job and pointed out exist-
ing scheduling tradeoffs between preserving intermediate results in case of temporary
resource unavailabilities and potentially shorter lease durations. Finally, Nephele’s per-
formance was evaluated by means of a MapReduce-inspired data analysis job. In the
scope of the experiments, I highlighted the benefits of both dynamic resource allocation
as well as resource heterogeneity through a comparison with the popular data processing
framework Hadoop based on resource utilization, processing time, and cost.

The chapter also identified directions for further research. In particular, generating
efficient execution plans in the absence of the user’s job annotations is currently a chal-
lenging subject. The thesis will further investigate the problem of finding reasonable
degrees of parallelization for a processing job in the next chapter. Moreover, Chap-
ter 7 will address optimization opportunities that arise from combining Nephele with
semantically richer, higher level programming abstractions.

Since Nephele’s programming abstraction is very general and allows its users to express a
broad range of large-scale data analysis problems, I will use Nephele as a representative
of a parallel data processing framework for the remaining chapters of this thesis.
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Since modern IaaS clouds suggest access to a virtually unlimited pool of computing
resources, this also stresses the problem of finding a reasonable degree of parallelism
for data processing jobs executed on top of these platforms. While in a classic cluster
environment the size of the cluster (i.e., the number of CPU cores or the amount of
main memory) has traditionally provided an upper bound for possible scale-outs, the
dimensions of commercial cloud data centers together with the cloud’s cost model has
rendered this limit obsolete. Instead, researchers might be tempted to strive for shorter
completion times by increasing their jobs’ level of parallelization.

However, for the vast majority of MTC-like applications, the range of sensible scale-outs
is limited. Too large degrees of parallelism will eventually turn the cloud’s underlying
I/O infrastructure, which delivers the input data to the individual compute nodes, into a
bottleneck. As a result, large parts of the rented VMs will remain idle and unnecessarily
contribute to the processing cost. Contrary to that, too low degrees of parallelization
might cause CPU bottlenecks in the processing chain so that successive tasks might
suffer from a lack of input data. In this case, the VMs of these successive tasks will also
be underutilized and diminish the job’s cost efficiency.
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The challenge of finding sensible scale-outs carries special weight for processing jobs
which contain arbitrary user code. These kinds of processing jobs typically only al-
low very few assumptions about the job’s concrete computational characteristics in the
forefront of its execution. Moreover, many of those jobs are also executed in a producer-
consumer fashion [74, 125, 24] so that each of the job’s tasks depends on sufficient
amounts of input data from its predecessors in order to reach its optimal throughput
and a high system utilization. As a result, in these cases, the problem is not only to
detect the sweet spot in the range of possible scale-outs for the job itself but for each of
its tasks individually with respect to its predecessors and successors.

Being designed for classic cluster setups, existing data processing frameworks only offer
very little support for this problem. Current tutorials on this topic [123] mainly propose
back-of-the-envelope calculations and ignore the characteristics of the job. In particular,
these tutorials do not address the problem of adjusting the scale-out of interdependent
tasks with potentially very different computational complexities.

To mitigate this current lack of assistance, this chapter presents a scheme to detect CPU
and I/O bottlenecks in DAG-based data flow programs at runtime [27]. As explained
in the previous chapter, the detection of these bottlenecks represents an important pre-
requisite for manually or automatically scaling out these kinds of programs in order to
increase their processing performance and cost efficiency.

Although I will demonstrate the scheme based on the Nephele framework, it is in principle
applicable to any parallel data processing framework which describes jobs as DAGs and
follows a classic producer-consumer pattern. Therefore, this chapter will start with an
abstract introduction of the assumed processing model and a problem definition. Based
on this foundation, it will introduce the algorithms for bottleneck detection and the
concrete implementation in Nephele. Finally, I will illustrate the applicability of our
approach through an experimental evaluation.

4.1. Processing Model and Problem Definition

This section will explain the general processing model the bottleneck detection algorithm
later bases on. Moreover, it will explain CPU and I/O bottlenecks with respect to parallel
DAG-based data flow programs and define the concrete problem which is addressed by
the presented algorithm.

Note that with regard to the potentially false display of system characteristics within
a VM (cf. Section 2.3), we deliberately decided not to include any physical hardware
figures (such as maximum/available network throughput) into the processing model.
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Instead, the processing model will only rely on metrics that can be directly derived from
the producer-consumer pattern.

4.1.1. Processing Model

The bottleneck detection approach presented in this chapter can be applied to arbitrary
MTC-like processing jobs which fulfill the assumptions described in the following:

• Assumption 1: The processing job can be modeled as a DAG G = (VG, EG).
Therein, each vertex v ∈ VG of the DAG represents a separate task of the overall
processing job. The directed edges e ∈ EG between the vertices model the commu-
nication channels through which data is passed on from one task to the next. In
the context of the Nephele framework, which has been introduced in the previous
chapter, Nephele’s Job Graph would be an example of such a DAG.

• Assumption 2: The interaction between the individual tasks of the processing job
follows a producer-consumer pattern. Tasks exchange data through communication
channels in distinct units. I will comply with the Nephele terminology and also
refer to these units as records in this chapter. All communication between tasks
takes place through communication channels modeled in the DAG.

• Assumption 3: A communication channel is unidirectional and follows the ab-
straction of a FIFO queue. Moreover, it is backed by a buffer which can temporarily
store a particular number of records. The concrete size of the buffer is allowed to
change over time. This characteristic is motivated by the varying window size
of a TCP connection which can act as the physical foundation of the communi-
cation channel in practice. However, the buffer size is expected to be eventually
constrained by an arbitrary but fixed value. I will refer to the current buffer size
as the channel’s capacity. Any attempts to write records to a channel beyond its
capacity limit will cause the producing task to be blocked until the consuming
task has removed at least one record from the channel. Analogously, any attempt
to read from a channel which currently does not hold any records will cause the
consuming task to be blocked until at least one record is written to the channel.

• Assumption 4: Each task of the DAG consists of sequential and deterministic,
yet potentially unknown user code. It can be parallelized so that multiple instances
of the same task operate on different fractions of the task’s overall input data. I
will also stick to the terminology introduced in the previous chapter and refer to
such a parallel instance of a task as a subtask.

• Assumption 5: At runtime, each subtask is in one of the following states: PRO-
CESSING or WAITING. A state change is always triggered by one of its connected
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communication channels. A subtask is in state WAITING when it is either wait-
ing to write records to an outgoing channel or waiting for records to arrive from
an incoming channel; otherwise it is in state PROCESSING. Hence, if sufficient
input records are available and capacity is left to write out the result records, a
subtask will not enter the WAITING state. The current state of a subtask can be
accessed at anytime during its execution. Note that even waiting for I/O other
than communication channel I/O (such as reading or writing from/to hard disk)
is therefore considered as processing time.

• Assumption 6: At runtime, each communication channel is either in the state
SATURATED when its buffer’s capacity limit has been reached; otherwise it is in
state READY. Similar to the tasks, the current state of a channel is assumed to
be accessible at anytime throughout its lifetime.

• Assumption 7: If a specific record is processed by the same task in different job
executions, the performance characteristics (processing complexity, value and size
of produced output) remain the same. This assumption allows profiling a job and
using the gained knowledge to improve a second execution of the job.

4.1.2. Problem Definition

After having explained the general processing model, the section will continue explain-
ing our understanding of CPU and I/O bottlenecks. Intuitively, the different types of
bottlenecks can be described as follows:

• CPU bottlenecks are tasks whose throughput is limited by the CPU resources
they can utilize. CPU bottlenecks are distinguished by the fact that they have
sufficient amounts of input data to process, however, subsequent tasks in the pro-
cessing chain suffer from a lack thereof.

• I/O bottlenecks are those communication channels which are requested to trans-
port more records per time unit on an average than the underlying transport in-
frastructure (for example network interconnects) can handle.

The problem this chapter addresses is the detection of such bottlenecks only based
on the previously described task and channel states (PROCESSING/WAITING and
READY/SATURATED). Through this abstraction the approach becomes independent
of the concrete physical compute and communication resource, which may be hard to
observe in (shared) virtualized environments like IaaS clouds.

It is important to point out that our bottleneck detection approach considers a job DAG
on the task level. This means, we do not aim at detecting CPU or I/O bottlenecks
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at individual subtasks. Bottlenecks on a subtask level typically indicate load balancing
problems. They do not provide any clues about bottlenecks which stem from inappro-
priate levels of parallelization of distinct tasks, which is the primary intention of this
approach. So although a task may be executed as hundreds or thousands of parallel
subtasks, algorithmically it is treated as a single task. Section 4.3 will provide details on
how the aggregation of the necessary data actually takes place in a distributed setup.

4.2. Bottleneck Detection Algorithms

According to our definition of CPU and I/O bottlenecks, the following algorithm is ca-
pable of detecting those bottlenecks in DAG-based parallel data flow programs. The
algorithm is applicable to any parallel data processing framework whose jobs fit the
model presented in Section 4.1. The algorithm is expected to be triggered periodically
during the job execution in order to account for the fact that the behavior of the process-
ing job’s individual tasks may change over time and, hence, disclose different bottlenecks
in the course of a job’s execution.

Algorithm 1 illustrates the overall approach of our bottleneck detection algorithm. The
algorithm is passed the DAG G which represents the currently executed job. Initially,
the function ReverseTopologicalSort(G) (line 1) creates and returns a list LRTS with all
vertices of G. The order of the vertices within the list corresponds to a reverse topological
ordering, i.e., vertices with no outgoing edges appear first in the list.

Algorithm 1 DetectBottlenecks(G := (VG, EG))

1: LRTS ← ReverseTopologicalSort(G)
2: for all v in LRTS do
3: v.isCpuBottleneck ← IsCpuBottleneck(v,G)
4: end for
5: if �v ∈ LRTS : v.isCpuBottleneck then
6: for all v in LRTS do
7: Ev = {(v, w)|w ∈ VG ∧ (v, w) ∈ EG}
8: for all e ∈ Ev do
9: e.isIoBottleneck ← IsIoBottleneck(e,G)

10: end for
11: end for
12: end if

The list LRTS is then traversed from the beginning to the end. For each vertex v we check
whether v is considered a CPU bottleneck. The particular properties for a vertex to meet
the CPU bottleneck condition are checked within the function IsCpuBottleneck(v,G)
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(line 3), which is explained later in this section. The result of the check is returned and
stored in the Boolean variable v.isCpuBottleneck .

In order to detect I/O bottlenecks, we take a similar approach. Again, we traverse each
vertex v of the job DAG G according to their reverse topological order. For each outgoing
edge e = (v, w) of v we check whether e meets the conditions of an I/O bottleneck.
However, we only perform the check if no CPU bottleneck has been discovered before.
The discussion of Algorithm 3 later in this section will clarify the necessity for this
constraint.

Algorithm 2 describes how we check whether a particular vertex v ∈ VG is a CPU
bottleneck. The algorithm checks for two conditions which must be fulfilled in order to
classify v as a CPU bottleneck.

A crucial prerequisite for a CPU bottleneck is that the task represented by vertex v
spends almost the entire CPU time given to it in the state PROCESSING. We intro-
duce the function pt(v) which is defined as the arithmetic mean of the fractions of time
the subtasks (i.e., the different parallel instances of the task) spent in the state PRO-
CESSING during the last time unit of their execution. Synchronization issues may cause
individual subtasks to spend short periods of time in the state WAITING. For this rea-
son we introduce a threshold α for pt(v) which must be exceeded so that v is considered
a bottleneck. In our practical experiments we found 90% to be a reasonable value for
α.

Algorithm 2 IsCpuBottleneck(v, G)

1: if pt(v) ≤ α then
2: return FALSE
3: end if
4: if ∃s ∈ vsucc∗(v,G) : s.isCpuBottleneck then
5: return FALSE
6: end if
7: return TRUE

The second condition for a CPU bottleneck considers the set of v’s successors, vsucc∗(v,G),
i.e., the vertices which can be reached from v. Formally, a vertex s is in vsucc∗(v,G)
if there exists a path p = (v1, ..., vn) such that v1 = v, vn = s and (vi, vi+1) ∈ EG,
1 ≤ i < n. For each such successor s we check if s has been classified as a CPU bottle-
neck. The order in which we traverse the vertices in the job DAG G guarantees that the
CPU bottleneck flag s.isCpuBottleneck of all of vertex v’s successors has been updated
before the function IsCpuBottleneck is called with v itself.

The necessity for this second condition becomes apparent when recalling the definition
of a CPU bottleneck from Section 4.1. According to that definition, a CPU bottleneck
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is characterized by high CPU load and the fact that it provides successor vertices with
insufficient amounts of input data. However, if any successor s of vertex v has already
been identified as a CPU bottleneck, this would mean s does not suffer from insufficient
amounts of input data because the amount of input data s receives is sufficient to max
out its CPU time. As a result, classifying vertex v as a CPU bottleneck requires all of
its successors not to be classified as CPU bottlenecks.

Algorithm 3 IsIoBottleneck(e := (v, w), G)

1: if st(e) ≤ β then
2: return FALSE
3: end if
4: if ∃s ∈ esucc∗(v,G) : s.isIoBottleneck then
5: return FALSE
6: end if
7: return TRUE

After all CPU bottleneck flags have been updated, Algorithm 3 checks whether an edge
should be considered an I/O bottleneck. For an edge e = (v, w) ∈ EG, st(e) denotes the
arithmetic mean of the fractions of time the communication channels represented by the
edge e spent in the state SATURATED during the last time unit of v’s execution.

Similar to CPU bottlenecks, we consider two conditions for I/O bottlenecks. First, st(e)
must be above a threshold β which indicates that the communication edges represented
by the edge e spent the majority of the considered time interval in the state SATU-
RATED. In practice we found 90% to be a reasonable threshold for β, so temporary
fluctuations in the channel utilization do not lead to wrong bottleneck decisions.

The second condition again considers the successors of an edge e. By esucc∗(e,G) we
denote the set of successor edges of e. Formally, an edge s = (t, u) is in esucc∗(e,G) if
there exists a path p = ((v0, v1), ..., (vn−1, vn)) such that (vi, vi+1) ∈ EG, 0 ≤ i < n and
v0 = v, v1 = w, vn−1 = t, and vn = u. An edge e is only classified as an I/O bottleneck
if no successor edge has been classified as an I/O bottleneck before. Again, the order in
which we traverse the edges ensures the appropriate update of the bottleneck flags.

The I/O bottleneck approach bears some discussion. Generally, there exist two possible
reasons for high values of st(e). The first reason is that the maximum throughput rate
of the underlying transport infrastructure which backs the communication channel has
been reached. This corresponds to our definition of an I/O bottleneck in Section 4.1.
The second possible, however spurious, reason is an insufficient consumption rate of the
task which consumes data from e. This, in turn, can be caused by two circumstances:
First, a CPU bottleneck in the DAG could affect the consumption rate of the respective
task. However, since we only check for I/O bottlenecks if no CPU bottleneck has been
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detected before, this cause can be eliminated. Second, another I/O bottleneck could
exist in the remainder of the processing chain. Yet, this is impossible because of the
second condition (line 4) of Algorithm 3.

4.3. Implementation in Nephele

A key requirement to apply the presented bottleneck detection algorithm to the Nephele
data processing framework is the ability to derive the state information from the tasks
and their communication channels at runtime. Therefore, we have devised a special
profiling subsystem which continuously monitors each Nephele subtask during its execu-
tion and periodically calculates aggregates of the obtained data. These aggregates then
represent the foundation for implementing the utilization functions pt(v) and st(e).

The major objective of the profiling subsystem is to constantly collect data on how much
time a Nephele subtask spent in a particular processing state during the last time unit of
its execution. On an operating system level, collecting such data for individual processes
is easy. Linux, for example, offers the /proc/ interfaces to obtain detailed statistics on
the individual operating system processes and their corresponding states.

However, in order to facilitate fast memory-based communication between two tasks,
Nephele cannot always map different tasks to different operating system processes. In-
stead, the usage of in-memory channels forces Nephele to instantiate different tasks as
different threads within the same process. With respect to collecting the profiling in-
formation this means that we also have to be able to monitor the processing states of
individual threads. Since most parts of Nephele are written in Java, there are several
different options to achieve this goal.

Our first profiling approach was based on the Java Virtual Machine Tool Interface
(JVMTI). JVMTI provides access to the internal state of the Java Virtual Machine
(JVM). It allows writing so-called agents in a native language like C or C++, so unlike
Java itself the profiling extension was platform dependent. The agent is then executed
in the same process as the JVM and is notified about occurring events with the help of
callback functions.

Our second profiling approach relied on the Java Management Extension (JMX). JMX
comprises the MXBeans platform package which provides access to, among other things,
the JVM’s runtime, thread and memory subsystem. In particular, we used the class
ThreadMXBean to determine the CPU time of individual threads.

In order to evaluate the impact of both profiling approaches on the actual subtask
execution, we implemented both approaches and devised a CPU-intensive sample job.
We executed the sample job several times without the profiling component as well as with
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the JVMTI or JMX-based profiling component enabled. Each version of the profiling
component queried the information on the monitored thread’s CPU time every second.
The results of the comparison are depicted in Figure 4.1.
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Figure 4.1.: Profiling overhead using the JVMTI- and JMX-based approach.

Without profiling the mean execution time of the sample job was around 82 seconds.
The JMX-based profiling component proved to be very lightweight. It only increased the
mean execution time by less than 1%. In contrast to that, the JVMTI-based component
led to a significant drop in execution speed. On average the subtasks’ completion time
was increased by almost 74%. A closer examination revealed that the frequent calls of
the native agent code were the main reason for the performance penalty.

As a result of the first performance evaluation, we implemented the functions pt(v) and
st(e) based on the lightweight JMX approach. In order to generate the values of pt(v)
we query the JMX interface every five seconds for statistics on every subtask thread.
The statistics let us derive detailed information on the distribution of the thread’s CPU
time among the different internal states of the JVM. These internal states are:

• USR: The amount of time the monitored task thread was executed in user mode.

• SYS: The amount of time the monitored task thread was executed in system mode.
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• BLK: The amount of time the monitored task thread was blocked because of
mutual exclusion.

• WAIT: The amount of time the monitored task thread was intentionally instructed
to wait.

Since the threads of Nephele subtasks only enter the WAIT state as a result of congested
or starved communication channels, we can map this state directly to the WAITING
state of our bottleneck algorithm. The other three internal JVM states (USR, SYS,
BLK) are mapped to the PROCESSING state. This also complies with Assumption 5
of Section 4.1.

In order to determine the utilization of communication channels, we simply store a
timestamp for the respective channel whenever a subtask thread either attempts to read
from or write to the channel and the attempt leads to the subtask thread switching its
state from PROCESSING to WAITING. Moreover, we store a timestamp whenever new
incoming data from the considered channel or the completed transmission of outgoing
data allow the subtask to switch from state WAITING back to the state PROCESSING
(cf. Assumption 5). Based on these timestamps we can then calculate how much time
the channel spent in the states SATURATED and READY.

After having calculated the utilization statistics for each Nephele subtask locally at the
respective Task Managers, the profiling data is forwarded to Nephele’s central manage-
ment component, the Job Manager. The Job Manager then calculates an arithmetic
mean of the individual subtask statistics. During the experiments on our mid-size cloud
testbed, the amount of data that was generated by our profiling subsystem was negli-
gibly small and did not account for any observable load on the Job Manager. In larger
setups, when scalability might become a bigger concern, the profiling overhead can be
reduced by increasing the reporting interval.

4.4. Evaluation

This section will evaluate the effectiveness of the bottleneck detection approach with
the help of a concrete use case. The use case picks up the optimization idea presented
in Section 3.3: A developer intends to use an IaaS cloud to repeatedly run an MTC-
like processing job. The job consists of several individual tasks that interact with each
other. The developer strives to finish the processing job as fast as possible without
paying for unutilized computing resources. Therefore, he uses the feedback provided by
the bottleneck detection algorithm to gradually adjust each task’s degree of parallelism
before the begin of the job’s next run.
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4.4.1. Use Case

The job we devised for our use case is inspired by the famous Hadoop job of the New
York Times, which was used to convert their four TB large article archive from TIFF
images to PDF using 100 VMs on Amazon EC2 [61].

In our case the conversion job consists of six distinct tasks. Figure 4.2 depicts the corre-
sponding Nephele Job Graph. The first task, File Reader, initially reads the individual
image files from disk and sends each image as a separate record to the second task, Op-
tical Character Recognition (OCR) Task. The OCR Task then applies a text recognition
algorithm to the received image. The result of the text recognition, a regular string, is
then processed in a twofold manner. First, the recognized text pattern of the image is
passed to the task PDF Creator. Second, each word within the text pattern is forwarded
to a task Inverted Index Task together with the name of the original image file.

File Reader

PDF Creator

PDF Writer

PDF Writer User Code

Output: file://nfs/outputdir/

PDF Creator User Code

File Reader User Code

Input: file://nfs/inputdir/

Inverted Index Task

Inverted Index Writer

Inverted Index Writer User Code

Output: file://nfs/outputdir/

Inverted Index Task User Code

OCR Task
OCR Task User Code

Figure 4.2.: The Nephele Job Graph used for the evaluation.

The task PDF Creator receives the recognized text pattern of each original image as a
separate record. The text pattern is then converted to a PDF document and emitted
to the task PDF Writer. The PDF Writer task eventually writes the received PDF
document back to disk.

The Inverted Index Task receives tuples of words from the recognized text patterns and
the names of the originating image files. As its name implies, the task uses the received
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tuples to construct an inverted index. This inverted index can later be used to facilitate
a keyword search on the created PDF file set. In our evaluation the created index has
been small enough to fit into the node’s main memory. After having received all input
tuples, the task sends out tuples of each indexed word together with a list of filenames
in which the word occurs to the task Inverted Index Writer. Inverted Index Writer then
writes the received tuples back to disk.

Conceptually, the processing job is interesting because the tasks OCR Task, PDF Cre-
ator, and Inverted Index Task suggest having different computational complexities. In
order to achieve a busy processing pipeline together with an economic job execution on
the cloud, each task’s degree of parallelization must be carefully balanced with respect
to the other task.

As described in Section 2.1, many IaaS providers offer their VMs with ephemeral storage,
i.e., it is not possible to store data inside the VM beyond its termination. Therefore, it
is assumed that the set of input images is stored on a persistent storage service similar
to Amazon EBS [12]. Right before the start of the processing job the storage service
is mounted inside one particular VM. This VM then executes the tasks File Reader,
PDF Writer, and Inverted Index Writer, so the input and output data is directly read
or written from/to the storage service. The remaining tasks are executed on other VMs
inside the cloud. Our overall goal is to find the largest possible scale-out of the job with
high resource utilization before the VM serving the input data becomes an insuperable
I/O bottleneck.

The evaluation experiments were conducted on our local Eucalyptus-based IaaS cloud
testbed. Each subtask of the tasks OCR Task, PDF Creator, and Inverted Index Task
was executed on a separate VM with one CPU core, two GB of main memory and 60
GB disk space. Amazon EC2 offered compute nodes with comparable characteristics
(except for the disk space) at a price of approximately 0.10 $ per hour (as of September
2009). More details on the experimental setup can be found in the appendix.

The input data set for the sample job consisted of 4000 bitmap files. Each bitmap file
contained a regular page of single-column text and had a size of approximately 10 MB.
As a result, the overall size of the input data set was 40 GB. The PDF documents were
created using the iText library [75]. In order to mimic the persistent storage service, we
set up a regular NFS server.

4.4.2. Results

The results of the evaluation are depicted in Figure 4.3. The figure shows selected runs
of our sample job with different degrees of parallelization. For each of those runs the
average CPU utilization of all compute nodes involved in the execution over the time is
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depicted. The CPU utilization was captured by successively querying the /proc/stat

interface on each node and then sending the obtained values to Nephele’s Job Manager to
compute the global average for the respective point in time. Besides the CPU utilization
chart, the figure illustrates the respective CPU or I/O bottlenecks which have been
reported by our bottleneck detection algorithm in the course of the processing. Boxes
with shaded areas refer to CPU bottlenecks while boxes with solid areas refer to I/O
bottlenecks at the outgoing communication channels.
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Figure 4.3.: Average CPU utilization and detected bottlenecks (shaded areas are CPU
bottlenecks, solid areas are I/O bottlenecks) for different scale-outs.

Figure 4.3 a) depicts the first of our evaluation runs. As a first approach we used a
parallelization level of one for all the six tasks of the sample job. As a result, the job
execution comprised four VMs with the File Reader, the PDF Writer and the Inverted
Index Writer running on one VM and the OCR Task, the PDF Creator and the Inverted
Index Task each running on a separate machine.

The processing time of the job was about five hours and 10 minutes. In the entire
processing period the average CPU utilization ranged between 30% and 40%. The reason
for this poor resource utilization becomes apparent when looking at the bottleneck chart
for the run. Almost the entire time the OCR Task was identified as a CPU bottleneck

65



4. Detecting Bottlenecks in Parallel Data Flow Programs

by the bottleneck detection algorithm.

As a response to the observation of the first run, we followed the strategy to first improve
the average CPU utilization by balancing the individual tasks’ degree of parallelization
according to their relative complexity. After having determined a reasonable paralleliza-
tion ratio among the tasks we began to scale out. This approach requires that the
computational characteristics of a task are independent of its level of parallelization (cf.
Assumption 7).

We continuously increased the degree of parallelization for the OCR task and reexecuted
the job. The average CPU utilization continued to improve up to the point where the
OCR task had four subtasks (see Figure 4.3 b)). Up to a level of three the OCR task
remained the permanent CPU bottleneck. However, at a parallelization level of four,
the PDF Creator task became the dominant bottleneck. In this configuration, with
seven VMs, the overall processing time decreased to one hour and 15 minutes while
the average CPU utilization climbed up to approximately 70% throughout the entire
execution time. Note that we did not have to wait for the intermediate runs to complete
in order to deduce the final parallelization ratio between the OCR and the PDF Creator
task. Since we knew the computational characteristics of both tasks would not change
during the processing time, it was sufficient to observe only several seconds of each run
and then to proceed to the next level of parallelization. For jobs consisting of several
distinct processing phases, which interrupt the processing pipeline, a longer observation
might be necessary.

After having done the initial balancing, we began to scale out both the OCR and the PDF
Creator task at a ratio of four to one. In a configuration with 16 subtasks of the OCR
Task and four subtasks of the PDF Creator task (see Figure 4.3 c)) we again encountered
a change in the bottleneck situation. We witnessed frequent changes between the PDF
Creator task as a CPU bottleneck and the communication channels of the File Reader
task as an I/O bottleneck. The changes were caused by Nephele’s internal buffer strategy
for network channels. In order to achieve a reasonable TCP throughput, data is shipped
in blocks of at least 16 KB size. The text patterns recognized by the subtasks of the OCR
Task had an average size of about four KB, so the text pattern sometimes arrived at the
subtasks of the PDF Creator task in batch and caused a temporary CPU bottleneck.

However, despite the frequent changes, the bottleneck bars in the diagram also indicate
that the communication edge between the File Reader task and the OCR Task essen-
tially became an I/O bottleneck which renders further parallelization of successive tasks
unnecessary. This is confirmed by our final run depicted in Figure 4.3 d). After having
added another subtask to the PDF Creator task we observed the communication channel
between the File Reader and OCR Task to be a permanent I/O bottleneck.
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Interestingly, the Inverted Index Task had no significant effect on the job execution. In
comparison to the OCR Task and the PDF Creator task its computational complexity
turned out to be too low. Moreover, the 4000 documents we used to populate the index
only accounted for a memory consumption of a few MB. The channel congestion which
may have occurred when transferring the index to the Inverted Index Writer task was
too short to be detected by our system.

In sum, I think the evaluation provides a good example of the usefulness of our bottleneck
detection approach. The initial job execution without parallelization (Figure 4.3 a)) took
over five hours on four VMs to complete. Assuming an hourly cost of 0.10 $ per machine,
this amounts to a processing cost of 2.40 $. Through the assistance of our bottleneck
detection algorithm we could follow specific indications to scale out our sample job
according to the complexity of each individual task. Although the final evaluation run
(Figure 4.3 d)) spanned 23 VMs, the job already finished after approximately 24 minutes.
This marks a comparable processing cost, however, at considerably savings in processing
time.

4.5. Related Work

The performance analysis of distributed systems has been a field of vivid research in
recent years. In general, the existing approaches can be subdivided into three different
classes, based on their level of abstraction:

Performance analysis schemes on the lowest level of abstraction typically use code in-
strumentation or message interception to learn about the characteristics of a distributed
application. Examples of those approaches are VampirTrace [84], TAU [117], or KO-
JAK [143]. While these tools generally provide very detailed information about the
performance of an application, the information is often hard to translate into helpful
insights about bottlenecks due to the sheer amounts of data produced.

On the middle level of abstraction, performance analysis tools no longer instrument the
raw program code, but build upon a particular programming paradigm, such as workflow
or a master/worker pattern. The framework for the respective programming paradigm
can then define measurement points from which metrics can be derived. These metrics
hint to specific performance issues in the user code or the degree of parallelism [88, 29].

The highest level of abstraction does not require knowledge of a specific programming
paradigm, but rather considers the parallel application as a whole with a generic per-
formance indicator. Examples of these performance indicators are the response time or
other service level objectives of an n-tier application [80, 91, 90].
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As a representative of the middle level of abstraction, Li and Malony [88] described a
performance tuning that operates in several phases. The parallel program to be tuned
is first instrumented and profiled by their TAU profiler. The recorded events are then
aligned according to an abstract master/worker communication pattern. Based on this
alignment, it becomes possible to create a performance model and various system met-
rics like the computation time or the derived efficiency of a worker. These metrics are
then passed into a rule system that infers the causes for bad performance and presents
them to the user, similar to the way our approach highlights the detected bottlenecks.
Comparable work has also been presented by Cesar et al. [36]. The goal of their ap-
proach, however, is to determine a reasonable number of workers in a master/worker
environment.

Several approaches studied performance aspects of applications following a pipelined
workflow model over the past decades. Many of those considered more restricted work-
flow topologies such as linear chains instead of DAGs (such as [121]). In contrast to our
work, the most common optimization objectives were throughput and/or latency given
a fixed set of compute nodes. In [134] Vydyanathan et al. presented a heuristic based
on estimations of processing and data transfer times. The goal of their approach was to
schedule a DAG-shaped workflow on a fixed set of homogeneous processors in a latency-
optimal manner while satisfying throughput requirements. As opposed to this work,
our approach strives to maximize the system utilization on a variable set of computing
resources.

In [29] Benoit et al. demonstrated a model for pipeline applications in grids. The pipeline
model assumes a set of stages. Each of the stages comprises a data receiving, data pro-
cessing, and data sending phase. Assuming a set of characteristics such as latencies and
computing power, the model is capable of suggesting assignments of stages to proces-
sors. The model makes several limiting assumptions which make it considerably more
restrictive than our approach, for example, each stage is required to process the same
number of tasks. Moreover, it does not discuss the core question addressed in this paper,
i.e., the detection of bottlenecks to infer reasonable degrees of parallelism.

As a representative of the highest level of abstraction, Chanda et al. discussed in [38] how
to provide end-to-end profiles of transactions in multi-tier applications. They consider
applications in which client requests are processed by a series of different stages. A
stage may be a different process, a thread, an event-handler, or a stage worker thread.
Through the algorithms and techniques introduced in their paper, the authors are able
to track client requests through each of these stages and infer the amount of time the
requests spent in them.

Apart from the field of distributed systems, bottleneck detection also plays an impor-
tant role in other practical areas of computer science. For example, Kannan et al. [81]
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presented an approach to detect performance bottlenecks in Multi-Processor System-
on-a-Chip environments. Based on the idea of the dynamic critical path [131], their
work aims at identifying components which contribute significantly to the end-to-end
computation delay.

4.6. Summary

In this chapter I presented an approach to detect bottlenecks in parallel DAG-based
data flow programs. The algorithm introduced as part of this approach is capable of
detecting CPU as well as I/O bottlenecks and can therefore assist developers in finding
reasonable scale-outs for their jobs.

Instead of directly relying on concrete system figures such as the throughput of the
network interface, the new approach only considers these figures indirectly through a
simple processing model. That way it is able to determine the bottlenecks solely based
on the relationship among the tasks and the tasks’ state information which it gathers
within the data processing framework itself. With regard to the potentially spurious
display of those system figures in VMs (cf. Section 2.3), this increases the robustness of
our algorithms for parallel data processing on IaaS platforms.

Based on the parallel data processing framework Nephele, this chapter evaluated differ-
ent strategies to obtain the tasks’ state information which is required by our model at
runtime. A first evaluation suggests that already a small number of iterations is sufficient
to discover major performance bottlenecks and improve the levels of parallelization for
the tasks involved in a processing job.

Guided by the feedback of the bottleneck detection algorithm, we manually adjusted
the tasks’ individual level of parallelism across multiple iterations of the same job in the
scope of the presented evaluation. Technically, though, it is also conceivable to facilitate
the scale-out automatically during a single execution of the respective job. In this case,
however, the nature of the executed code must be carefully considered.

In the concrete case of the Nephele jobs, such automated scale-ins and scale-outs, i.e.,
the dynamic creation and deletion of subtasks at runtime, are not possible in general.
Since Nephele allows users to include arbitrary code in their tasks, it cannot assume
any knowledge about the tasks’ internals. As a result, sudden changes in the number
of a task’s parallel instances at runtime might be incompatible with a task’s or the
overall job’s internal logic. For example, incorporating a new subtask in a job which is
already being executed might violate certain data distribution properties assumed by the
preceding tasks in the processing chain on the one hand. On the other hand, destroying
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a subtask is inherently unsafe as the subtask’s internal state might be relevant to the
processing result.

Solving this issue for arbitrary use code is a difficult subject. However, Chapter 7 dis-
cusses the usage of Nephele in combination with a higher layer programming abstraction.
This programming abstraction features richer semantics and can provide hints which fa-
cilitate such automatic scaling strategies.
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As discussed in Chapter 2, many IaaS cloud providers run multiple VMs on the same
physical hardware. Although this colocation of VMs is generally considered vital for
the economic operation of IaaS clouds, the resultant sharing of the physical I/O infras-
tructure also makes these platforms susceptible to significant and unpredictable levels
of performance degradation [82].

As a result of the current shortcoming in terms of VM isolation, a parallel data processing
framework running on top of an IaaS cloud is constantly at the risk of experiencing I/O
bottlenecks. Unlike the I/O bottlenecks I discussed in Chapter 4, these bottlenecks do
not stem from inappropriate degrees of parallelization. They are induced by colocated
VMs which, for example, have temporarily engaged in an I/O intensive operation.

A variety of projects is currently working towards improving the fairness of colocated
VMs with regard to I/O performance [115, 146, 82]. However, since these proposals typ-
ically require modifications to the hypervisor, users of commercial clouds cannot benefit
from those until their cloud providers consider them mature enough to be adopted.

For this reason we have devised an infrastructure agnostic approach to mitigate the
effects of shared I/O in clouds which can improve the efficiency of parallel data processing
without the assistance of the cloud providers, namely adaptive online compression.
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The idea of adaptive online compression is to improve the I/O throughput by continu-
ously choosing between different compression levels and applying them dynamically to
the outgoing data stream. The compression level is selected by a decision model which
constantly estimates the performance gain based on system metrics like the current CPU
load, available I/O bandwidth, or the compressibility of the data.

In contrast to other approaches to cope with I/O bottlenecks in the context of parallel
data processing, such as adapting the job’s degree of parallelism or switching to other VM
types, adaptive online compression is highlighted by its lightweightness. Changes to the
compression level can be made with almost no overhead and take effect instantaneously.
Moreover, compression does not have an influence on the structure of the processing
jobs, for example the number of vertices in a Nephele DAG. This is advantageous
because modifications to the structure of processing jobs at runtime generally require
time-consuming coordinations between the affected worker nodes and the master node.

Although several adaptive online compression schemes have been introduced in recent
years ([95, 77, 142, 87]), we found that these approaches are generally hard to apply
in virtualized environments like IaaS clouds. The following section elaborates on their
shortcomings and derives important design principles for adaptive online compression in
the presence of hardware virtualization. Based on these principles, this chapter presents
a novel adaptive compression approach and evaluates it through several experiments.

5.1. Design Principles

In recent years, a variety of adaptive online compression schemes has been presented
([95, 77, 142, 87]). While all these approaches have demonstrated their effectiveness
in the domains they were originally designed for, we found them hard to apply in a
virtualized setup like an IaaS cloud. Especially with regard to the characteristics of
IaaS clouds, which have been discussed in Chapter 2, the following list discusses their
deficiencies:

• Dependency on offline training phase: Several existing adaptive compres-
sion schemes (e.g. [142, 87]) require an offline training phase before they can be
used. During that training phase, the decision model of the respective compression
scheme is calibrated, so it can make reasonable compression decision when the sys-
tem is in operation. With regard to IaaS clouds, these offline training phases suffer
from two major problems: First, they must be performed in a verifiably unloaded
system. In a commercial IaaS cloud, however, a VMs may spuriously appear to
be idle, although the host system is heavily stressed by colocated VMs. Second,
given that the performance characteristics of two VMs of the same type can differ
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significantly in some cloud systems [114], the training phase must potentially be
reexecuted after the instantiation of each machine. In sum, these training periods
can account for considerable amounts of processing time and, thus, also increase
the processing cost.

• Dependency on accurate display of CPU utilization: As illustrated in Sec-
tion 2.3, the system metrics displayed inside a VM may be highly inaccurate. In
particular, we discovered the display of the current CPU utilization to be signif-
icantly too low for many different virtualization techniques. However, the deci-
sion models of some adaptive compression schemes (such as [95]) rely on accurate
display of these metrics. In practice, this can lead to unreasonable compression
decisions in virtualized environments.

• Small decision granularity: Many existing adaptive compression schemes re-
consider their compression decision on a granularity of several KB (for exam-
ple [142, 87]). However, Section 2.3 highlighted caching effects which occurred
for I/O operations in VMs in the scale of several MB or even GB. Due to these
caching effects, the I/O throughput as observed in the VM temporarily appears
to be overly high, but then, when the cache is periodically flushed, drops signifi-
cantly. An adaptive compression scheme which evaluates the system throughput
only based on several KB of data is therefore likely to make unreasonable com-
pression decisions in the presence of hardware virtualization.

Based on these three shortcomings, the design principles for a new adaptive compression
scheme which complies to the particular characteristics of IaaS platforms or virtualized
environments in general can be formulated as follows:

• No training phase: The decision model of the new adaptive compression scheme
must not require any offline calibration or training phase.

• No decision based on CPU resources: As the display of available CPU re-
sources under high I/O load in VMs is likely to be skewed, the new decision model
must not rely on it.

• Embrace throughput fluctuations: Unlike existing compression schemes, which
try to adapt the compression level to the outgoing data stream on the granularity
of KB, the new decision model shall focus on a granularity level of MB to allow
for the possible throughput fluctuations this thesis highlighted in Section 2.3.
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5.2. Adaptive Online Compression in IaaS Clouds

Based on the design principles elaborated in the previous section, I now present a new
adaptive compression model which has been explicitly designed towards the particular
characteristics of IaaS clouds [69]. Unlike existing approaches, the decision model of
our adaptive compression scheme does not require a training phase. In addition, our
mechanism takes the achievable application data rate, i.e., the data rate experienced by
the application before compressing the data, as the foundation for the decision process.
Although the application data rate at a particular compression level also involves aspects
like CPU utilization, available I/O bandwidth or the compressibility of the data itself,
it is only indirectly influenced by those. Therefore, our approach does not have to rely
on the possibly inaccurate displays of those metrics inside the VM.

In the following I will explain the adaptive online compression scheme, notably its deci-
sion model, and describe the implementation in the parallel data processing framework
Nephele. Although I have chosen Nephele as the technical foundation to show the effec-
tiveness of our new scheme, its applicability is not limited to the domain of parallel data
processing. Rather than that, the compression scheme can be beneficial for any kind of
data transfer.

5.2.1. Decision Model

Similar to existing approaches our adaptive compression module is assumed to be placed
between the application and the respective I/O layer. Instead of passing the data right
to the I/O layer it is first intercepted by the adaptive compression module which, if
considered beneficial, compresses the data according to a specific compression level. As
already demonstrated by existing schemes (such as [87]), the entire adaptive compres-
sion/decompression logic can be encapsulated in a higher-level communication library
and therefore becomes completely transparent to the application.

Following the idea of previous publications (e.g. [77, 142, 87]), our adaptive compression
algorithm can choose between a fixed set of n compression levels. Each compression level
thereby refers to a specific compression algorithm which is applied at the respective level.
The individual compression levels must be ordered by their respective time/compression
ratio. Compression level 0 stands for no compression. A variety of compression algo-
rithms also offers parameters to influence their time/compression ratio. Therefore, it is
conceivable to use the same compression algorithm at multiple levels but with different
parameters.

Our adaptive compression scheme reconsiders the decision which compression level is to
be applied every t seconds. Based on the amount of application data which has been
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received from the application, (possibly) compressed, and passed to the I/O layer during
that time span, we calculate the application data rate for these last t seconds. In case
of network I/O the application data rate also includes the decompression time at the
receiver because of the network’s flow control mechanisms. The concrete decision algo-
rithm to determine the compression level for the next t seconds is shown in Algorithm 4.
The algorithm uses a series of auxiliary variables which are explained in Table 5.1.

Variable Meaning

ccl The compression level that is currently applied to the outgoing data
stream. Initially, the variable is set to 0 (no compression).

ncl The next compression level that shall be applied to the data based on
the algorithm’s decision.

c A simple counter variable which stores how often the decision algorithm
has been called since the last change of compression level. The counter
is initialized with 0.

inc A Boolean variable which indicates if the compression level has been
increased in the scope of its last modification. Initially, the variable is
set to TRUE.

bck An array which stores the backoff values for the individual compression
levels. Initially, all fields inside the array are set to 0.

cdr The average application data rate which has been determined for the
last t seconds using the compression level ccl.

pdr The average application data rate which has been determined for the
t seconds before the last t seconds. On the first call of the decision
algorithm, pdr is set to cdr.

Table 5.1.: Explanation of the decision algorithm’s variables.

As already mentioned, our decision model adapts the compression level in response to
changes in the observed application data rate. This is also reflected in the structure of
our algorithm, which distinguishes three major cases:

In the first case (lines 4-14) the application data rate during the last t seconds cdr
(compressed with compression level ccl) does not differ from the data rate of the previous
t second time span pdr. In order to cope with fluctuations in the data rate the parameter
α is introduced. The parameter α defines in what range cdr may differ from pdr before
our algorithm actually responds to the change. Small values of α allow our algorithm to
detect the best compression level even if the performance gains between the respective
compression algorithms are rather small. However, they also make the decision algorithm
more prone to incorrect decisions because variations in the application data rate can also
result from variations in the throughput of the underlying I/O system (such as the TCP
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connection). During our experiments we found 0.2 to be a reasonable value for α.

Since our decision model cannot rely on any previous knowledge from an offline training
phase, it optimistically switches to the next higher or lower compression level occasionally
to see how the application data rate is affected. However, a fundamental aspect of
our algorithm is that these switches occur less often for compression levels which have
continuously led to improvements in the data rate. We achieve this behavior through an
exponential backoff scheme (line 6). The decision to increase or decrease the compression
level as part of such an optimistic switch depends on the variable inc. The variable inc
indicates if the last change of compression level has been an increase or a decrease. Note
that inc is usually updated outside of the displayed algorithm depending on the input
parameter ccl and the return value ncl.

The second major case our algorithm has to handle is an improvement of the application
data rate (lines 15-18). In this case our algorithm increments the backoff value of the
current compression level bck[ccl] by one. Thus, the algorithm will less often try out
other compression levels from the current compression level given that no change in the
data rate occurs.

The third and final case addresses a degradation of the application data rate (lines 19-
27). In this case the algorithm reverts the last compression level change (lines 22-26).
Moreover, it sets the backoff value for the compression level with which it has experienced
the degradation (bck[ccl]) back to 0. Hence, optimistic switches to other compression
levels again become more frequent for that compression level in the future.

Although our algorithm can make wrong decisions with respect to the chosen compres-
sion level, it can always react to degradations of the application data rate immediately
(i.e., after t seconds) and revert the wrong decision. Good decisions are rewarded with
increased backoff values. This ensures that any unnecessary probing of other compression
levels decreases exponentially over time.

5.2.2. Implementation in Nephele

For our initial prototype we have integrated our adaptive compression scheme into
Nephele’s file and network channels. As illustrated in Figure 5.1, each output channel
contains its own instance of the adaptive compression scheme. Consequently, Nephele
can adapt the compression level for each outgoing data stream of a subtask individually.
Moreover, the implementation is completely transparent to the subtasks, so there is no
modification required to the encapsulated user code.

The compression decision is made after the serialization of the records which have been
emitted from the user code. For performance reasons Nephele internally stores the
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Algorithm 4 GetNextCompressionLevel(cdr, pdr, ccl)

1: d← (cdr − pdr)
2: c← c+ 1
3: ncl← ccl
4: if |d| ≤ α× pdr then
5: {No change in application data rate}
6: if c ≥ 2bck[ccl] then
7: {Backoff over, try another compression level}
8: if inc = TRUE then
9: ncl← ncl + 1

10: else
11: ncl← ncl − 1
12: end if
13: c← 0
14: end if
15: else if d > 0 then
16: {Application data rate has improved}
17: bck[ccl]← bck[ccl] + 1
18: c← 0
19: else
20: {Application data rate has decreased}
21: bck[ccl]← 0
22: if inc = TRUE then
23: ncl← ncl − 1
24: else
25: ncl← ncl + 1
26: end if
27: c← 0
28: end if
29: return ncl
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Figure 5.1.: Integration of the adaptive compression scheme in Nephele’s communication
channels.

serialized records in byte buffers of at most 128 KB size before passing them on to the
I/O layer. With the new compression scheme enabled, the buffer is no longer handed
directly to the I/O layer. Instead, it is passed to the adaptive compression component
first. The compression component considers the size of the uncompressed data buffer as
well as the period of time until the arrival of the next uncompressed buffer. Based on
these two figures, the decision model is able to calculate the current application data rate.
As described in the previous subsection, the decision algorithm is called every t seconds
with this application data rate in order to assess the currently chosen compression level
and to potentially adapt it.

The current implementation features four different compression levels. As in the descrip-
tion of the decision algorithm, compression level 0 again represents no data compression.
Given the comparably high bandwidth of the available I/O interfaces, we have chosen the
compression algorithms for the remaining three levels with regard to their compression
speed. At compression level 1 (LIGHT) we use the QuickLZ compression library [110]
which is highlighted by its fast compression speed. QuickLZ is also used for compression
level 2 (MEDIUM) but with a setting which favors compression size over compression
speed. For compression level 3 (HEAVY) we use the compression library LZMA [104].
Although LZMA is known to be significantly slower than QuickLZ, it generally offers
a better compression ratio which might pay off if the available I/O bandwidth is low
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enough.

The adaptive compression component writes the compressed data to a separate output
byte buffer which is finally passed on to the I/O layer. After the compression process
has been finished, the uncompressed data of the input byte buffer is discarded immedi-
ately. In order to simplify the decompression by the corresponding input channel of the
receiving subtask, each output byte buffer is a self-contained unit of data. It contains
all information required for the decompression, including meta information about the
compression algorithm and the compression dictionary.

5.3. Evaluation

After having motivated and described our new adaptive compression scheme, I now want
to present an evaluation of its performance based on a series of experiments. All of these
experiments were conducted on our local Eucalyptus-based cloud using KVM-based VMs
with paravirtualized I/O devices. The concrete setup of the VMs and the host systems
corresponds to the one described in the appendix.

As a result of the tremendous caching effects for file I/O observed in Section 2.3, I will
focus on network I/O only.

5.3.1. Adaptivity

The first series of experiments aims at demonstrating the ability of our adaptive com-
pression approach to determine a suitable compression level for a given type of data and
I/O bandwidth. We created a simple Nephele job which consists of two tasks (sender
and receiver task) connected by a TCP network channel. The sender and the receiver
task were concurrently executed on two distinct VMs. Each VM ran on a separate host
system.

In order to evaluate the impact of different compressibilities on our approach, we con-
ducted our experiments with three distinct files. The first two files were chosen from the
Canterbury Corpus [21], a well-known compression benchmark. As a file with a high
compressibility (HIGH) we chose the file ptt5 from the benchmark which common com-
pression libraries can compress down to 10-15% of its original size. As a representative
of a file with moderate compressability (MODERATE) we chose the file alice29.txt

from the corpus. Its compression ratio is about 30-50% depending on the algorithm used.
Since the Canterbury Corpus does not offer files with a notably poor compressibility, we
chose a standard JPG image of about 250 KB (refered to as image.jpg or LOW) as the
third file for our experiments. Its compression ratio ranged between 90-95%.
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No concurrent TCP connection One concurrent TCP connection

HIGH MODERATE LOW HIGH MODERATE LOW
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

NO 569 (3) 567 (7) 566 (3) 908 (6) 896 (6) 903 (6)
LIGHT 252 (3) 629 (2) 688 (3) 258 (3) 624 (7) 927 (8)
MEDIUM 347 (6) 795 (5) 1095 (8) 367 (3) 840 (5) 1241 (42)
HEAVY 1881 (23) 5760 (25) 9011 (30) 1974 (24) 5979 (34) 9326 (30)
DYNAMIC 265 (4) 635 (4) 602 (3) 273 (3) 648 (16) 920 (13)

Two concurrent TCP connections Three concurrent TCP connections

HIGH MODERATE LOW HIGH MODERATE LOW
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

NO 1393 (75) 1292 (67) 1313 (39) 1642 (70) 1584 (120) 1638 (70)
LIGHT 312 (14) 756 (23) 1440 (87) 358 (10) 1027 (65) 1555 (17)
MEDIUM 378 (10) 896 (38) 1481 (27) 397 (3) 953 (55) 1829 (100)
HEAVY 1985 (26) 6130 (31) 9597 (45) 1994 (21) 6218 (34) 9278 (49)
DYNAMIC 363 (22) 920 (18) 1452 (40) 411 (35) 1075 (37) 1865 (114)

Table 5.2.: Average completion times of the sample job using different statically chosen
compression levels (NO, LIGHT, MEDIUM, HEAVY) as well as our adap-
tive approach (DYNAMIC). The completion times are subdivided by the
compressibility of the data (HIGH, MODERATE, LOW) and the number of
concurrent TCP connections.

In some of the experiments we colocated additional VMs on the same physical hosts
in order to realistically assess the effects of shared I/O on our adaptive compression
scheme. Each colocated VM on the sender’s host system thereby established a separate
TCP connection to another VM colocated on the receiver’s host system and transmitted
data as fast as possible.

In all the experiments the sender task repeatedly wrote the respective test files (either
ptt5, alice29.txt, or image.jpg) to the network channel until a total data volume of
50 GB was generated and consumed by the receiver. During all the experiments t was
set to two seconds and α to 0.2.

Table 5.2 summarizes the results of our experiments. The table shows the average com-
pletion times of the sample job for the different data compressibilities and the number of
concurrent TCP connections which were established by the colocated VMs. The numbers
in brackets denote the standard deviation. For comparison, the table also includes the
average completion times when the compression level had been chosen statically before
the execution and was not determined by our adaptive compression scheme at runtime.
The numbers written in bold type mark the fastest execution.
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As indicated in Table 5.2, the compression levels chosen by our adaptive compression
scheme (DYNAMIC) led to average completion times which were at most 22% worse
than the fastest average completion times with statically set compression levels. In
many cases the completion times achieved with our adaptive scheme were between the
first and second fastest completion times with statically set compression levels. Given
that our algorithm has to perform some initial probing to determine the best compression
levels, the results in these cases can be considered ideal.

SIRQ HIRQ SYS USR

Application Throughput Network Throughput

0 25 50 75 100 125 150 175 200 225 250
Time [Seconds]

0

10

20

30

40

50

60

70

80

90

100

C
P

U
 U

til
iz

at
io

n 
[%

]

0

250

500

750

1,000

1,250

1,500

1,750

2,000

Throughput [M
B

it/s]

NO

LIGHT

MEDIUM

HEAVY

C
om

pr
es

si
on

 L
ev

el

Figure 5.2.: Performance of our adaptive compression scheme with highly compressible
data (HIGH) and no background traffic.

Figure 5.2 depicts the compression decisions our adaptive scheme made in such an ideal
case, i.e., the highly compressible ptt5 file (HIGH) with no concurrent TCP connec-
tions. The figure shows the sender’s CPU utilization, application throughput, network
throughput as well as the chosen compression levels over time. Due to the large differ-
ences in the compression/time ratios of the respective compression libraries, the decision
algorithm can quickly determine the compression level LIGHT (QuickLZ, best compres-
sion speed) to result in the best overall application data rate. The figure also illustrates
how the backoff mechanism we integrated in our decision algorithm reduces optimistic
switches to other compression levels exponentially.

In case the performance differences between the respective compression levels are less
distinctive, our decision algorithm may spuriously consider changes in the application
data rate as fluctuations and continue the probing process. Figure 5.3 illustrates such
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a case for the experiment with the poorly compressible image.jpg file (LOW) and two
concurrent TCP connections. Lowering the value of α can help to counteract this be-
havior, however, it also increases the risk of wrong compression decisions due to regular
fluctuations in the available TCP throughput.
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Figure 5.3.: Performance of our adaptive compression scheme with hardly compressible
data (LOW) and two concurrent TCP connections.

5.3.2. Changing Data Compressibility

The second experiment examines how our adaptive compression scheme responds to
severe changes in the data compressibility. Therefore, we reused the sample job from
the previous adaptivity experiments and switched between the highly compressible file
ptt5 (HIGH) and the already compressed image file image.jpg (LOW) every 10 GB.
Again, 50 GB of data were generated in total for this experiment. During the experiment,
no background traffic was present.

The results of the experiment are depicted in Figure 5.4. Apart from some minor short-
comings our decision algorithm detected the changes in the data compressibility correctly
and switched the compression level accordingly. Large backoff values for compression
level 0 (no compression), which arose during the transmission of image.jpg, can lead
to relatively late optimistic switches to a higher compression level. The reason for this
behavior is the fact that without compression the application data rate is not affected
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by the compressibility of the data. However, the opposite case is detected immediately
by our algorithm.
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Figure 5.4.: Responsiveness to changes in data compressibility.

5.4. Related Work

In recent years, a variety of schemes for adaptive online compression has been presented.
Although they aim at different fields of application, all these approaches build upon the
same principle idea, namely dynamically selecting from a set of compression libraries to
increase the overall data rate between two communicating parties.

With their network conscious text compression system (NCTCSys) [95] Motgi and
Mukherjee focused on reducing the transmission times of HTML streams generated by
a web server, e-mail text messages or large text files transmitted by FTP. Similar to our
work, NCTCSys is capable of switching between different compression algorithms. How-
ever, the compression algorithm is chosen by directly evaluating a set of system metrics,
including network bandwidth and the current server load. As pointed out in Section 5.1,
this makes their approach prone to wrong compression decisions in virtualized environ-
ments like IaaS clouds.

Krintz and Sucu [87] presented a more general approach which is applicable to various
kinds of input data. Like in NCTCSys, their decision model also includes CPU utiliza-

83



5. Mitigating I/O Variations with Adaptive Compression

tion and network bandwidth as well as data obtained from an offline training phase. By
exploiting a linear relationship between different algorithms’ compression ratios, their
decision model can quickly compare the estimated performance of the different compres-
sion algorithms used without testing them online. This enables their approach to avoid
switching to unsuitable compression levels at runtime. However, it also makes their
scheme dependent on the accuracy of parameters gained from the offline training.

Wiseman et al. [142] also implemented an adaptive compression system for various kinds
of data. According to their approach, the compression algorithm is chosen based on each
algorithm’s compression time as well as the speed with which compressed blocks are
processed by the receiver. A downside of their decision method is the usage of several
hard-coded parameters, which need a short sampling phase with unloaded I/O and CPU
in order to fit input data different from the ones used in their evaluation.

A system which does not rely on the direct measurement of system metrics was presented
in [77] by Jeannot and Knutsson. Its main idea is to subdivide the compression and
transmission process into a compression thread, a transmission thread, and a FIFO
queue which connects both components. The decision to increase or to decrease the
compression level depends on the current length of the FIFO queue. If the queue’s
length decreases (or increases, respectively), the compression level is lowered (or raised,
respectively). A limitation of this system is the assumption that a higher compression
level will lead to higher compression ratio, which is not always true, especially when the
data is not compressible. Moreover, the system does not consider that applying stronger
compression schemes might also increase the compression time.

5.5. Summary

In this chapter I presented an adaptive online compression scheme to mitigate the neg-
ative effects of shared I/O in IaaS clouds. With the help of this compression scheme,
applications running inside the cloud can dynamically trade off CPU against I/O load in
order to respond to sudden I/O bottlenecks and thereby enhance the overall application
data rate.

Unlike existing adaptive compression approaches, the compression scheme presented in
this chapter has been carefully designed in accordance with the system characteristics
of today’s IaaS platforms as examined in Section 2.3. In particular, the decision model
of our compression approach does not depend on an offline training phase and accurate
displays of the current CPU utilization. Instead, a feedback-based mechanism is utilized
to calibrate the decision model during the actual data transfer. An exponential backoff
scheme guarantees the convergence of the initial probing phase into a stable state given
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that no changes in the application data rate occur. That way our adaptive compression
scheme achieves a good balance between responsiveness and probing overhead.

Ultimately, the compression decision of our scheme is solely based on the data rate as
experienced by the producer of the outgoing data stream. The decision model thereby
averages the application data rate for several MB of data in order to alleviate the im-
pact of fluctuating throughput rates as observed in Section 2.3. For network-based data
transfers, when sender and receiver work simultaneously, the application data rate com-
prises all relevant factors for the compression decision, namely the compressibility of the
data, the compression time required by the sender, the time for the actual data transfer,
and the decompression time by the receiver.

For file-based data transfers, when the producer and consumer of the data are executed
consecutively, our current decision model faces three problems. First, the application
data rate experienced by the producer no longer reflects the effort for decompressing the
data. However, given that for most compression libraries the computational complexity
for data compressing is significantly higher than the one for decompression, this problem
does not carry particular weight. Second, the adaptive compression approach can only be
used to respond to I/O bottlenecks which occur while the producer is writing its data to
disk. It does not help to mitigate I/O bottlenecks which the consumer encounters while
reading the data. In fact, the compression decisions made by producer can even affect
the consumer’s performance adversely in this case. Finally, depending on the concrete
virtualization technique used, the immense caching effects which have been highlighted
for disk-based I/O in Section 2.3 may force the decision model to observe large quantity
of outgoing data in order to compute a meaningful mean application data rate. This
tremendously impacts the responsiveness of our approach and renders its applicability
limited for mid-size data volumes.

Despite these limitations for file-based data transfers, I consider the new adaptive online
compression scheme a valuable contribution to improve the efficiency of distributed ap-
plications. In extensive network experiments based on Nephele, the new adaptive scheme
yielded job completion times which were at most 22% worse than the fastest comple-
tion times with statically set compression levels and improved the overall application
throughput up to a factor of four. With respect to the mission statement of this thesis,
the compression scheme therefore represents an important building block to counteract
the current lack of performance guarantees of today’s IaaS clouds and helps to improve
the efficiency of parallal data processing on top of these platforms.
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Besides the I/O degradations their VMs may experience as a result of hardware virtu-
alization or the colocation with other VMs, parallel data processing frameworks on top
of IaaS platforms suffer from another shortcoming in contrast to their classic cluster
setups, namely the lack of network topology information.

As explained in Section 2.3, many frameworks for parallel data processing offer to exploit
knowledge about the network topology, i.e., the way the individual compute nodes are
physically interconnected, in order to exploit data locality and reduce the risk of network
bottlenecks during the execution of jobs [43]. In IaaS clouds, however, these details about
the physical network topology are typically not exposed to a customer. Instead, the cloud
customer has to rely on his VMs running “somewhere in the cloud” without knowing
how many network components like network bridges, switches, or routers a data packet
actually has to traverse in order to get from one of his VMs to another.

From a performance point of view, exploiting network topology information in the scope
of parallel data processing is tempting. Considering the large volumes of data today’s
MTC-like processing jobs operate on, I/O bottlenecks in any of the above-mentioned
network components can easily have a tremendous impact on the completion time and
therefore the cost efficiency of the job. In addition to that, the available data throughput
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within certain parts of the network topology might be significantly higher than in the
rest of the topology. For example, as pointed out in Section 2.3, the communication
between two colocated VMs can be over 50% faster than communication involving the
actual physical network.

In order to make the underlying network topology of an IaaS cloud accessible to parallel
data processing frameworks and allow them to use this knowledge for topology-aware
scheduling, this chapter presents a scheme for topology inference in such setups [26, 25].
Following the general idea of network inference, the scheme’s goal is to reconstruct likely
topologies based on information about the individual network links that can be gathered
at the application layer.

Although the scheme offers to take topology information gained from diagnosis tools
like traceroute into account, it aims at also working in the presence of anonymous
routers [148] (i.e., routers which do not respond to traceroutemessages) and identifying
network components underneath the network layer in the ISO/OSI stack [122], such as
link layer switches and bridges. Therefore, this chapter puts strong emphasis on network
topology inference based on end-to-end measurements (also sometimes called network
tomography [130]).
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Figure 6.1.: The logical routing tree (b) as inferred from the physical routing (a) based
on end-to-end measurements.

Figure 6.1 illustrates the overall idea. A set of network end nodes (for example VMs)
is connected through a physical routing tree (Figure 6.1a). The physical routing tree’s
structure, in particular the internal nodes (e.g. network switches, routers, or bridges),
is unknown to the end nodes. One or more source nodes from the set of end nodes
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then send a series of probe packets to a set of destination nodes. Based on these probe
packets, the end nodes can measure characteristics (like latency or loss) of the individual
network path and correlate these to infer a likely logical routing tree (Figure 6.1b). The
logical tree will not include all the internal nodes of the physical routing tree, but those
at which the network path to two end nodes diverges.

Although there has been vivid research in the field of network topology inference recently
(e.g. [41, 118, 98]), the applicability of this work in IaaS clouds has not been studied
so far. Most previous approaches share a strong focus on large-scale networks, like the
Internet, which are characterized by a large number of nodes, limited throughput, and
considerable packet loss as well as latency. In contrast to that, the networks in today’s
cloud data centers are characterized by high throughput links and transfer latencies that
are orders of magnitude smaller than the ones in wide-area networks. Moreover, the
inference process in the presence of hardware virtualization has not yet been studied.

As a result, the chapter will start with an analysis of the different network path character-
istics and carefully examine their suitability as proximity metrics for topology inference
in virtualized environments. Based on this initial analysis, it will evaluate the accuracy
to the inferred topologies and present a novel approach to improve the inference accu-
racy for typical data center network structures. Finally, a possible implementation of
the scheme based on the Nephele framework is described and the impact of the newly
acquired topology awareness is highlighted through a simple example job.

6.1. Analysis of Network Path Characteristics in Clouds

To infer likely network topologies based on end-to-end measurements, it is important to
understand the characteristics of the paths which the probe packets travel. Bestavros et
al. [30] established the theoretical foundation for topology inference in unicast networks.
They showed that a broad class of link characteristics like throughput, packet loss rate, or
packet delay can be used as a basis for a proximity metric given that these characteristics
obey certain properties.

As a first step towards topology inference in clouds, this section will analyze the impact
of different types of hardware virtualization on link loss and delay. Unlike in case of spe-
cialized network hardware, packets routed between VMs and their respective host system
may experience unexpected delays or congestions due to high system load or schedul-
ing strategies of the host’s kernel. This initial analysis will highlight if the common
assumptions [30, 98] for end-to-end-measurements in unicast networks still hold.

Although network throughput is also occasionally used for topology inference (for ex-
ample in [98]), I deliberately skip this characteristic in the discussion for the following
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reason: With respect to the fast interconnects in today’s data centers, the nodes which
are involved in the probing have to generate enormous amounts of traffic in order to
expose any network bottleneck. Of course, this generated probing traffic has a nega-
tive impact on the performance of any network bound distributed application which is
deployed on the nodes, too. In particular, I consider the high probing overhead to be
incompatible with our strategies for dynamic resource allocation in the context of par-
allel data processing (cf. Chapter 3). One key aspect of these allocation strategies has
been the integration of new VMs into a running processing job. However, in order to
incorporate newly allocated VMs into the inferred network topology, the probing and
inference process potentially has to be reexecuted several times during the job execution,
when the network is already stressed by the parallel data processing itself.

To account for these data processing scenarios, this section studies the behavior of link
loss and delay under different degrees of background traffic. All experiments presented
in the following were conducted on our cloud testbed with 64 VMs hosted on eight
physical servers. As in the previous experiments of this thesis, again the characteristics
of the network links for KVM and XEN-based VMs are compared. For KVM we also
considered VMs with unmodified device drivers (full virtualization) and modified ones
(paravirtualization). A detailed description of the testbed can be found in the appendix.
The confidence intervals, if shown in the plots, represent a confidence level of 95%. If
not shown, confidence intervals have been small and omitted to improve legibility.

6.1.1. Inference based on Packet Loss

Packet loss is often considered as a link characteristic for topology inference [50, 51].
The idea is that a source node sends probing packets to at least two receiver nodes. The
receivers measure their individual packet loss rate. From correlations in the loss rates it
is then possible to deduce common subpaths between the source and the receivers.

Ideally, loss measurements are conducted in a multicast network so that a dropped packet
affects the loss rate of all of its receivers in the same way. In unicast networks, the effect
of a multicast transmission on the loss rate can be mimicked by a series of back-to-back
unicast transmissions. However, a crucial prerequisite is that the loss rate of all unicast
packets within a probe is positively correlated on a common subpath between the source
and the receivers [98].

To verify whether this prerequisite is fulfilled in a virtualized environment, we let each
VM of our cloud setup consecutively send probes consisting of two unicast packets to
all other VMs within the same setup. The interval between two consecutive probes was
100 ms. Within one probe, the two unicast packets were sent back-to-back, i.e., with
no intentional delay between the packets. Since both unicast packets are destined for
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the same receiver (i.e., their common subpath equals the entire path both packets travel
through the network) we expected to see either both packets of the probe arrive at the
receiver or none at all.

Figure 6.2 depicts the loss rates we observed depending on the generated background
traffic. Overall loss rate denotes the percentage of probes in which either one or both
unicast packets did not reach the destination. 1-packet loss refers to the percentage of
probes where only one of the two unicast packets arrived at the receiver. Details on the
generation of the background traffic can be found in the appendix.
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Figure 6.2.: Observed loss rates against background traffic for different types of virtual-
ization.

As one fundamental obstacle we found that with full virtualization (KVM full virt.) we
were unable to create any significant packet loss. At a background traffic of approxi-
mately 200 MBit/s per VM the overhead of the I/O virtualization became so high that
the VMs fully utilized their assigned CPU core. Consequently, we hit a CPU bottleneck
before we were able to cause any network overflow or congestion which may have resulted
in packet loss.
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The same experiment with paravirtualization showed different results. For both KVM
and XEN-based virtualization we were able to observe packet loss of up to 15 or 16%,
respectively. However, again it required considerable amounts of background traffic to
be generated. Concerning the experiments with KVM and paravirtualization, it is also
problematic that the correlation of packet losses within one probe is poor. Depending
on the rate of background traffic, for 25% (800 MBit/s) to 65% (400 MBit/s) of all lost
probes, one of the included unicast packets still reached its destination.

6.1.2. Inference based on Packet Delay

Topology inference based on packet delay follows a similar idea as the previous loss
approach. Within one probe a pair of unicast packets is sent back-to-back to two re-
ceivers. As long as all unicast packets travel along the same subpath, they are expected
to experience similar delays. Receiver pairs with a long shared subpath from the source
are likely to have highly correlated delays while the delay of receiver pairs with a short
common subpath is expected to diverge.

To analyze the impact of different virtualization techniques on the correlation of path
delays, we let each VM of the cloud setup consecutively send probes consisting of two
unicast packets to all other VMs. Again, the two unicast packets were sent back-to-back
to the respective receiver. Like in the loss experiment, the common subpath of both
unicast packets was identical to their overall path through the network. Hence, if packet
delay on the common subpath was correlated, the second unicast packet would have to
arrive at the receiver without any significant delay after the first one.

Figure 6.3 illustrates the average interarrival times between the first and the second uni-
cast packet of a probe measured at the receiver. We distinguish between the interarrival
times of those probes which have been exchanged between VMs on the same physical
host (intra-host interarrival time) and those between VMs on different hosts (inter-host
interarrival time). As a baseline, the plot also shows the packet interarrival time we
measured for probes between the unvirtualized hosts.

The results indicate that paravirtualization increases the average interarrival time ap-
proximately by factor 10 compared to the unvirtualized baseline case. However, even
with large amounts of background traffic the average temporal gap between the first and
the second unicast packet’s arrival is still considerably smaller than 0.1 milliseconds.

For full virtualization (KVM full virt.) the situation is different. Even at a relatively
modest background traffic of 150 MBit/s per VM, the interarrival times grow to more
than one millisecond. Given that the average packet RTT in today’s local area networks
is typically below one millisecond, it is unreasonable to assume any kind of correlation
with respect to packet delay for this kind of virtualization.
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Figure 6.3.: Observed packet interarrival times against background traffic for different
types of virtualization.

After having examined the impact of virtualization on the possible correlation of packet
delay, we focused our second experiment on the effects of virtualization on the observable
packet delay itself. Due to the lack of a global clock, measuring delay on a timescale of
microseconds in a distributed system is a cumbersome task. As a remedy, we measured
the packet RTTs instead. Figure 6.4 shows the results.

The results distinguish between RTTs which were measured between VMs running on
the same physical host (intra-host RTT) and those running on different hosts (inter-host
RTT). In general, the RTTs are highly influenced by the level of background traffic.
With full virtualization (KVM full virt.), the average RTT rises up to approximately
nine milliseconds at a background traffic of 200 MBit/s per VM. More importantly, the
measured values show large variations for this type of virtualization, such that intra-host
and inter-host RTTs appear essentially the same.

In contrast to that, the variance of the RTTs from the experiments with paravirtual-
ization is much smaller. Moreover, we observed a distinct gap between the intra-host
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Figure 6.4.: Average RTTs against background traffic for different types of virtualization.

and inter-host RTT for both KVM as well as XEN-based VMs which continued to grow
as the level of background traffic increased. Especially, for the KVM-based VMs the
average inter-host RTT eventually rose up to almost 30 milliseconds.

6.1.3. Discussion

As an intermediate result of the effort to infer network topologies based on end-to-end
measurements in IaaS clouds I can state that virtualization can have a significant impact
on the observable characteristics of a network link.

For topology inference based on packet loss, both the KVM and the XEN virtualization
layer destroyed the correlation of unicast packet loss on common subpaths, which is
assumed by existing inference approaches [98]. In terms of packet delay, we experienced
a similar problem for fully virtualized environments. Here the virtualization layer intro-
duced significant gaps in the packet interarrival times which also render any assumption
about correlated packet delays on common subpaths unreasonable.
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Among all conducted experiments, observing link latency in paravirtualized clouds ap-
pears to be the most promising way to successfully deduce topology information among
the involved VMs. Although we partly observed large increases in the RTTs under high
load with both KVM and XEN, the individual values showed only little fluctuations at
a particular level of background traffic. Moreover, we were able to measure statistically
reliable differences between intra-host and inter-host RTTs.

6.2. Examining the Accuracy of Topology Inference

Having examined the impact of virtualization on the observable link characteristics loss
and delay, the chapter will now deal with the actual topology inference process and
its accuracy. As a reaction to our findings from the previous section I will focus on
delay-based approaches and only consider paravirtualization.

Like most existing approaches (e.g. [109, 35, 50]) we attempted to reconstruct the logical
routing tree through agglomerative hierarchical clustering. Starting with each VM as
an individual cluster, this clustering technique progressively merges clusters based on a
similarity metric γ until only one cluster is left. The approach requires an initial set of
similarity values γi,j for each pair of VMs i and j.

In the following I will discuss two different delay-based measurement approaches which
can be used to construct γi,j and contrast their performance in the inference process.

6.2.1. Obtaining Initial Similarity Values for the VMs

To obtain the required pairwise similarity metric γi,j Coates et al. proposed a delay-
based measurement technique called sandwich probing [41]. Compared to classic packet
delay measurements, sandwich probing eliminates the need for synchronized clocks on
the sender and the receiver node because it only measures delay differences.

As illustrated in Figure 6.5, a sender node s sends out a sequence of so-called sandwich
probes. Each sandwich probe consists of three packets, two small packets destined for
receiver j separated by a larger packet destined for receiver i. The second small packet
is expected to queue behind the large one at every inner node of the routing tree (e.g.
bridge, switch, etc.). This induces an additional delay Δd between the small packets
on the shared links. Δd can be used as a similarity value γi,j because the larger γi,j
becomes the longer the common subpath from s to i and j must be. The longer the
common subpath from s is, the closer i and j must be in the logical routing tree. Since
all sandwich probes originate from a single sender s, all inferred logical routing trees will
have s as their root node.
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Figure 6.5.: The general idea of sandwich probing.

Another way to overcome the necessity for synchronized clocks is to measure path delay
based on the RTT between all pairs of leaf nodes i and j. As opposed to sandwich
probing the RTT measurements are not conducted from a single sender node s. Instead,
each leaf node l ∈ L (L is the set of leaf/end nodes) conducts its on measurements.
However, the overall measurement complexity (i.e., the number of messages that must
be transfered to obtain γi,j for all pairs of i, j ∈ L) is still O(|L|2). As a small RTT ri,j
between two leaf nodes i and j indicates a close proximity in the inferred logical routing
tree, the similarity value γi,j must be defined as 1

ri,j
.

6.2.2. Accuracy of the Inferred Topologies

To assess the accuracy of the inferred topologies that can be achieved based on end-
to-end latency measurements in paravirtualized environments we collected samples for
γi,j using both sandwich as well as RTT probing. For the sandwich probing, we set the
delay between the two small packets to d = 10 milliseconds. We also experimented with
other values for d, however, found this one to provide the best overall results. In total,
we collected approximately 50 probes for each pair of leaf nodes, each measurement
technique, each level of background traffic, and each virtualization technology. For the
actual clustering we used the agglomerative likelihood tree (ALT) algorithm as proposed
by Castro et al. [35].

The accuracy of the inferred network topology is expressed as the distance between the
inferred and the real topology in the Robinson-Foulds metric [112]. The Robinson-Foulds
metric is based on an unrooted tree of nodes, each node of the tree must have a set of

96



6.2. Examining the Accuracy of Topology Inference

N1

N2 N3 N4

N5

N6N7N8

N9

{a}

{b} {c,d} {e}

{f}

{g}

{h}

Ø Ø

N1

N2 N3 N4

N5

N6N10

N9

{a}

{b} {c,d} {e}

{f}

{g}

{h}

Ø

α α-1

Figure 6.6.: The application of α and α−1 according to the Robinson-Foulds metric.

labels. For nodes with a degree greater than or equal to three, the label can be the empty
set. All nodes with a smaller degree must have non-empty label sets. According to the
metric, two trees Ti and Tj are considered to be the same if Ti and Tj are isomorphic,
and the isomorphism also preserves the labeling [112].

Based on this definition, the Robinson-Foulds metric defines the elementary operation α,
the contraction operation. The α operation can be applied to two adjacent nodes Ni, Nj

of a tree. It shrinks those two nodes to a single node with the label of the new node
being the union of the labels of Ni and Nj . Accordingly, the metric defines an inverse
operation α−1 (the decontraction operation) which divides a node into two new nodes,
the new nodes being joined by an edge. In order to construct the labels for those two
new nodes, the original label set can be split arbitrarily as long the constrains mentioned
above are preserved. Figure 6.6 illustrates the application of α and α−1 by means of an
example tree.

The distance between two trees Ti and Tj is defined as
nα+nα−1

2 where nα and nα−1

are the minimum number of contraction and decontraction operations that have to be
performed to transform Ti into Tj or vice-versa. To determine these numbers in the
context of these experiments, we used the Phylogenetic Analysis Library (PAL) [47].

Figure 6.7 shows the accuracy of the inferred topologies for KVM as well as XEN-based
VMs and sandwich as well as RTT-based probing against different levels of background
traffic. Note that the inferred tree produced by the ALT algorithm is always binary [35].
Although there exist algorithms that can also infer network topologies based on general
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trees, these algorithms also typically start by constructing a binary tree first and then
apply stochastic methods to transform the binary tree into a likely general one [41, 51].
Hence, the constructed binary tree can be regarded as a robust starting point for the
topology inference process. If an inference algorithm is unable to estimate a network
topology accurately based on a binary tree, it will not be able to estimate it accurately
based on a general tree either. An approach to transfer the binary tree into a general
tree will be presented in the next subsection.
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Figure 6.7.: Accuracy of the inferred topologies against background traffic using the ALT
algorithm.

In the absence of background traffic the average distance of the inferred network topology
tree to the real one centers around 27 for both virtualization and probing techniques.
However, with increasing background traffic, the accuracy of those topologies that were
inferred based on the sandwich probes starts to diminish. This can be explained by the
increasing delay for intra-host VM communication under high background traffic.

As highlighted in Section 6.1 all packets which are passed to the physical network ex-
perience a significant additional delay even for moderate levels of background traffic.
Although we found those additional delays to be relatively stable on a timescale of milli-
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seconds, their variance is large enough to blur the subtle delay differences of intra-host
VM communication. As a result, the delay differences for all receiver VMs which do not
run on the sender VM’s host suffer from a large variance and therefore impede the in-
ference process in the presence of background traffic. In contrast to that, the topologies
inferred based on the RTT probes, where each VM issued its own probe packets, are
more stable towards increasing background traffic.

6.2.3. Transferring Binary Trees into General Trees

As pointed out in the previous subsection the topologies inferred by the ALT algorithm
always follow the structure of a binary tree. Binary trees provide the largest number of
degrees of freedom and thus are able to fit the measured data most closely [41]. Therefore
they are a reasonable starting point to unbiasedly contrast the impact of different probing
techniques on the inference accuracy.

However, the network topology in most data centers can be rather described by a general
tree. The inferred binary tree can be considered an “overfitted” version of the physi-
cal network tree which includes more internal nodes than actually exist and therefore
automatically decreases the inference accuracy in most network setups.

To overcome the problem of overfitting, several methods have been proposed (e.g. [41,
51]). Most of them apply computationally demanding heuristics to reconstruct likely
general trees based on the initially inferred binary tree. Since most inference approaches
were designed for large-scale networks like the Internet, which do not allow any assump-
tions about the structure of the routing tree, these heuristics are a reasonable choice.
However, in contrast to the Internet, the network structure in data centers is much more
regular. Typical network architectures of today’s data centers consist of either two- or
three-level trees of switches or routers [3]. Hosting multiple VMs on one server might
add another level of depth to the tree, but, for example, a network topology tree with a
depth of more than three in a single IP subnet is very unlikely to occur in practice.

The extension proposed in the following exploits this regularity. It is based on the
assumptions that network topology trees with a depth greater than d are unlikely to
occur. Moreover, it assumes that all leaf nodes are likely to have a similar depth in a
data center network topology tree.

Our extension is subdivided into two operations: The first operation reroot takes the
initial binary tree as input and chooses that inner node as the tree’s new root node
which minimizes the difference between the leaf nodes with the highest and the lowest
depth. The operation accounts for the fact that the root node created by the clustering
algorithm is not necessarily correct. For example, when using sandwich probing, the root
node of the inferred binary tree is always the source of probe packets s. The rerooted
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tree is then passed to the second operation limitDepth(d). This operation continuously
identifies the leaf node with the highest depth, cuts it out, and appends it to its former
parent’s parent node as long as the depth of the tree is greater than d. Figure 6.8
illustrates the impact of our extension on the inference accuracy for different values of
d. Compared to the initial binary tree (Figure 6.7) our extension reduces the Robinson-
Foulds distance to the actual tree which represents our testbed’s network topology by
16 to 21 (depending on d) on an average. To improve legibility the figure only shows the
results for KVM (paravirt.) and omits confidence intervals.
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Figure 6.8.: Accuracy of the inferred topologies using the ALT algorithm and the depth
limitation.

6.3. Implementation in Nephele

Following the previous discussion on the accuracy of topology inference based on end-
to-end measurements in virtualized environments, this section now sketches a possible
implementation of a concrete topology inference method as part of our parallel data
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processing framework Nephele. Although we use Nephele as a technical foundation, the
method has been devised as a lightweight background service which is applicable to all
kinds of distributed applications in general.

Technically, our topology inference method is assumed to be deployed on a set of VMs
which are connected through a tree-like but initially unknown network structure. Once
the topology inference process has been activated, one VM from the set is elected as a
master node. To simplify matters, in the context of Nephele, the master node is usually
the VM which also runs Nephele’s JobManager. After being elected, the master node
starts sending out ICMP echo requests to all other VMs in the set. The goal of this
operation is to obtain a first coarse-grained IP-level network topology.

As illustrated in Figure 6.9, the master node uses this IP-level network topology to
subdivide the overall set of VMs into subsets of VMs which are in the same IP subnet.
If (parts of) the IP-level network topology could not be obtained, for example because
ICMP echoes are disabled by the cloud operator, a subset may also include VMs from
different IP subnets. In the worst case, ICMP echo requests cannot be used to achieve
any partitioning among the VMs, resulting in only one (sub)set containing all VMs.

RTT Probes ICMP Probes

VM X.3

VM X.2VM X.1
(Master)

VM Y.2

IP Subnet X

VM Y.1

VM Y.3

IP Subnet Y

Infrastructure as a Service Cloud

Figure 6.9.: Schematic overview of the topology inference method.

Then, in each subset, the end-to-end RTT measurements are started. The RTT probes
are exchanges between all pairs of VMs in the respective subset. In contrast to the ICMP
echo requests, the goal of these end-to-end measurements is to detect internal network
components which operate underneath the IP layer. Examples of these components
are link layer switches or bridges which connect the individual VMs to the physical
network. The master node then collects then measurement data and executes an ALT-
like clustering algorithm and the operation reroot and limitDepth(d) on the data of each
subset. Finally, the inferred network topologies of the individual subsets are integrated
into the overall IP-level network topology.
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Although our topology inference method does not depend on ICMP echo requests to be
activated, the resultant partitioning of the VM set helps to reduce the overall number
of RTT messages that have to be exchanged. By default, each VM conducts the RTT
measurements every five seconds, whereas the data collection and clustering algorithm
is triggered either every minute or immediately upon the arrival of a new VM. Con-
sequently, the measurement and execution overhead is negligibly small for most cloud
setups. For large-scale cloud setups (1000 or more VMs) the probing intervals can be
increased in order to reduce the measurement overhead. Moreover, it is possible to del-
egate the execution of the clustering algorithm to a VM in each subset instead of doing
the computation centrally on the master node.

To the distributed application which is supposed to take advantage of the inferred net-
work topology, our method offers a well-defined interface. Through the interface the
application can retrieve the overall inferred network topology. Moreover, the interface
includes the possibility for callbacks to the application, so in case the inferred topology
changes, for example due to newly allocated or terminated VMs or the possible migration
of a VM, the application can be notified about that and respond to the changes.

6.4. Evaluation

We devised a sample job for Nephele in order to highlight the possible performance im-
provements that can be achieved by incorporating our new topology inference method.

The sample job consisted of eight data-parallel producer subtasks as well as eight data-
parallel consumer subtasks. Each producer subtask was connected to a separate con-
sumer subtask through one of Nephele’s network channels. Moreover, each subtask was
executed on a separate VM, so in total the experiment used 16 VMs hosted on two
physical hosts of our local cloud testbed. All 16 VMs were in the same IP subnet.

We launched the sample job exactly one minute after having started Nephele’s Task
Managers on the respective VMs. As a result, the inferred network topology Nephele
used for its scheduling was based on approximately 12 RTT samples per pair of VMs.
After the execution of the initial clustering and the reroot operation, the limitDepth(d)
operation was called with d = 4. During the execution of the sample job, each producer
subtask continuously sent data to its connected consumer subtask. In total, all producer
subtasks transmitted 200 GB of data to their respective consumers.

Figure 6.10 illustrates the possible impact of the new topology information on the job’s
performance and finishing time. When the network topology can be exploited for task
scheduling (Figure 6.10a) Nephele can make sure that the respective pairs of consumer
and producer subtasks are started on VMs which are colocated on the same physical
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host. In this case the average network utilization increased to about 530 MBit/s on an
average per pair of VMs and the processing job could be completed after approximately
400 seconds. Moreover, Figure 6.10a shows a high CPU utilization, which is also desirable
in a cloud setup.

In contrast to that Figure 6.10b depicts the execution performance without a topology-
aware scheduler. As in this case all available VMs appear equally suited to Nephele,
the subtasks are assigned randomly to them. As a result of the subtask placement,
about one half of consumer-producer pairs were sent to colocated VMs. The other half
were forced to share their respective host’s network interface to exchange data. This is
also reflected in the average network throughput. Instead of 530 MBit/s, it dropped to
about 210 MBit/s per pair of VMs. Thus, the job’s completion time was also extended
to approximately 16 minutes.

Finally, Figure 6.10c highlights the job performance which may result from a topology-
agnostic scheduler in the worst case. Here all producer subtasks were assigned to VMs
on one physical host, whereas the respective consumer subtasks were all scheduled to
run on VMs on the other host. Since all producer subtasks essentially shared a single
physical network device, in this case the average network throughput decreased to slightly
over 100 MBit/s. Moreover, the average system utilization dropped below 10% and the
completion time increased to over 30 minutes.

6.5. Related Work

Network topology inference has been subject to vivid research in recent years. In general,
there exist two major classes of inference approaches: those which rely on the assistance
of internal network nodes (such as routers) and those which do not.

The approaches falling into the first class (e.g. [22, 34, 78]) depend on receiving feedback
messages from the internal network nodes. Most commonly, they use diagnosis tools like
traceroute to discover the IP routers on the path to a destination host and afterwards
try to reconstruct (parts of) the network’s topology from the collected path information.
While these network-assisted approaches provide accurate topology approximations in
large, decentralized networks, they suffer from several shortcomings in data centers.

First, to the best of my knowledge, all network-assisted efforts to infer network topology
rely on layer 3 of the ISO/OSI model (network layer). As a result, they are generally
unable to detect link layer (layer 2) network components like switches or, more impor-
tant in terms of virtualization, network bridges. Although there exist protocols like
LLDP [72] to discover link layer (layer 2) components as well, these protocols mainly
serve administrative purposes and cannot be used by arbitrary network participants.
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Second, all network-assisted approaches fail to work if the network administrator of the
cloud data center deactivates support for these types of diagnosis messages. This could
be motivated by security considerations. At the network level this phenomenon is also
referred to as anonymous routers [148].

The second major class of topology inference approaches, also known as network to-
mography [130], therefore solely relies on end-to-end measurements. The basic idea of
network tomography is to measure particular characteristics of a network path during
the exchange of probe packets among a set of network nodes. Typical characteristics
observed are throughput, delay, or loss rate. When a sufficiently large number of mea-
surements has been conducted, it becomes possible to calculate the correlation among
the observed metrics and to infer a likely network topology [98].

Ratnasamy and McCanne [109] observed the shared loss rate at a set of receiver nodes
in series of multicast packet transmissions from a single source. Based on the collected
data, they proposed a clustering algorithm to infer the inner structure of a binary dis-
tribution tree. N.G. Duffield et al. later provided a formal proof for the correctness
of the algorithm presented in [109] and extended it to general multicast topologies by
introducing additional loss-based algorithms [50]. In [49] they further generalized their
work to arbitrary estimable and monotonic performance metrics. Bestavros et al. [30]
proposed a similar generalization with their MINT framework.

To overcome the poor availability of multicast in real-world networks, several projects
also studied topology inference based on unicast end-to-end measurements. Coates et
al. [41] presented a method to capture path delay in unicast routing tree topologies called
sandwich probing. Instead of capturing the packet runtime at two distinct receivers,
sandwich probing allows measuring delay differences at a single receiver and is therefore
robust towards unsynchronized clocks. Based on this novel probing scheme, the authors
devised a Markov Chain Monte Carlo (MCMC) procedure to infer the most likely network
topology. In [35] Castro et al. demonstrated how to express the inference problem as a
hierarchical clustering problem and proposed their ALT algorithm. Shih and Hero later
extended their work by finite mixture models and MML model order penalties [118]. Ni
et al. addressed the complexity of the proposed clustering algorithms and incorporated
node joins and departures in the inference process [98]. Shirai et al. [119] as well as
Tsang et al. [129] considered topology inference based on RTT measurements. However,
none of the works examined the effects of hardware virtualization.

In the context of cloud computing, topology awareness has been considered by the fol-
lowing papers:

In [86] Kozuch et al. presented Tashi, a location aware cluster management system.
Tashi features a so-called resource telemetry service which is capable of reporting the
distance between a pair of VMs according to some user-defined metric. However, the
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way the resource telemetry service obtains the location data of the VMs is not addressed
in the paper.

Gutpa et al. [66] introduced a hosting framework for VMs. Their framework is able to
deduce the traffic pattern of distributed applications running inside these VMs. Based on
the observed traffic patterns, VMs are migrated inside the cluster such that the locality
of a data transmission is improved.

Ristenpart et al. [111] discussed the location of VMs inside the Amazon EC2 cloud from
a security point of view. Based on observations like common routing paths, common
IP address prefixes, or packet RTTs, the authors examined the possibility to detect
colocated VMs and exploit the colocation for attacks.

6.6. Summary

In this chapter I presented a lightweight scheme to reconstruct likely physical network
topologies which connect a set of VMs in so-far opaque IaaS clouds. Thereby, the scheme
takes a hybrid approach: It uses ICMP control messages to obtain a first coarse-grained
IP-level network topology. Afterwards, the scheme performs end-to-end measurements
to infer internal network nodes which operate underneath the IP layer.

As part of our inference efforts based on end-to-end measurements, the chapter provided
an initial analysis of the network path characteristics loss and delay and examined the
impact of hardware virtualization using the open source hypervisors KVM and XEN.
Based on this analysis, it contrasted the accuracy of the inferred topologies for two differ-
ent latency-based measurement approaches. Finally, the chapter proposed an extension
to existing clustering-based inference algorithms. This extension allows to transform
overfitted binary trees into general trees which are likely to describe the network topol-
ogy of a cloud data center.

In sum, I can conclude that topology inference in IaaS clouds is a challenging but also
rewarding subject. Even under moderate system load hardware virtualization has a
significant effect on the measurable network path characteristics and destroys important
correlation properties which are assumed by most inference approaches. Among all
conducted experiments on our mid-size cloud testbed, RTT-based delay measurements
led to the most accurate inference results with an average Robinson-Foulds distance to
the actual topology of under six. However, we also observed large delays introduced
by the virtualization layers (especially KVM) under high background traffic. In my
opinion, the variance of these delays currently leaves little potential to reliably infer
passive network components like link layer switches.
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With respect to parallel data processing on IaaS platforms, however, the new scheme
contributes to reduce the risk of I/O bottlenecks and fosters the exploitation of data
locality anyway. Besides the reconstruction of the IP-level network topology, our scheme
is able to reliably detect colocated VMs in paravirtualized setups. Since the network links
between those colocated VMs are highlighted by an increased data throughput, it makes
exploiting this kind of knowledge a favorable goal for topology-aware scheduling.
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(a) Topology-aware scheduling
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(b) Topology-agnostic scheduling (random)
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(c) Topology-agnostic scheduling (worst case)

Figure 6.10.: System utilization and network throughput during the execution of the
sample job using different scheduling strategies.
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The parallel data processing framework Nephele as well as the other contributions pre-
sented in the previous chapters are part of a larger software stack which is currently
developed in the scope of the Stratosphere project [24, 5]. The Stratosphere project
aims at facilitating complex and large-scale information management on top of IaaS
platforms.

This chapter will present a brief overview of the Stratosphere software stack. In particu-
lar, it will highlight those layers of the software stack which are adjacent to the Nephele
layer and discuss optimization opportunities resulting from the richer semantics of these
layers.

7.1. The Stratosphere Software Stack

As illustrated in Figure 7.1, the Stratosphere software stack builds on an existing IaaS
platform. The platform is expected to provide a large number of (typically virtualized)
shared-nothing compute nodes.

On top of the IaaS platform there runs the so-called Stratosphere query processor. The
Stratosphere query processor encompasses most of the software components developed
in the scope of the Stratosphere project. In particular, it contains five distinct compo-
nents:
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Figure 7.1.: Overview of the Stratosphere software stack.

On the lowest level of the Stratosphere query processor there is a distributed data storage
layer. The main purpose of the data storage layer is to reliably store the large volumes
of the queries’ input and output data and to provide access to the data in a distributed
fashion. Since storage does not take center stage on the Stratosphere research agenda,
the layer currently utilizes existing solutions for distributed storage. This includes the
distributed file system HDFS which is part of the Hadoop software stack [124] and
stores the data directly on each VM of the cloud setup. However, the layer also contains
bindings to external cloud storage service as described in Chapter 2.

On top of the distributed data storage layer the Nephele layer is located, the second
component. As described in Chapter 3, Nephele’s responsibility in the stack is the
scheduling of incoming processing jobs, the so-called Job Graphs, as well as their efficient
execution in the cloud environment. In particular, Nephele takes care of all resource
management matters. It determines the number of VMs (and their types) which are
necessary to run the respective Job Graph, assigns the job’s subtasks to suitable compute
nodes, and communicates with the IaaS cloud in order to allocate or release VMs.

The Nephele layer receives the incoming Job Graphs from the third component of the
Stratosphere query processor, the so-called PACT layer. The PACT layer also lets its
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users specify data processing jobs in the form of DAGs. However, it features a more
abstract, higher-level programming interface in comparison to Nephele’s Job Graph.
Unlike Nephele’s programming abstraction, the PACT programming model does not
require the developer to fully implement the behavior of each of the job’s tasks. Instead,
it features a set of second-order functions, the so-called PACT input contracts, which
can be considered a generalization and extension of the two well-known second-order
functions map and reduce from the MapReduce programming model [6]. A developer
simply has to attach his user code to the respective PACT input contract and can rely on
the contract’s guarantees in terms of the way data is passed to the user code at runtime.
Particularly, the developer does not have to worry about the correct distribution of the
data among different parallel instances of his user code during the job’s execution.

While PACT input contracts provide certain guarantees on the property of the data
that is passed to the user code, they do not specify how the system will achieve to
fulfill these guarantees at runtime. In fact, for several PACT input contracts, there exist
different strategies to fulfill the provided guarantees with different implications on the
required effort for data reorganization. Choosing the best strategies for a submitted
PACT program with regard to data transfer cost is therefore the main responsibility of
the so-called PACT compiler, which is also part of the PACT layer. Based on cardinality
estimates, the PACT compiler determines the cheapest execution strategies for the PACT
program’s respective input contracts. Then it adds the required functionality for the
chosen strategies to the program and translates it into a Nephele Job Graph.

Compared to the Nephele programming abstraction, the PACT programming model
is less flexible, but provides a more declarative way of writing MTC-like applications.
Due to the specific set of input contracts a developer is bound to, the PACT layer
can also make additional assumptions about the characteristics of the encapsulated user
code. Since these assumptions generally do not hold for user code on the Nephele layer,
exposing some of these characteristics to Nephele can yield some interesting opportunities
for runtime optimizations, such as automated scale-in and scale-out. For this reason, the
following sections will examine the interaction between Nephele and PACT during the job
execution in more detail and point out sensible approaches for cross-layer optimization.

The fourth component of the Stratosphere query processor is the layer for continuous
reoptimization. It is located orthogonally to the Nephele and PACT layer. The main
purpose of the continuous reoptimization layer is to monitor the execution of a Nephele
job and to take appropriate actions in case the execution exhibits an unexpected behavior
in terms of the estimated processing time, data shipping cost, or related aspects. The
continuous reoptimization layer can thereby take advantage of the different levels of
abstraction the Nephele and the PACT layer offer. On the Nephele level, for example,
the continuous reoptimization layer can build upon the bottleneck detection approach
I presented in Chapter 4. However, it can also inject code into PACT programs to
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detect execution problems which require a more precise understanding of the program
semantics, like skewed data distributions.

The end user is envisioned to interact with the Stratosphere query processor by means
of a declarative query language, the fifth component, which shares similarities with
approaches like Jaql [31], DryadLINQ [150], or Hive [126]. In terms of its semantical
richness, the declarative query language is more powerful than the PACT layer. Thus,
queries are first translated into PACT programs to optimize their estimated physical
execution cost and then passed on to the Nephele layer for the actual parallel execution.
According to the current state of affairs, the declarative query language will provide a
basic set of initial operators, but will also be extensible through custom operators and
user-defined functions.

In its efforts to advance the state of the art in large-scale data processing on parallel,
adaptive architectures, the Stratosphere project is targeted towards three real-world
use cases: The first use case centers around the analysis of scientific data, for example
from the area of climate research. In this domain, scientific simulations often produce
data volumes in the scale of tera or even peta bytes [63] and call for massively parallel
architectures to be analyzed in an efficient manner. The second use case deals with
computational problems from the life sciences, especially information extraction and
integration of unstructured data [89]. Finally, the third use case focuses on the analysis
of linked data as it often occurs in social networks [76].

All three use cases are envisioned to make use of the declarative query language that is
provided by the query processor. However, the use cases are also expected to develop
a domain-specific set of operators and user-defined functions for the declarative query
language with a wide range of different computational complexities.

7.2. The PACT Layer

As briefly sketched in the previous section, the PACT layer is situated on top of the
Nephele layer within the Stratosphere query processor. More importantly, compared to
the Nephele layer, it has additional knowledge about the behavior of the encapsulated
user code. The combination of both aspects makes the PACT layer a favorable choice
for cross-layer optimizations.

This section will describe the basic concepts of the PACT layer and explain how the
PACT code is encapsulated in Nephele tasks at runtime.
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7.2.1. The Structure of a PACT Program

Similar to Nephele jobs, the structure of a PACT program corresponds to a DAG. Each
vertex of the DAG represents a particular task of the PACT program, whereas the
DAG’s edges model the data flow between those tasks. A user can also execute arbitrary
sequential code as part of a PACT task, however, the way the user code of a PACT task is
invoked is different compared to the Nephele layer. While the user code in a Nephele task
is invoked exactly once during the job’s execution, the user code wrapped inside a PACT
task, or PACT for short, is typically invoked multiple times. Upon each invocation, the
PACT user code is not provided with the entire input data from its predecessors in the
DAG. Instead, the PACT layer separates the input data into disjoint subsets and calls
the encapsulated PACT user code for each of these subsets individually.

The way these subsets of input data are composed for each PACT depends on the respec-
tive PACT’s input contract. As the name implies, an input contract can be considered
an agreement between the PACT layer and the PACT user code. It provides a specific
guarantee on the properties of the input data that is passed to the PACT user code on
each invocation. For each PACT, an input contract is mandatory, i.e., the user code on
the PACT layer must be designed to fit the respective contract’s interface.

Key Value
PACT Program

Internal Structure of a PACT before Compilation
PACT

Input Contract (Mandatory)

User Code (Mandatory)

Output
Contract

(Optional)

Figure 7.2.: The basic structure of a PACT program.

Besides the concepts of input contracts, the PACT programming model also includes
so-called output contracts. Unlike input contracts, output contracts are optional. A
developer can attach these output contracts to his particular PACTs in order to indicate
that the output data of the encapsulated user code will obey certain properties. With
regard to the programming abstraction, output contracts have no direct benefit to devel-
opers. However, they provide valuable information about the user code’s behavior to the
PACT compiler. The PACT compiler in turn can exploit this information to optimize
the necessary data reorganization between the individual PACTs. In sum, the structure
of a PACT program can be illustrated as in Figure 7.2.
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7.2.2. The PACT Input Contracts

Currently, the PACT programming model features five distinct input contracts. Each
input contract provides different guarantees on how a PACT’s input data is split into
subsets and passed on to the encapsulated user code.

In order to understand the concrete properties of these subsets, it is important to know
that the PACT layer is based on a key-value data model. This means, unlike Nephele
which does not understand the semantics of its records at all, the PACT layer can at
least split each unit of data into a separate key and a value. The key and the value
themselves again can be of a user-defined type and completely uninterpretable to the
PACT layer. However, the key type must allow for the ordering of keys.

The Map Input Contract

The Map input contract corresponds to the well-known second-order map function from
the MapReduce paradigm [43]. It can be considered to be the simplest of all currently
available input contracts. As illustrated in Figure 7.3, the Map input contract states
that the user code is invoked exactly once for each key-value pair of the input data set.

Input Data

Key Value

Independent Invocations 
of User Code

Figure 7.3.: Grouping of input data according to the PACT input contract Map.

The Reduce Input Contract

According to the the PACT input contract Reduce, all key-value pairs of a PACT’s
input data with an identical key are grouped. The user code which is attached to the
Reduce contract is invoked for each of these groups independently (Figure 7.4). This also
corresponds to the behavior of the second-order reduce function from the MapReduce
paradigm.
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Input Data

Key Value

Independent Invocations 
of User Code

Figure 7.4.: Grouping of input data according to the PACT input contract Reduce.

The Cross Input Contract

Unlike the Map and Reduce input contract, the PACT layer also features so-called
multi-input contracts. The user code attached to those multi-input contracts expects to
receive data from two distinct data sources as input. Therefore, multi-input contracts
also construct the subsets for the user code based on two different input sets.

One of these multi-input contracts is the Cross input contract. As illustrated in Fig-
ure 7.5, it builds the Cartesian product of the two inputs. All pairs in the Cartesian
product are then processed independently by separate calls of the user code.

Input Data
Independent Invocations 
of User Code

Key Value

Figure 7.5.: Grouping of input data according to the PACT input contract Cross.

The Match Input Contract

As illustrated in Figure 7.6, the Match input contract is another multi-input contract.
With this contract, all combinations of key-value pairs with identical keys are built over
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the provided input data sets. Afterwards, all combinations are processed independently
by separate invocations of the attached user code. From a database researcher’s point
of view, the Match input contract resembles an equi-join on the key.

Input Data Independent Invocations 
of User Code

Key Value

Figure 7.6.: Grouping of input data according to the PACT input contract Match.

The CoGroup Input Contract

Finally, the current version of the PACT programming model also features the so-called
CoGroup input contract, which is also a multi-input contract. With the CoGroup con-
tract, key-value pairs with identical keys are grouped for each input. Then, those groups
of all inputs with identical keys are processed together by the user code (Figure 7.7).

Input Data

Independent Invocations 
of User Code

Key Value

Figure 7.7.: Grouping of input data according to the PACT input contract CoGroup.
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7.2.3. The PACT Output Contracts

While a PACT input contract can be regarded as a warranty from the system to the user
code, PACT output contracts work the opposite way. By attaching an output contract
to his user code, a developer provides a guarantee to the system that the output of the
user code will obey certain properties. As mentioned previously in this section, output
contracts are an optional component of a PACT task. Omitting an output contract will
have no effect on the correctness of the computation. In the worst case, the lack of an
output contract will lead to a less efficient job processing because the PACT compiler
cannot apply certain optimizations. Spuriously adding an output contract to a piece of
user code, however, can lead to wrong processing results since the system then assumes
properties of the user code’s output which are not actually true.

Currently, the PACT programming model features three different output contracts. Fig-
ure 7.8 summarizes them.

PACT

Same-Key
Output ContractUser Code

(a) Same-Key output contract

PACT

Super-Key
Output ContractUser Code

(b) Super-Key output contract

PACT

Unique-Key
Output ContractUser Code

(c) Unique-Key output contract

Figure 7.8.: Overview of PACT output contracts.

With the Same-Key output contract (Figure 7.8a) the developer can assert that his user
code does not alter the keys of the consumed key-value pairs. As a result, each key-value
pair which is generated by the user code must have the same key as the key-value pair
it has originally been generated from. For multi-input contracts like Cross, Match, and
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CoGroup, the Same-Key output contract must also state to which of the input data sets
the contract applies.

The Super-Key output contract (Figure 7.8b) allows a developer to express that each
key-value pair which is generated by the user code must have a superkey of the key-
value pair it has been originally created from. Similar to the Same-Key output contract,
the Super-Key contract requires an additional annotation when used with multi-input
contracts in order to clarify to which input data set the contract refers.

The Unique-Key output contract (Figure 7.8c) differs from the two previous output
contracts as it does not specify a relation between those key-value pairs which are fed
into the user code and those that come out. Instead, the Unique-Key output contract
simply states that all key-value pairs that are generated across all invocation of the user
code in the scope of the processing will have a unique key.

7.2.4. Running PACT Programs on Nephele

Once a user has finished writing his PACT program, he submits the program to the
PACT compiler. Based on the provided contracts the PACT compiler then attempts
to compile the program into a Nephele Job Graph which fulfills all of the user’s input
contracts on the one hand, but minimizes the necessary data transfer over the network
when executed on multiple VMs on the other hand. As part of this transformation step
the compiler also adds annotations concerning the concrete channel types to use between
two connected Nephele tasks. Nephele in turn can apply these annotations to enforce
the colocation of tasks on the same VM at runtime.

After being compiled, Nephele treats the PACT program like a regular Job Graph. As
explained in Section 3.2.3, the received Job Graph is spanned into an Execution Graph
and prepared for the parallel execution on the IaaS cloud. In the current implementation,
the PACT program adds an annotation in terms of the desired degree of parallelization
to the submitted job. Nephele then uses this annotation for the scale-out of each of the
job’s tasks.

At runtime, multiple parallel instances of each PACT task are executed on the IaaS
cloud in a parallel and distributed fashion. Each of these parallel instances is encapsu-
lated into a separate Nephele subtask which communicates with the respective Nephele
TaskManager.

As described in Section 7.1, the PACT compiler can often choose from several different
strategies how to fulfill a PACT input contract at runtime. Depending on the respective
input contract, the compiler therefore may have to inject additional runtime code besides
the original PACT user code into a Nephele task. The purpose of this PACT runtime
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code is to preprocess the incoming or outgoing data according to the guarantees of the
input contract. Figure 7.9 provides an overview of the the different layers of code which
run inside a Nephele task during the job’s execution.

Key

Nephele Execution Graph

Internal Structure of a PACT inside a Nephele Task at Runtime

PACT  Runtime Code

Input Contract (Mandatory)

User Code (Mandatory)

Output
Contract

(Optional)

Nephele Runtime Code

Figure 7.9.: Overview of different layers of user code which are executed inside a Nephele
task at runtime.

On the lowest level, the Nephele task contains the Nephele runtime code. The Nephele
runtime code provides the communication interfaces for the user code. Moreover, it is
responsible for the allocation and release of communication buffers, the propagation of
changes in a task’s execution state, and possibly data compression. Since this code is
part of the Nephele framework itself, Nephele is aware of its semantics. In particular,
the framework can keep track of the encapsulated user code’s communication behavior,
i.e., at what points of the user code’s execution incoming records are read from and
outgoing records are written to the Nephele channels.

Inside the Nephele runtime code the PACT runtime code is executed. Contrary to the
Nephele runtime code, the PACT runtime code is loaded dynamically by the Nephele
framework and appears as regular user code on this layer. As a result, Nephele has no
knowledge about the semantics of the PACT runtime code. Once the PACT runtime
code has been invoked, it takes over the control of the task and can only be monitored
externally by Nephele, i.e., in terms of its CPU or communication channel utilization.

Through the interface of the respective input contract, the user code which has originally
been attached to the PACT task is then executed by the PACT runtime code. Unlike
the PACT runtime code, the PACT user code is typically invoked multiple times during
the life cycle of a Nephele task. Upon each invocation, the user code is passed a specific
subset of the input data according to the respective input contract. The subsets are
prepared by the PACT runtime code after the required input data has been retrieved
with the help of the Nephele runtime code. Similar to the relation between the Nephele
and the PACT runtime code, the PACT runtime code has no knowledge about the
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semantics of the user code, expect for the information that can be derived from the
optional output contracts.

7.3. Optimization Opportunities through the PACT Layer

After having explained the interaction between code of the Nephele and the PACT layer
at runtime, I will now extend the discussion to possible optimization opportunities that
arise from exposing PACT semantics to the Nephele layer. In particular, the discussion
will focus on requirements for facilitating automated scale-in and scale-out operations
at runtime, as described in Section 3.3.

In general, automatic scale-in and scale-out operations, i.e., dynamically adapting the
number of running parallel instances, are not possible on the Nephele layer. As described
in the previous section, Nephele invokes the user code only once at the beginning of
a task’s execution and from that point on has neither knowledge of the user code’s
internal state nor direct control over its behavior. While this design accounts for much
of Nephele’s flexibility, it renders automatic scaling difficult.

The concrete obstacles for changing the number of Nephele subtasks at runtime lie in
Nephele’s missing knowledge about the distribution of records among multiple parallel
subtasks and the user code’s internal state. Adding another parallel instance of a Nephele
task at runtime might be incompatible with the distribution strategies employed by the
preceding tasks in the DAG. Moreover, eliminating a subtask in order to reduce the
task’s overall degree of parallelism might corrupt the processing job’s result because the
subtask’s internal state might have been relevant to the further execution.

A simple remedy to this scaling problem on the Nephele layer would be an additional task
annotation which declares the encapsulated user code to be either stateful or stateless.
In contrast to their stateful counterparts, stateless tasks would not be allowed to buffer
any incoming records internally, i.e., any incoming record must be immediately emitted
by the user after being processed.

For stateless tasks, the scaling obstacles mentioned above disappear immediately. Since
a stateless task is not allowed to buffer any data, it is always safe to destroy parallel
instances of it between the processing of two records. Moreover, the data distribution
problem becomes irrelevant because a stateless task only forwards records. It never
considers records in groups which must potentially obey particular distribution proper-
ties.

While general user code would be considered stateful and not to be suitable for auto-
matic scaling, Nephele could instantaneously adapt the degree of parallelism of those
tasks which have been declared stateless before. Of course, this approach only solves the
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autonomic scaling problem partially. However, it is important to point out that com-
putationally demanding operations, which are the most rewarding targets for automatic
scaling anyway, often only process one record at a time and therefore lend themselves
well to this kind of annotation. Examples of those computationally complex but stateless
operations are the OCR Task and the PDF Creator task from Chapter 4.

Considering the Nephele layer individually, a developer could attach the state annotation
to the corresponding user code before submitting the overall Job Graph to Nephele’s
JobManager. However, in the context of the Stratosphere project, where Nephele mainly
acts as a runtime system for the semantically richer PACT layer, it is also conceivable to
derive the required state information directly from the PACT program and then make
the information available to Nephele at runtime.

While all input contracts of the PACT layer generally stipulate that the encapsulated
PACT user code must not preserve any internal state between two consecutive calls, the
PACT runtime code, which invokes the user code, must typically maintain some internal
state in order to preprocess the incoming key-value pairs according to the respective
PACT’s input contract. As a result, most of the Nephele tasks which are compiled from
the respective vertices of a PACT program are stateful as well.

In general, the PACT runtime code which encapsulates a multi-input contract is always
stateful because it has to construct the individual subsets of records from the different in-
put streams, even if no further grouping of the records is required. However, PACT tasks
implementing the single-input contracts Map or Reduce can automatically be tagged to
be stateless by the PACT compiler in many cases.

The Map input contract represents the simplest case. A PACT task implementing a Map
input contract is always stateless, because the PACT runtime code can directly hand
any incoming key-value pair to the encapsulated user code. Consequently, the number
of parallel instances of the corresponding Nephele task can also in principle be scaled
arbitrarily during the job’s execution.

The Reduce input contract forces the injected PACT runtime code to group incoming
key-value pairs by their key and pass each of those groups to the encapsulated user code
separately. In order to construct these groups, the PACT runtime code must initially
buffer and sort the incoming key-value pairs before passing them on to the user code.
In general, this also makes the resultant Nephele task stateful at runtime. However, in
combination with the Unique-Key output contract, the Reduce input contract can also
be fulfilled in a stateless manner.

If a developer has attached the Unique-Key output contract to the PACT task preceding
the Reduce task in the PACT program DAG, the PACT compiler can assume that all
keys of the key-value pairs emitted by the preceding PACT task will be unique during
the job’s execution. According to this commitment, no parallel instance of the Reduce
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task will receive two key-value pairs with identical keys in the course of its execution.
Consequently, there is no need for the PACT runtime code to buffer key-value pairs
and to construct groups of them for the Reduce user code. The resultant Nephele task
becomes stateless and therefore also be suitable for automatic scaling operations.

PACT Input Contract Properties of Compiled Nephele Task at Runtime

Map Stateless
Reduce Stateless after Unique-Key Output Contract, stateful otherwise
Cross Stateful
Match Stateful
CoGroup Stateful

Table 7.1.: State properties of Nephele tasks derived from the encapsulated PACT input
contracts.

Table 7.1 summarizes the state properties of Nephele tasks which can automatically be
derived either from the encapsulated PACT input contracts or with the help of the at-
tached PACT output contracts. It is worth noticing that the influence of the Unique-Key
output contract is not necessarily limited to the state property of a directly connected
Reduce task in the overall PACT program. Instead, it may also render successive Reduce
tasks in the processing chain stateless given that all intermediate PACT tasks provide
either a Same-Key or a Super-Key output contract.

7.4. Summary

This chapter presented the ongoing efforts to enhance massively parallel data analysis
on top of IaaS clouds in the scope of the Stratosphere project. Moreover, it explained
the relation between the Nephele framework, which has been developed as part of this
thesis, and the other components of the Stratosphere software stack, discussed the inter-
action between those components, and highlighted reasonable first steps for cross-layer
optimizations.

In particular, the chapter focused on the PACT layer which is located directly above
the Nephele layer in the Stratosphere software stack. In contrast to the Nephele layer,
the PACT layer offers a less flexible but more declarative and also semantically richer
programming model. I described how the expressiveness of the PACT programming
model can be exploited to automatically derive state properties about the compiled
Nephele task. By exposing these state properties to the runtime system, for example
through annotations to the PACT runtime code, Nephele could take advantage of the
additional knowledge and safely adapt the respective task’s degree of parallelism during
the job’s execution.
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7.4. Summary

In a layered software setup like those of the Stratosphere project, propagating informa-
tion from the specialized, semantically richer layers down to the more general ones is a
powerful mechanism to exploit optimization potential. However, these kinds of cross-
layer optimizations also create additional dependencies between the components and
increase the overall complexity of the system. This carries particular weight for those
optimizations opportunities that cannot be derived automatically, for example through
a compiler, but must be explicitly pointed out by the developer, for example through an-
notations like the PACT output contracts, and can potentially lead to wrong processing
results.

In sum, I therefore advocate that any efforts for cross-layer optimizations must be clearly
traded off against the simplicity of the respective layers’ programming abstraction, espe-
cially when the programming abstraction of the lower layer is also expected to be used
by a developer who has to keep all possible implications of his user code in mind.
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Infrastructure as a Service clouds play an increasingly important role in the field of mas-
sively parallel data processing. While the first approaches in this area were characterized
by customer-specific solutions [61], large-scale data analysis has meanwhile moved into
the focus of many IaaS platforms and is nowadays offered as a well-established product
in the portfolio of major cloud computing companies [14].

However, despite the growing popularity of large-scale data analysis on top of IaaS plat-
forms, the current data processing frameworks, which provide the technical foundation
for creating and executing the highly distributed applications, stem from the era of
cluster computing and disregard the particular characteristics of the new processing en-
vironment. This applies to the opportunities that IaaS clouds offer in terms of parallel
data processing, namely the on-demand allocation of large sets of heterogeneous comput-
ing resources, as well as the challenges, i.e., the potentially reduced and less predictable
I/O performance compared to classic cluster setups.

This thesis contributes towards improving the efficiency of massively parallel data pro-
cessing on IaaS clouds by revisiting the design of data processing frameworks for these
new platforms. In general, the contributions of the thesis can be found in two major
areas, pertaining to the opportunities and the challenges of clouds mentioned above.

The first area of contributions centers around the exploitation of dynamic resource al-
location in the context of parallel data processing. Here, for the first time, the thesis
presents a series of design principles a data processing framework must meet in order
to take advantage of the cloud’s new resource provisioning abilities. As a concrete im-
plementation of these design principles, the thesis introduces Nephele, the first data
processing framework which allows to flexibly adjust the number and type of allocated
VMs according to the current processing workload. Unlike existing frameworks, Nephele
no longer assumes that it owns the individual computing nodes. Instead, the comput-
ing nodes are rather considered to be temporarily leased from an IaaS clouds with a
clear notion of monetary cost. The thesis describes the implications of this change of
perspective on the programming abstraction and resource scheduling. Moreover, it illus-
trates different strategies for VM allocation to optimize the processing cost of MTC-like
applications.

Motivated by the cloud’s pricing model, the thesis also draws attention to the problem
of finding reasonable degrees of parallelism for large-scale data analysis applications on
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IaaS clouds. As an assistance to the developer, the thesis introduces a novel bottleneck
detection scheme for parallel DAG-based data flow programs. The scheme provides the
developer with valuable feedback on CPU and I/O bottlenecks that occurred in the
course of the job’s execution and helps him to successively improve the scale-out of its
individual task. The thesis also discusses requirements for automatic scale-in and scale-
out operations on the Nephele layer and points out how knowledge from semantically
richer programming layers can help to fulfill these.

The second area of contributions addresses the increased risk of I/O bottlenecks a parallel
data processing framework faces as a result of the cloud’s less predictable I/O charac-
teristics. After having illustrated the potential reasons for I/O degradations, the thesis
proposes two different contributions in this area. Both contributions are applicable on
an application level and do not require the assistance of the cloud provider.

As the first contribution in this field, the thesis introduces a new adaptive online com-
pression scheme in order to mitigate the negative effects of colocated VMs. Unlike
existing adaptive compression schemes, the new approach does not rely on direct system
metrics which have been identified to be potentially flawed in virtualized environments.
Moreover, the new compression approach does not require an offline training phase, but
calibrates itself in the course of the data transmission itself, based on the application
data rate. In extensive network experiments the new adaptive compression scheme has
been able to improve the throughput of colocated VMs up to a factor of four.

As the second contribution to the cloud’s current I/O issues, the thesis proposes a hy-
brid scheme to infer network topologies which physically interconnect a set of VMs. The
scheme thereby accommodates the fact that most parallel data processing frameworks
offer to take the physical network topology into account in order to exploit data locality
and reduce the risk of I/O bottlenecks, however, this knowledge has not been available
to the cloud customer so far. The thesis studies topology inference based on end-to-end
measurements in the presence of hardware virtualization and proposes several improve-
ments to increase the inference accuracy for typical data center networks.

Although the thesis has already addressed various research aspects of massively parallel
data processing on IaaS platforms, there are several interesting directions for further
research in this area. In particular, I want to highlight the following three items:

• Task colocation and choice of appropriate VM types: As indicated in Chap-
ter 3, the construction of efficient parallel execution schedules from a submitted
Nephele job currently relies heavily on the provided user annotations, especially
with regard to the choice of suitable VM types for particular tasks and the coloca-
tion of different tasks on the same VM. It is an interesting open research question
to what extent a parallel data processing framework could make these decisions
for the developer. For example, the data processing framework’s scheduler could
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attempt to improve the overall utilization of rented cloud resources by mapping a
compute and an I/O-intensive task to the same machine. Sensible approaches to
this research question could include both feedback learning to construct robust ini-
tial execution schedules but also reoptimization of unfavorable scheduling decisions
at runtime.

• Topology-aware scheduling: With the topology inference service presented
in Chapter 6, topology-aware scheduling also becomes a promising field for op-
timizations. So far, Nephele has been able to map tasks of the overall processing
job to arbitrary VMs of a matching type, because without topology information
the communication cost between each pair of machines has been the same. In
the presence of network topology information, however, it becomes desirable to
identify groups of heavily-communicating tasks and schedule the tasks in these
groups to run on VMs which are also close to each other in terms of the network
topology. Currently, Nephele only applies very simple strategies to detect such
groups. Technically, the problem is related to the task mapping problem [32] and
has already been discussed in several contexts, such as parallel machines [2], sensor
networks [1], or federated databases [137].

• Fault tolerance: A subject that has been only discussed marginally by this
thesis, but carries special importance in the context of massively parallel data
processing is fault tolerance. In a computing setup involving hundreds or even
thousands of VMs, individual machines are likely to fail. Current data processing
frameworks compensate the risk of resource outages with extensive materializations
of intermediate results, even when those intermediate results are easy to recompute
or the processing jobs only run for several seconds. A more adaptive approach
could help to reduce the current checkpointing overhead by only materializing
those intermediate results which are particularly valuable for the job recovery.
With regard to the cloud’s pricing model, the cost of a VMs in contrast to its
reliability represents an interesting tradeoff, for example on the basis of Amazon
EC2 spot instances. An advanced fault tolerance scheme for massively parallel
data processing could attempt to lower the overall processing cost of a job by
balancing the cost savings with those machines’ increased probability of failure.
First publications have already taken up this idea [149].

Overall, the thesis presents a set of important contributions to the still young research
field of massively parallel data processing on IaaS platforms. With the ever increasing
amount of data many companies and academic institutions have to deal with, I am
confident that cloud computing will continue to attract a growing number of customers
as a platform for data-intensive applications and more and more replace the need for
classic, dedicated cluster environments.
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Unless explicitly stated otherwise in the respective chapters, all experiments presented
in this thesis were conducted on our local IaaS cloud testbed. The testbed consisted of
up to 12 physical servers with the following hardware configuration:

CPU Two Intel Xeon 2.66 GHz CPUs (model E5430)
RAM 32 GB
Hard Disk Seagate Barracuda ES.2 SATA 500 GB (formatted with ext3 file system)
Network Intel Corporation 80003ES2LAN 1 GB/s Ethernet

The servers were all connected to a central HP ProCurve 1800-24G switch. The host
operating system was Gentoo Linux running the Eucalyptus [99] cloud software.

Since the individual experiments presented in this thesis were conducted over a longer
period of time, the concrete versions of the software used may have changed between the
experiments. As a result, I will describe the detailed software setup of each experiment
separately in the following. However, the cloud testbed was fully dedicated to the ex-
periments during the respective measurements and benchmarks. Thus, side effects from
other applications can be excluded in general.

Microbenchmarks in Chapter 2 and Compression Experiments in Chapter 5

For the experiments presented in Chapter 2 and those in Chapter 5 we used Eucalyptus
version 1.6. Since we conducted experiments with both KVM and XEN-based VMs, we
had to use different versions of the host operating system kernel. For the experiments
involving KVM we used the Linux kernel 2.6.32-gentoo-r7. The XEN-based VMs ran on
top of a modified XEN Linux kernel with version 2.6.34-xen-r4.

The VMs used during all these experiments had the following characteristics:

CPU 1 CPU core
RAM 2 GB
Hard Disk 60 GB, device driver scsi for KVM (full virt.), virtio blk for KVM (par-

avirt.), and xenblk for XEN, formatted with ext2 file system
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Network Bridged network, device driver e1000 for KVM (full virt.), virtio net

for KVM (paravirt.), and xennet for XEN
OS Ubuntu Linux 9.10 (Karmic Koala)
Kernel 2.6.31-22-server for XEN-based VMs, 2.6.32-gentoo-r7 otherwise
Java Java HotSpot 64-bit Server VM, version 1.6

In order to avoid any side effect during these experiments, we only ran one VM per
physical host and shut down all unnecessary background services.

To put the experimental results which we gained on our local Eucalyptus-based cloud into
perspective with a commercial cloud system, we also conducted some baseline tests on
Amazon EC2. For these tests we instantiated two VMs of type “m1.small” in Amazon’s
US East (Virginia) data center. Both VMs were created inside the same availability zone
and same security group. To reduce the probability of obtaining two VMs which are co-
located on the same physical host, we destroyed and reinstantiated the machines several
times between different runs of our experiments. For all our experiments on Amazon
EC2 we used the VM image “Basic 32-bit Amazon Linux AMI 1.0” with the identifier
“ami-08728661”. The VMs reported a Linux kernel of version 2.6.34.7-56.40.amzn1.i686.
For all experiments which involved file I/O we used the ephemeral storage partition of
the VMs with an ext2 file system.

Experiments on Dynamic Resource Provisioning in Chapter 3

In the scope of the experiments as shown in Chapter 3 we only used KVM-based VMs,
however, two different types of VMs, i.e., with different hardware characteristics. The
version of the host operating system kernel in this case was 2.6.30, Eucalyptus was
installed in version 1.5. The concrete configuration of the two VM types we used is
given in the following table:

Identifier m1.small c1.xlarge
CPU 1 CPU core 8 CPU cores
RAM 1 GB 18 GB
Hard Disk 128 GB 512 GB

Device driver virtio blk, formatted with ext2 file system
Network Bridged network, device driver virtio net

OS Ubuntu Linux 9.10 (Karmic Koala)
Kernel 2.6.28
Java Java HotSpot 64-bit Server VM, version 1.6
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Experiments on Bottleneck Detection in Chapter 4

The experiments on bottleneck detection in parallel DAG-based data flow programs were
also conducted with KVM-based VMs only. During the experiments the host operating
system kernel was of version 2.6.32, Eucalyptus ran in version 1.6. The VM type we
used during the experiments had the following configuration:

CPU 1 CPU core
RAM 2 GB
Hard Disk 60 GB, device driver virtio blk, formatted with ext2 file system
Network Bridged network, device driver virtio net

OS Ubuntu Linux 9.10 (Karmic Koala)
Kernel 2.6.31
Java Java HotSpot 64-bit Server VM, version 1.6

In order to mimic a persistent storage service as part of our local IaaS cloud (similar to
Amazon EBS), we set up a regular NFS server during the experiments. The server was
connected with one GBit/s to the rest of the network.

Experiments on Topology Inference in Chapter 6

Finally, the experiments on topology inference in IaaS clouds again involved KVM as
well as XEN-based VMs. As a result, we again set up two different host operating
system kernels, version 2.6.34-xen-r4 for XEN-based experiments, 2.6.32-gentoo-r7 for
the experiments involving KVM. During the experiments we deployed up to 64 VMs, at
most eight VMs per host, using the Eucalyptus cloud software in version 1.6. Each of
these VMs had the following configuration:

CPU 1 CPU core
RAM 2 GB
Hard Disk 60 GB, device driver virtio blk, formatted with ext2 file system
Network Bridged network, device driver e1000 for KVM (full virt.), virtio net

for KVM (paravirt.), and xennet for XEN
OS Ubuntu Linux 9.10 (Karmic Koala)
Kernel 2.6.31-22-server for XEN, 2.6.32-gentoo-r7 otherwise
Java Java HotSpot 64-bit Server VM, version 1.6

To generate the background traffic during the experiments, we devised a small auxiliary
program which was executed on each VM during our experiments. The program was
capable of generating UDP traffic at an adjustable data rate. Each generated UDP
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packet carried eight KB of payload. To achieve a fair mixture between inter-host and
intra-host traffic, we set up four VMs on each physical host to exchange background
traffic among each other while the other four VMs transmitted data to VMs on a different
host. So, for example, at a background traffic level of 50 MBit/s, all eight VMs generated
network traffic at 50 MBit/s. However, only four VMs actually utilized the physical
network. Moreover, it is important to point out that the rate at which traffic generation
is issued by a user space program is not necessarily equal to the actual data rate observed
by the receiver. The actual data rate is determined by the flow control mechanisms
employed by the kernel and the virtualization layer.
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