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Abstract
In recent years, two of the main trends in wireless communication have been higher carrier
frequencies and larger antenna arrays. Each trend by itself allows for a significant gain in
system performance, but they are difficult to combine. The former trend, higher carrier
frequencies in the millimeter-wave (mm-wave) range, offers an unprecedented available
bandwidth, but it also requires advanced and more complex hardware technology. The latter
trend consists in using a large number of antenna elements together with multi-user multiple-
input multiple-output (MU-MIMO) processing. Combining these two trends is difficult
because systems with many antennas operating in the mm-wave range quickly become too
complex. Many publications suggest using the hybrid digital-analog (HDA) beamforming
architecture for mm-wave MU-MIMO communication systems, but few comprehensively
consider all aspects of the HDA architecture and its implementation.

This dissertation aims to cover all aspects of the HDA architecture, including the
hardware, the communication system design, and the signal processing. We examine the
interdependencies of all the parts. We introduce the HDA-specific signal processing, present
selected algorithms, and describe the hardware of the analog beamforming network. Our
investigation suggests both a structure for the analog network and parameters for its
components. The signal processing algorithms and the analog hardware are co-simulated
and achieve high performance. Power efficiency and complexity are significant issues
for mm-wave systems. An analysis of the power efficiency and the complexity of the
HDA architecture shows its advantages compared to the fully-digital architecture. We
propose a feasible system design for using the HDA architecture in the mm-wave frequency
range. A realistic simulation proves the high performance of the system. As a second
use case, we propose that the HDA architecture can be used to increase the MU-MIMO
capabilities of Wi-Fi systems. This is a solution to increasing Wi-Fi demands that does
not require any change in the Wi-Fi protocol. We examined this use case by building a
fully functional demonstrator based on commercial off-the-shelf (COTS) Wi-Fi hardware
and a self-developed analog beamforming module. We validated the use case by taking
measurements with the demonstrator. Using COTS user stations, we measured an increase
of 50% in the end-to-end system throughput. In conclusion, we show that the HDA
architecture provides excellent performance and reduces complexity. The hybrid concept
can enable the success of future mm-wave systems.
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Zusammenfassung
Zwei der wichtigsten Trends in der drahtlosen Kommunikation in den letzten Jahren
waren sehr hohe Trägerfrequenzen und große Gruppenantennen. Der Millimeterwellen-
Frequenzbereich (mm-Wellen-Frequenzbereich) bietet mit der großen verfügbaren Bandbrei-
te die Möglichkeit, die Systemleistung zu steigern, erfordert aber auch eine fortschrittlichere
und komplexere Hardwaretechnologie. Eine zusätzliche signifikante Steigerung der Sys-
temleistung ist möglich, wenn eine große Anzahl von Antennenelementen zusammen mit
einer Mehrnutzer-Mehrantennen-Verarbeitung (MU-MIMO-Verarbeitung, englisch: Multi-
User-Multiple-Input-Multiple-Output) verwendet wird. Viele Veröffentlichungen schlagen
die Verwendung der hybriden digital-analogen (HDA) Strahlformungsarchitektur für mm-
Wellen-MU-MIMO-Kommunikationssysteme vor, aber nur wenige berücksichtigen dabei
zusammenhängend alle Aspekte der HDA-Architektur und ihrer Implementierung.

Ziel dieser Dissertation war es, alle Aspekte der HDA-Architektur abzudecken, z. B.
die Hardware, das Design des Kommunikationssystems und die Signalverarbeitung. Dabei
wurden auch die Abhängigkeiten zwischen den Teilen untersucht. Wir stellen die HDA-
spezifische Signalverarbeitung vor, präsentieren ausgewählte Algorithmen und beschreiben
die Hardware des analogen Stahlformungsnetzwerks. Unsere Untersuchung schlägt sowohl
eine Struktur für das analoge Netzwerk als auch Parameter für seine Komponenten vor.
Die Signalverarbeitungsalgorithmen und die analoge Hardware werden gemeinsam simuliert
und erreichen eine hohe Systemleistung. Eine Analyse der Leistungseffizienz und der
Komplexität der HDA-Architektur zeigt ihre Vorteile im Vergleich zu einer volldigitalen
Architektur. Wir schlagen ein umsetzbares Systemdesign für die Anwendung im mm-Wellen-
Frequenzbereich vor. Eine realistische Simulation beweist die hohe Leistungsfähigkeit.
Als zweiter Anwendungsfall wird die HDA-Architektur als Lösung vorgeschlagen, um
die MU-MIMO-Leistung von Wi-Fi-Systemen zu erhöhen. Unsere Lösung erfordert keine
Änderung des Wi-Fi-Protokolls. Wir haben einen voll funktionsfähigen Demonstrator
gebaut, der auf handelsüblicher Wi-Fi-Hardware und einem selbst entwickelten analogen
Strahlformungsmodul basiert. Unser Ansatz wird durch Messungen mit dem Demonstrator
validiert. Wir messen mit handelsüblichen Nutzergeräten eine Steigerung des Ende-zu-Ende-
Durchsatzes um 50%. Zusammenfassend lässt sich sagen, dass die HDA-Architektur eine
hervorragende Systemleistung bietet und die Komplexität reduziert. Das hybride Konzept
kann den Erfolg zukünftiger mm-Wellensysteme ermöglichen.
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1. Introduction

Wireless communication is ubiquitous in our modern lives. The wireless data traffic has
seen a dramatic increase in recent years and the massive growth is predicted to continue.
Ericsson reports a growth of the global mobile data traffic of above 50% per year between
2014 and 2021 and estimates at least a growth of 30% per year until 2026 [1]. This
was and will be possible due to the increased performance of wireless communication
technologies. According to Cisco, the average data rates of both mobile cellular networks
and wireless local area networks (WLANs) will triple between 2018 and 2023 [2]. This
progress is driven by innovative research. One key technology leap to increase the data
rates of both communication network types was the introduction of the multi-user multiple-
input multiple-output (MU-MIMO) technology. With MU-MIMO, base stations (BSs)
in cellular networks and access points (APs) in WLANs can communicate with multiple
users simultaneously at the same time in the same frequency band [3], [4]. Several data
streams are multiplexed in the spatial domain to different users (i.e., users are at different
locations in space). This is achieved using multiple antenna elements, usually arranged
in an antenna array, at the BS or AP. In the downlink, the data streams are processed
by a MU-MIMO precoder and transmitted via the antenna array. In general, the gain
of MU-MIMO precoding depends, among other things, on the wireless channel and the
precoding algorithm. Interference between the user channels limits the system spatial
multiplexing gain and achievable downlink rate. Except in special cases, a multi-user
channel always introduces interference between the users. In the downlink, the data streams
are processed by a MU-MIMO precoder whose purpose is to mitigate inter-user interference
and to maximize a performance metric such as the downlink data rate [4].

MU-MIMO was first introduced to WLANs in 2013 with the IEEE 802.11ac revision
of the Wi-Fi standard [5], [6]. The newly released version IEEE 802.11ax extends the
MU-MIMO capabilities even further. Wi-Fi now supports up to eight spatial data streams
in both downlink and uplink [7]. Unfortunately, the commercial adoption of MU-MIMO
for Wi-Fi networks has been so far quite slow. Current commercially available high-end
APs have commonly four antenna elements for each supported frequency band and support
up to three concurrent users in each frequency band [8]. Hence, Wi-Fi networks do not yet
utilize the full advantage of the MU-MIMO operation as defined in the 2013 standard.
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1. Introduction

In cellular networks, MU-MIMO was first introduced in the fourth generation standard
(4G) in 2008 [9]. In the following years, the technology in cellular networks evolved and
the capabilities of MU-MIMO were greatly extended. In fact, one of the key performance
drivers of the fifth-generation standard for cellular networks (5G) is massive MIMO [10], a
MU-MIMO technology. In Massive MIMO, the number of BS antenna elements is much
larger than the number of user devices. As a consequence, massive MIMO systems can
achieve very high MU-MIMO gains [11]. The first commercial 5G massive MIMO systems
can already serve up to eight user devices simultaneously using spatial multiplexing [12].
Researchers even demonstrated a 5G MU-MIMO testbed achieving a 22-fold MU-MIMO
gain with respect to the single-antenna reference system [13].

Massive MIMO can be implemented using different precoding/combining algorithms
and even different signal processing architectures [4]. The hybrid digital-analog (HDA)
architecture is one of the concepts to implement massive MIMO. In an HDA system,
the MU-MIMO signal processing at the BS/AP is divided into a low-dimensional digital
precoding and a high-dimensional analog beamforming [14]. The analog part employs a
controllable hardware network to connect a large number of antenna elements to a small
number of radio frequency (RF) chains. In short, an RF chain converts an analog signal
to its digital representation and vice versa. The reduced number of RF chains relative to
the number of antenna elements decreases the hardware complexity [14]. In addition, due
to the small number of digital signals, the digital processing is less complex compared to
other massive MIMO architectures. The HDA architecture is seen as a solution to hardware
complexity, power consumption, and channel estimation issues that arise in massive MIMO
systems [10], [14].

Apart from massive MIMO, the shift towards the millimeter-wave (mm-wave) frequency
range is a key performance driver of 5G [10], [15]. Current mm-wave systems operate in the
frequency range above 6GHz and below 100GHz. The main reason for the use of higher
frequencies is the availability of unused or lightly used bandwidth [15]. The new mm-wave
frequency range 2 (FR2) of the 5G NR standard lists a total available bandwidth of more
than 12GHz [16]. Both the wireless channel and the system design at mm-wave bands
have distinctive characteristics and were widely investigated during the last years [10],
[15], [17]–[21]. The thesis [21] gives a comprehensive introduction to the mm-wave channel
characteristics.

Although the use of the HDA architecture is not limited to any specific frequency
band, the popularity of mm-wave 5G systems has resulted in a particular interest in the
application of the HDA architecture to mm-wave systems (see, e.g., the survey [14]). The
HDA architecture has various specific implementation aspects. The following list gives an
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overview of the main topics with respect to signal processing and communication system
design, and includes references to the state of the art.

• Analog network. The analog beamforming network can have different structures also
known as "architectures" in the literature. The structure defines the way how the
antenna elements are connected to the RF chains. The two most commonly considered
structures are the fully-connected (FC) structure and the sub-connected or one-stream-
per-subarray (OSPS) structure [14], [17], [22]–[25]. The former outperforms the latter
at the cost of complexity [23], [25]. Besides the structure, the choice of the controllable
elements can vary. [22], [23].

• Power efficiency. As power consumption is one of the reasons to use the HDA
architecture, different works consider its power efficiency. The power efficiency
depends, e.g., on the structure of the analog network, and the location and the type
of the used amplifiers [17], [24], [26], [27].

• Channel estimation techniques. The structure of the HDA architecture restricts the
simple measurement of the channel state information (CSI). Not all antenna elements
can be simultaneously measured at the same time. The channel or some representation
(e.g., the angle of arrival (AoA)/angle of departure (AoD) pairs) is estimated during
the initial access by special algorithms [17], [28]–[31]. We refer to the initial access
phase and the estimation as beam alignment (BA).

• Precoding/combining algorithms. The MU-MIMO precoding needs to be adapted to
the split into the digital and the analog part. The limitations of the analog network
influence the precoding design and the algorithms [18], [19], [27], [32], [33]. The
precoder calculation requires the CSI. The CSI is estimated during the BA phase
and can be different compared to a standard MU-MIMO system [27].

• Experimentation and prototypes. All of the previously mentioned literature relies on
calculations and simulations. Simulations are often based on assumptions. Experi-
mentation can validate the assumptions and the results. Experimentation enables the
transition of the HDA technology towards commercial products. The publication [34]
gives an overview of prototypes and testbeds of mm-wave systems.

Most of the literature listed above does only consider a single aspect or assumes idealized
hardware. This thesis tries to combine realistic hardware considerations, well-founded
choices for the signal processing algorithms, and experimentation. Besides the application
in mm-wave cellular networks, the thesis also includes an investigation on the application
for WLANs.
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1. Introduction

1.1. Outline and Contributions

As mentioned above, this dissertation addresses the main aspects of the HDA architecture
and their interdependencies. It attempts to cover all HDA-specific parts necessary to
implement a system. The goal is to offer insights for designing and implementing HDA
systems for wireless communication. An outline of the thesis is given below.

The dissertation consists of two parts. The first part describes the motivation, the general
concept, and the distinctive components of an HDA system. It starts with Chapter 2,
explaining the background and the motivation underlying the use of the HDA structure. We
introduce the concept of MU-MIMO precoding and some properties necessary to evaluate
different precoding systems. We show how massive MIMO can achieve a very high spatial
multiplexing gain. We explain the difference between the fully-digital massive MIMO
architecture and the HDA architecture. From this comparison, we conclude for which
application scenarios the HDA architecture is recommended. In Chapter 3, we discuss
the implementation details of the HDA architecture. We describe the specific parts of an
HDA system and how they interact. An integral part of an HDA wireless communication
system is the signal processing which needs to be adapted to the hybrid architecture. We
describe the initial access phase with the BA process and the data communication phase
with the MU-MIMO precoding. For both problems, we introduce an algorithm proposed
in the literature and review its advantages and disadvantages. Chapter 3 also includes a
section on the implementation details and considerations related to the hardware. The
goal of this section is to discuss certain parameters, features, and limitations of typical
hardware implementations, and not just the properties of a state-of-the-art implementation.
The main variants of the structure of the analog beamforming network are explained. The
structures are compared concerning their performance, limitations, and requirements. We
then describe the main components of the network which are used to control the phase and
amplitude of the network paths. Their properties, e.g., the resolution and the non-ideal
characteristics, are investigated. As amplification is an important part of every RF system,
we discuss its relationship to the HDA architecture. Most considerations, e.g., the location
of the amplifiers within the network, are not strict but design choices. We try to outline
the possibilities and give recommendations. Closely related to the amplification but also
the structure of the network is the power efficiency. We investigate the power efficiency of
the two main structures. Following the power efficiency, we analyze the complexity of HDA
systems. We discuss the conceptual differences in complexity between the HDA architecture
and the standard fully-digital massive MIMO architecture. At the end of Chapter 3, a short
section addresses the digital signal processing hardware. The digital hardware in an HDA
system is not specific but similar to other MU-MIMO systems. Thus, we only present an
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overview of some aspects. Following the abstract discussion, we describe our self-developed
analog beamforming module in Chapter 4. The module was developed for experimentation
and used to achieve the results presented in the second half of the thesis.

The second half of the thesis investigates actual HDA systems adapted to their application
scenario. It presents systems for two applications, one for cellular networks and one for
WLANs. The application for mm-wave cellular networks was the main driver of the research
on the HDA architecture. Chapter 5 presents a system for this application. The system,
which is developed with many partners in the European research project SERENA1, is
intended for the mm-wave frequency range of 5G. We describe the overall system and
certain implementation choices. This includes sections on the antenna array, analog
beamforming network, and signal processing. We study the requirements on the signal
processing from the 5G standard. Unfortunately, the system is not yet in operation and,
hence, we can only present simulation results of different performance measures. We use a
geometry-based stochastic channel simulator and simulate both certain hardware aspects
and signal processing parts. Chapter 6 covers the application for WLANs. As mentioned
in the introduction, the MU-MIMO capabilities of current Wi-Fi networks are limited. We
propose the HDA architecture as a solution. Specifically, we enable the Wi-Fi access point
to reach its full MU-MIMO capability. Our solution does not require any change in the
Wi-Fi protocol. We present a demonstrator based on commercial off-the-shelf (COTS)
Wi-Fi hardware, the analog beamforming module (see Chapter 4), and a novel control
protocol. The implemented control protocol and signal processing are fully transparent to
the Wi-Fi part. We evaluate the concept and our demonstrator through measurements.
We first show the positive effect of our concept on the wireless channel seen by the Wi-Fi
system by measuring the condition number of the channel. Second, we measure with COTS
Wi-Fi user stations an increase in the end-to-end system throughput of 50%. Chapter 7
concludes the thesis and provides suggestions for future work.

1.2. Notation

In this thesis, scalars are denoted by non-boldface letters (e.g, x, X), vectors by small
boldface letters (e.g, x), matrices by capital boldface letters (e.g, X), and sets by calligraphic
letters (e.g., X ). Unless otherwise defined, the i-th element of a vector x is represented
by [x]i and the i, j-th element of a matrix X by [X]i,j . For a vector x, the symbol diag(x)
denotes a matrix with x as its main diagonal. For multiple vectors or multiple matrices,
the symbol diag(x1, . . . ,xk) or diag(X1, . . . ,Xk) denotes a block diagonal matrix with

1The SERENA project was funded from the European Union’s Horizon 2020 research and innovation
programme under grant agreement No. 779305. More information on https://serena-h2020.eu/.
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1. Introduction

x1, . . . ,xk or X1, . . . ,Xk aligned on the diagonal. The symbol IK denotes the identity
matrix of size K ×K. The complex conjugate, transpose, conjugate transpose, and inverse
are represented by the superscripts (·)∗, (·)T, (·)H, and (·)−1, respectively. The expectation
of X is E[X]. For an integer K ∈ Z, we use the shorthand notation [K] for the index set
{1, . . . ,K}. The phase ϕ and the absolute value r of the complex number z = r eiϕ are
denoted as arg(z) and |z|, respectively.

The term millimeter-wave (mm-wave) is used throughout this work to describe a certain
frequency range. Signals with a wavelength between 1mm and 10mm, so an approximate
frequency between 30GHz and 300GHz, are in the mm-wave range. In most literature, both
scientific and non-scientific, the term is used for signals with a frequency above 6GHz. This
mainly originated from research on the fifth-generation standard for cellular networks (5G)
where frequency bands above 6GHz were used for the first time on a large scale in mobile
communication. This work follows the same common definition of the term. In contrast,
the term sub-6GHz is used in this thesis to describe the frequency range below 6GHz.

The terms HDA, hybrid beamforming, or only hybrid (e.g., in hybrid concept) all refer
to the same concept in this thesis. In most wireless networks, communication happens
between a central node and user devices. We call the central node in cellular networks base
station (BS) and in WLANs access point (AP). The term user equipment (UE) is usually
used for a user device in cellular networks and the term user station (STA) in WLANs. In
Chapters 1 to 4, we will use BS/AP for the central node and UE for the user devices.

1.3. Publications and Copyright Disclaimer

During my Ph.D. studies, I have authored or co-authored multiple publications and research
reports. I have re-used in this work some material from these previously published or
submitted journal and conference papers and the research reports. The following list
includes all my publications that are related to this thesis.

1. T. Kühne and G. Caire, “An Analog Module for Hybrid Massive MIMO Testbeds
Demonstrating Beam Alignment Algorithms”, in 22nd International ITG Workshop
on Smart Antennas (WSA 2018), Bochum, Germany, Mar. 2018

2. T. Kühne, G. Caire, and X. Song, “Signal processing algorithms and specifications”,
SERENA, research rep., Jan. 2018. doi: 10.5281/zenodo.3240455

3. X. Song, T. Kühne, and G. Caire, “Fully-Connected vs. Sub-Connected Hybrid Precod-
ing Architectures for mmWave MU-MIMO”, in ICC 2019 - 2019 IEEE International
Conference on Communications (ICC), May 2019. doi: 10.1109/ICC.2019.8761521
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4. K. Andersson and T. Kühne, “Proof of Concept Platform and Front end Specifications”,
SERENA, research rep., Jun. 2019. doi: 10.5281/zenodo.3240304

5. X. Song, T. Kühne, and G. Caire, “Fully-/Partially-Connected Hybrid Beamforming
Architectures for mmWave MU-MIMO”, IEEE Transactions on Wireless Communica-
tions, vol. 19, no. 3, pp. 1754–1769, Mar. 2020, issn: 1536-1276. doi: 10.1109/twc
.2019.2957227

6. T. Kuehne, X. Song, G. Caire, et al., “Performance Simulation of a 5G Hybrid
Beamforming Millimeter-Wave System”, in 24th International ITG Workshop on
Smart Antennas (WSA 2020), Hamburg, Germany, Feb. 2020

7. T. Kühne, P. Gawłowicz, A. Zubow, et al., “Demo: Bringing Hybrid Analog-Digital
Beamforming to Commercial MU-MIMO WiFi Networks”, in 26th ACM International
Conference on Mobile Computing and Networking (MobiCom 2020), London, United
Kingdom, Sep. 2020, isbn: 978-1-4503-7085-1. doi: 10.1145/3372224.3417320

8. T. Kühne, P. Gawłowicz, A. Zubow, et al., “Hybrid Analog-Digital Beamforming:
Unlocking the Real MU-MIMO Potential of Commodity WiFi”, (to be submitted),
2021

Some of these publications are protected by the IEEE intellectual property rights ©2019-
2021 IEEE and some are protected by the VDE VERLAG GmbH. The copyrighted material
is used with permission in this thesis. In reference to IEEE copyrighted material, the IEEE
does not endorse any of Technische Universität Berlin’s products or services. Internal or
personal use of this material is permitted. If interested in reprinting/republishing IEEE
copyrighted material for advertising or promotional purposes or for creating new collective
works for resale or redistribution, please go to http://www.ieee.org/publications_sta

ndards/publications/rights/rights_link.html to learn how to obtain a License from
RightsLink.
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2. Background and Motivation

The HDA architecture is an approach to implement massive MIMO systems, with advantages
compared to other architectures in certain application scenarios. This chapter gives the
background to understand when the hybrid architecture should be used. The chapter is
partly based on the problem statement in an original journal manuscript [39] which will
be submitted to the IEEE/ACM Transactions on Networking. As a simplification, in this
chapter, we only consider the downlink traffic from the BS/AP to the UEs.

2.1. Multi-User-MIMO Background

We assume that the BS/AP is equipped with M antenna elements and communicates
with users with total N antenna elements (e.g., N single-antenna UEs). Therefore the
fading channel between the BS/AP and the UEs can be mathematically represented by
H an N ×M matrix which we will refer to as the channel state information (CSI). The
maximum number of supported spatial streams, or the maximum achievable MU-MIMO
gain, is limited by the rank of H. The maximum of the rank is min{M,N} when H is said
to have full rank. The row k of H is the channel vector of user k of dimension M . In the
case of interference between the users, the rows of H are non-orthogonal vectors and in the
extreme case linearly dependent. Although, the rows of H are only linearly dependent if
some users have the exact same set of AoD/AoA. Such a channel is not full-rank and no
precoding algorithm can achieve the maximum MU-MIMO gain. Typical channels have an
H with a full rank but still non-orthogonal channel vectors towards the users.

The standard signal model for the downlink transmission from the BS/AP to all N users
is given by

y = H · x̂ + z, (2.1)

where x̂ ∈ CM is the transmitted signal vector over the M antenna elements, z ∈ CN is
the additive white Gaussian noise vector at the receivers, and y ∈ CN is the vector of the
received signals of all N users. Considering linear precoding, the transmit signal is given as

x̂ = W · x, (2.2)
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2. Background and Motivation

where W ∈ CM×K is the precoding matrix and x ∈ CK is the vector of the data symbols.
In general, K ≤ min{M,N} denotes the number of downlink spatial streams transmitted
on each channel use, which coincides in this thesis with the number of simultaneously served
UEs.1

As the precoding algorithm depends on H, the transmitter requires the CSI to calculate
the precoder for the downlink. The CSI is acquired by the transmitter either using channel
reciprocity (i.e., measuring the CSI in the uplink for the use in the downlink) or some form
of feedback from the users [4]. Channel reciprocity is only given in systems that use the
same frequency band in the uplink and the downlink (e.g., time-division duplexing (TDD)
systems). Frequency-division duplexing (FDD) systems require some form of feedback from
the users. In general, the CSI acquisition introduces some kind of overhead, which decreases
the total system data rate as it uses resources that could be used for communication. For
example, in an FDD system, the feedback would be sent in the uplink in a special message
and would require time that can not be used for the uplink data traffic.

If we assume that H is perfectly known at the transmitter, the interference created by a
typical channel (i.e., H has a full rank) can be perfectly removed by precoding [40], [41].
Perfect channel knowledge can be assumed, in case the CSI measurement and feedback
system provides sufficiently good quality CSI knowledge such that the residual interference
due to non-perfect knowledge is not the dominant factor in the user rates w.r.t. to the noise
floor of the receivers. Even though typical precoding algorithms like zero-forcing (ZF) [40]
can perfectly remove the interference, they suffer a penalty. Removing the interference
comes at the cost of also attenuating the useful signals. The limited power of the transmitter
is split between the power for the interference cancellation and the user signals. The received
signal by user k after ZF is given by

yk =
√
αk · xk + zk, (2.3)

where xk is the transmitted data, zk is the additive white Gaussian noise at the receiver,
and αk is the residual channel gain after ZF. It is well known (e.g., in [42] or [41]) for ZF
that

αk = 1/[(HHH)−1]k,k. (2.4)

Accordingly, αk is inverse proportional to the condition number of H. The condition
number of H is the ratio between the maximal singular value and the minimal singular
value of H. αk is close to 1 when the condition number is small, and it can be small
when the condition number is large. A small αk means that the received power is reduced

1Thus, commonly K = N with N ≤ M .
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2.1. Multi-User-MIMO Background

by the zero-forcing, which is a power penalty for removing the interference. A channel
resulting in small αk coefficients for some or all users is called ill-conditioned. The power
penalty does reduce the signal-to-noise ratio (SNR) for the data stream and, hence, the
data rate. As a reference, in [43, Ch. 7.1.4], the authors have explained the same fact by a
different approach. They introduce the channel condition number as a measure of favorable
propagation for MU-MIMO precoding.

In general, not only ZF but also other precoding algorithms like regularized zero-
forcing [44] or dirty paper coding (DPC) [40] incur this penalty. The exact penalty
might vary depending on the balance between how much interference is removed and how
strong the useful signals are attenuated. αk for other algorithms might be different to (2.4)
but still dependent on the quality of the channel.

To understand how the performance of a MU-MIMO system can be increased, we examine
the capacity C of the system. In accordance with the block-fading model, we assume the
channel H to be constant over a time-frequency block of size T . Then, the capacity of a
MU-MIMO system in the high-SNR regime behaves at best as

C(SNR) = M∗(1−M∗/T ) log SNR +O(1), (2.5)

where M∗ = min{M,N, T/2} [45]. The pre-log factor M∗(1−M∗/T ) is the best possible
spatial multiplexing gain or MU-MIMO gain. If the goal is to increase the capacity C

in the high SNR regime, the most sensible way is to increase the pre-log factor M∗. To
increase M∗, we have to increase the number of BS/AP antenna elements M and/or the
total number of user antenna elements N (until min{M,N} = T/2). Systems typically
do not always operate in the high-SNR regime but also the intermediate and sometimes
the low-SNR regime. The capacity in (2.5) is only proven in the high-SNR regime. In the
high-SNR regime, a variation of the SNR can be neglected as the SNR is very large and in
the limit SNR → ∞. In contrast, in the intermediate-SNR regime, a variation of the SNR
has an impact on the data rate. Please refer to [43, Ch. 3.4] for the relation between the
SNR and a capacity lower bound. Following, not only an increasing pre-log factor (i.e., the
number of antennas) but also an increasing SNR (i.e., the received power) can increase the
rate. The received power depends on the power penalty αk of the precoder. As written
above, αk or equivalent the SNR is increased when the channel condition number is small.
A channel H has a small condition number if the channel vectors towards the users are as
orthogonal as possible.2

2The condition number is 1 if the channel vectors towards the users are orthogonal.
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2.2. Massive MIMO to Increase the MU-MIMO Gain

Massive MIMO was originally proposed to maximize the multi-user sum rate in cellular
networks by employing a large number of antennas at the BS relative to the number of
users M ≫ N [11], [46], [47]. With sufficient users within the cell, the system would
achieve an optimal pre-log factor and serve N = T/2 users within one coherence block of
size T . Besides, massive MIMO results in optimal precoding as the channel vectors towards
the users become asymptotically orthogonal as M is increasing [11], [47]. Following, even
for a realistic (but still much larger than N) number of M , the channel becomes nearly
orthogonal. The condition number of H becomes close to 1 and the power penalty of
the MU-MIMO precoding vanishes. As a result, the sum rate of the system is maximized
because both the pre-log factor is maximized and the MU-MIMO precoding does not incur
a power penalty. Other significant benefits of massive MIMO are increased energy efficiency
(with respect to the transmitted energy) and a simplification in the user scheduling [47].

These benefits come at a cost, the complexity of the hardware increases and is significantly
larger than in previous systems. This is true for the RF and the digital signal processing
hardware [48]. The original proposal of massive MIMO is based on the so-called fully-digital
architecture. In the fully-digital architecture, each antenna element is connected to an
RF chain [47]. Hence, each signal of every antenna element has a digital representation.
The MU-MIMO signal processing (e.g., the precoding) is done in digital hardware. An
RF chain typically consists of amplifiers, filters, RF switches, a frequency up- and down-
converter, a local oscillator, an analog-to-digital converter (ADC), and a digital-to-analog
converter (DAC). The large number of antenna elements M requires a large number of
these components. Depending on the specific design and system parameters, this can
increase both the cost and the power consumption of a massive MIMO system compared to
previous MU-MIMO systems (where M is not much larger than N). In the digital part, the
hardware needs to process M data streams at the same time. This requires more processing
power and often also high data rates in the digital interconnection links [48].

One assumption for the precoding and the sum rate we made above was the CSI knowledge
at the transmitter. When M and N increase, also the size of H increases. The overhead
to acquire the resulting large amount of CSI is an additional cost of massive MIMO. The
initial works on massive MIMO proposed to use TDD and channel reciprocity for the CSI
acquisition [11], [46]. In a TDD system, the CSI is estimated during the uplink at the
BS/AP and used in the same coherence block to compute the precoding for the downlink.
Following, no feedback of the CSI is required and the transmitter has always up-to-date
instantaneous knowledge of the channel. Since the channel is measured using the M BS/AP
antenna elements, the training dimension for the channel acquisition is determined by N .
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2.2. Massive MIMO to Increase the MU-MIMO Gain

Hence, the training cost for a TDD fully-digital massive MIMO system is acceptable[11]. In
contrast, a system based on FDD can not use channel reciprocity to estimate the CSI. The
CSI is estimated at the UEs and fed back to the BS/AP. This results in three problems
(as pointed out in [41] or [45]). First, the training dimension is determined by M which is
very large in a massive MIMO system. Thus, the training overhead during the downlink is
large and can not be neglected [41]. Second, since the size of the CSI is large, the feedback
overhead in the uplink reduces the uplink sum rate of the system. And third, the feedback
might arrive with a delay at the BS/AP. The assumption of the perfect channel knowledge
is broken if the delay is larger than the coherence time. The CSI would be outdated at
the BS/AP which can be modeled as a prediction error in the sum rate analysis [45]. The
prediction error or, in general, the delay reduces the sum rate of the system [49].

Considering that currently deployed cellular networks are often based on FDD systems, it
is desirable to solve the CSI acquisition problem. In [50] and [45] the authors have proposed
joint spatial division and multiplexing (JSDM) as a solution. The authors have observed
that, for typical cellular deployments, the channel vector towards any user is a correlated
random vector with a covariance matrix that depends on the channel geometry [45]. In
other words, the channel vector towards a user is influenced by two effects, a short-term
frequency-dependent and a long-term frequency-flat effect. The short-term effect is modeled
as a random process that originated in the movement of the user within its direct scattering
environment. The long-term effect is modeled as the covariance matrix of the random
process and determined by the channel geometry, e.g., the AoA/AoD pair of the strongest
path. The coherence time of the long-term effect is much longer than the coherence time of
the short-term effect. The long-term effect is also constant over the channel bandwidth.
The coherence time of the short-term effect is equivalent to the coherence time of the overall
channel which determined the time-frequency slot size T . The approach of JSDM suggests
splitting the downlink precoding into two stages [45]. The first stage is a beamforming
stage that depends on the channel second-order statistics (i.e., the covariance matrices).
The succeeding second stage is a MU-MIMO precoder which depends on the instantaneous
channel, inclusive of the beamforming stage. The MU-MIMO precoding matrix W from
(2.2) is given as the product

W = B ·P, (2.6)

where B ∈ CM×b is the beamforming matrix of the first stage, P ∈ Cb×K is the MU-MIMO
precoding matrix of the second stage, and b ≤ K is a design parameter. The users are
grouped according to their channel geometry. In particular, users which are close in space
and, hence, have similar AoAs/AoDs are grouped together. The beamforming matrix of the
first stage is calculated from the covariance matrices of the groups. Its goal is to minimizes
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Figure 2.1.: High-level overview of a hybrid system.

the intergroup interference. The MU-MIMO precoder P depends not on the full channel
but the effective channel after beamforming. The effective channel matrix H̃ is given by
H̃ := H · B ∈ CN×b. The beamforming is designed in a way, that the dimension of the
effective channel matrix is reduced compared to the overall channel (N × b compared to
N ×M) [45]. The second stage MU-MIMO precoding separates the users within a group
and can leverage the reduced intergroup interference to achieve a high MU-MIMO gain.

The training of the CSI for JSDM is also split into two parts. One part measures the
covariance information of the overall channel and the other part the instantaneous effective
channel. Since the coherence time of the channel covariance information is longer than
the coherence time of the overall instantaneous channel, it can be obtained with a much
longer time period. Channel covariances are estimated via methods designed to achieve
high accuracy with relatively low training overhead [30], [51], [52]. The training for the
instantaneous effective channel is done for every coherence block but only for the effective
channel. Due to the beamforming and the reduced channel dimension of the effective
channel, this training is still feasible [45]. The sum of the overhead of both training
parts is much smaller compared to the overhead estimating the full instantaneous channel.
Following, JSDM enables FDD massive MIMO systems and makes them a feasible option
besides TDD systems.

2.3. Hybrid Digital-Analog Architecture for Massive MIMO

The hybrid digital-analog (HDA) architecture is an alternative to the fully-digital signal
processing architecture for massive MIMO. As introduced in Chapter 1, HDA systems
use both analog beamforming and digital precoding to implement the massive MIMO
MU-MIMO processing [14]. Figure 2.1 shows the block diagram of an HDA system. An
analog beamforming network connects MRF RF chains to the M antenna elements. The
network consists generally of power dividers/combiners, amplifiers, and vector modulators.
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A vector modulator is a combination of a phase shifter and an amplitude modulator. The
complexity of the analog network per antenna element is less than the complexity of an
RF chain. The analog network is steering beams towards the UEs which is equivalent to
forming an effective more diagonally dominant channel for the digital system. Hence, it
needs to be adjustable to the user location or rather the current channel. Mathematically,
the analog network is represented by a matrix URF ∈ CM×MRF . With MRF < M , the
network reduces the channel dimension seen by the digital processing. This effective channel
is defined as

H̃ := H ·URF ∈ CN×MRF . (2.7)

The digital processing uses a precoding algorithm similar to the fully-digital MU-MIMO
processing. It is represented by WBB ∈ CMRF×K , where K is the number of spatial streams.
The overall MU-MIMO precoding W (as used in (2.2)) of the HDA architecture is

W = URF ·WBB. (2.8)

Both URF and WBB are optimized depending on the channel H to maximize the MU-MIMO
gain. Following from MRF < M , the maximum spatial gain of an HDA system is MRF,
requiring K ≤ MRF.

Under the assumption of perfect CSI, the HDA architecture does increase the MU-MIMO
performance compared to a fully-digital MU-MIMO system with MRF antenna elements.
The analog beamforming forms a diagonally dominant H̃ for the digital system. Hence, the
condition number of H̃ is smaller, and as a result, the MU-MIMO performance is better
(see Section 2.1), compared to a channel given by a system with MRF antenna elements
directly sounding the physical channel. Naturally, the performance of the HDA architecture
is upper bounded by that of a fully-digital architecture [14]. The performance gap depends,
among other things, on the characteristics of the channel. Especially for mm-wave channels
(see [21], [53] for the characteristics of such channels), an HDA system can achieve the
same performance as a fully-digital system [14]. On the other hand, the HDA architecture
has a much lower hardware complexity with respect to the fully-digital architecture. Also,
the training overhead to estimate the necessary CSI is much less for the HDA architecture.
These two advantages are discussed in the next section.

2.4. Application Scenarios of the HDA Architecture

As we have described the main idea of massive MIMO, we have seen the achievable
performance gain and the possible disadvantages or costs. The two considered architectures,
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the fully-digital architecture and the HDA architecture, have different advantages and
disadvantages. In the following, we want to discuss the application scenarios for which the
HDA architecture is recommended.

The hardware complexity of massive MIMO systems increases significantly as the number
of antennas grows large. For some applications, complexity is a major factor and can make
massive MIMO infeasible. Millimeter-wave systems are one important application scenario
where the hardware complexity can be a limitation [14]. The high carrier frequency and
the large channel bandwidth (equivalent to the sampling rate) make the hardware design
more challenging compared to sub-6GHz systems. Especially, the components of the RF
chains are demanding. The cost and the power consumption of the ADCs/DACs and other
RF parts are higher. If the increased cost and power consumption are scaled up by a large
number of RF chains, a system can become infeasible. The HDA architecture is a solution
to the hardware complexity increase. Its reduced number of RF chains makes the increase
per chain tolerable. Additionally, the achievable MU-MIMO performance in mm-wave
channels of hybrid systems is comparable to fully-digital systems [14]. In consequence,
application scenarios where the hardware complexity is an issue and the performance
gap is small are best suited for the HDA architecture. This can also be observed in the
literature on mm-wave communication systems, where almost exclusively hybrid systems
are investigated [10], [15], [17]–[21], [53]. A complete analysis of the complexity of the
HDA architecture, including a comparison with the fully-digital architecture, follows in
Chapter 3.

Besides the hardware complexity, the amount of training overhead is an important
criterion of massive MIMO systems. In the previous section, we introduced JSDM as a
solution to the training overhead issue in FDD massive MIMO systems. One can easily
see, that the structure of the HDA architecture can be used for JSDM processing. The
mathematical description of the precoding of JSDM (2.6) and the hybrid architecture (2.8)
is very similar. The analog beamforming network in the HDA structure can be directly
used for the beamforming stage of JSDM, URF = B. The reduced dimension of the
second stage MU-MIMO precoding of JSDM is equivalent to the reduced number of RF
chains in the HDA architecture. The MU-MIMO precoder of JSDM can be implemented
in the digital part of the HDA architecture, WBB = P. As mentioned in the introduction,
the HDA architecture requires a special form of channel estimation which we call beam
alignment (BA). Most BA algorithms proposed in the literature actually estimate the
second-order statistics of the channel [28], [30], [31]. Thus, the BA is equal to the estimation
of the covariance matrices in JSDM. The estimation of the effective channel can be done
with standard channel estimation techniques similar to other MU-MIMO systems, e.g.,
using feedback. Since JSDM processing and the HDA architecture are so similar, the HDA
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architecture can be used for application scenarios where the amount of training data is an
issue, e.g., FDD networks.

An additional application of the HDA architecture is to extend existing non-massive
MU-MIMO systems without the need to change other parts of those systems, e.g., the
communication protocol. The analog beamforming network and a massive antenna array
can be set up in front of the RF chains of an existing system. The HDA extension can boost
the MU-MIMO performance of the system. The motivation behind such an implementation,
in contrast to redesigning as a fully-digital massive MIMO system, is not a technological
or fundamental limit but a limitation made by choice. One example of such a case is the
limitation by a network standard. Standardization can require multiple years and can have
an impact on millions of devices. A standard might not support the necessary protocol
parts for the fully-digital massive MIMO processing, e.g., by limiting the maximum number
of spatial streams. Nonetheless, it can still be possible to use an HDA extension without any
change to the protocol. Wi-Fi is an example of such a protocol as can be seen in Chapter 6.
The IEEE 802.11 standard might never support fully-digital massive MIMO processing
because most of the Wi-Fi networks do not require such a large MU-MIMO gain, e.g.,
private WLANs. However, some Wi-Fi networks would benefit from the large MU-MIMO
gain, e.g., business networks in large rooms with many users. An HDA extension is a
solution to this problem.

In conclusion, the following list summarizes the application scenarios for the HDA
architecture.

• Hardware complexity limited systems: for example, mm-wave 5G systems, systems
where cost and power consumption is a significant factor.

• CSI acquisition limited systems: for example, FDD-based systems.

• By design or protocol limited systems: for example, current Wi-Fi systems.
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3. Implementation of the Hybrid
Digital-Analog Architecture

The implementation of a complete HDA communication system is complex and involves
many tasks. However, many of them are similar to other massive MIMO systems or, in
general, communication systems. The two parts which are specific to the HDA architecture
are the analog beamforming network and parts of the signal processing. The design of
the analog network involves the structure of the network and the components within the
network. The signal processing includes algorithms both for the CSI acquisition phase and
the communication phase (e.g., the precoding). The signal processing also calculates the
beamforming weights which are applied to the controllable analog network. This chapter
focuses on the HDA-specific parts of a system and their properties and is organized as
follows. Section 3.1 introduces the two main candidates for the structure of the analog
network. The structure is part of the hardware design but also has an impact on the
signal processing implementation. In Section 3.2, we introduce and investigate signal
processing algorithms for the hybrid architecture. The selected algorithms were proposed
in the literature by other authors. They are summarized and it is explained, why these
specific algorithms were chosen. The hardware of the analog network is investigated in
Section 3.3. We consider different properties of the hardware and how they influence the
system characteristics. The last section, Section 3.4, gives an overview of some aspects of
digital hardware. The chapter is based on the publications [35], [36], [25], and [27].

In this chapter, we use different constraints for the radiated output power. We differentiate
between three power constraints: a total radiated power constraint, a per RF chain power
constraint, and a per antenna element power constraint. The total radiated power constraint
limits the sum power transmitted by all antenna elements to a given value Ptot. The power
transmitted by each antenna element or RF chain can vary as long as the sum is equal
to Ptot. In an extreme case, the total output power could also be radiated from a single
element. Such a constraint could be dictated by a communication standard or a legal
regulation. The per RF chain power constraint sets a limit on the maximum output power
of each RF chain. The maximum total radiated power of a system under such a constraint
is Ptot,max = MRF · PRF,max. If the transmission signal processing results in different
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amplitudes per RF chain, the largest signal amplitude would be scaled to PRF,max and the
smaller ones would result in lower output power. In such a situation the total radiated
output power Ptot would be less than Ptot,max. The per antenna element power constraint
is similar to the per RF chain constraint just with the maximum output power limited for
each antenna element. The maximum total radiated power with a per antenna element
power constraint is Ptot,max = M · Pelem,max. The largest amplitude of the transmitted
signal vector x̂ would be equivalent to the maximum power per element Pelem,max. The
total radiated power is always Ptot ≤ Ptot,max. The per RF chain power constraint and the
per antenna element power constraint could be dictated by the hardware of the RF system.
For example, an amplifier in front of each antenna element could limit the maximum power
per element.

The layout of the antenna array defines how the M antenna elements are distributed
within space. A uniform linear array (ULA) has antenna elements along a single dimension
of a coordinate system. All elements sit on a line along this dimension with a defined and
constant distance between the elements [54, Ch. 22]. Without loss of generality, we assume
a Cartesian coordinate system with the axes x, y, and z. If the array is arranged along the
x-axis, the antenna could steer beams along the azimuth angle of the spherical coordinate
systems. The array factor is constant along the elevation angle. The beam width and
other parameters, which will be used below, depend on M . If the antenna elements are not
arranged along a single axis but along multiple dimensions (e.g., in a uniform rectangular
array (URA)), this is not true anymore. In the following, we assume a ULA. The signal
processing and also the structure of the analog network could be extended to more complex
antenna layouts but this is not part of this thesis.

3.1. Structure and Components of the Analog Network

The analog part of the hybrid approach is realized by the analog network which connects
a large number of antennas M to a smaller number of RF chains MRF and the digital
signal processing part as shown in the block diagram in Figure 2.1. This dimensionality
reduction M to MRF and its realization by the beamforming network are the core of the
HDA concept. The analog network can mainly vary in two different ways: the structure of
the interconnections within the network, and the type of the controllable component in
every interconnection. Different structures and component types have been investigated in
the literature [14], [17], [22]–[25]. This section introduces the components and the structures
but does not analyze their characteristics. We focus on the two main structures and the
most typical component type. The communication performance is presented in the signal
processing section. The more hardware-related characteristics, e.g., the power efficiency,
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Figure 3.1.: Block diagram symbol of a power combiner/divider.

ϕ
(a) (b)

Figure 3.2.: Block diagram symbol of (a) a phase shifter and (b) an amplitude modulator.

are shown in the hardware section. For simplicity, we consider the transmission case (i.e.,
the downlink) in the mathematical modeling. The beamforming by the analog network is
mathematically modeled as the matrix URF ∈ CM×MRF . We denote the signals of the RF
chains as xRF = [xRF,1, · · · , xRF,MRF

]. Following, the beamformed output vector x̂ can be
written as

x̂ = URF · xRF (3.1)

x̂ =
√
αcom · ŨRF · √αdiv · xRF (3.2)

where αcom and αdiv represent the power combiners and dividers in the network, respectively.
ŨRF is the plain beamforming matrix without the effect of the power combiners/dividers.

The analog network consists of components creating the tree structure and controllable
components in every branch of the structure. Power combiners/dividers are the hardware
components that span the tree structure of the network. A power combiner merges multiple
signals into one and a power divider splits one signal into multiple. In this work, we use a
common symbol, shown in Figure 3.1, for the combiner and the divider. αcom and αdiv model
the physical transmission factor of the hardware components. The most common hardware
implementation is the so-called Wilkinson divider. It is reciprocal and not lossless [55, Ch.
7]. αcom/αdiv of a Wilkinson divider is equal to its port ration, e.g., αcom = 1/2 for a two
to one combiner. Section 3.3 describes the power combiners/dividers in more detail.

The controllable components in the branches of the analog network realize the beam-
forming function. Each non-zero element of the beamforming matrix ŨRF represents a
controllable component. The type of component can either be an on-off switch, a phase
shifter, or a vector modulator. Each type results in a different restriction for the beamforming
and the elements of the matrix ŨRF. For the following, we assume that ŨRF is normalized.
The elements of ŨRF are limited by an on-off switch to be [ŨRF]m,n ∈ {0, 1}, by a phase
shifter to be [ŨRF]m,n = ejϕm,n , and by a vector modulator to be [ŨRF]m,n = am,ne

jϕm,n .
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Here ϕm,n ∈ [−π, π], and am,n ∈ [0, 1] are the selected phase and amplitude. A vector
modulator is often implemented as a combination of a phase shifter and an amplitude
modulator. Figure 3.2 shows the block diagram symbols of a phase shifter and an amplitude
modulator. The values of the elements of ŨRF and, hence, the settings for the controllable
components are determined by the signal processing algorithm.

This thesis focuses on vector modulators as controllable components. Vector modu-
lators enable the highest degree of freedom in the algorithms but are more complex to
implement than the other options. The authors in [23] have extensively studied the perfor-
mance/complexity/power consumption trade-offs of the use of on-off switches and phase
shifters in the analog network. According to their work, systems based on switches are
less complex but achieve a lower spectral efficiency compared to systems based on phase
shifters. The power consumption in relation to spectral efficiency is the same for both types.
The results of the performance evaluation also apply to vector modulators since they are
commonly phase shifters extended by amplitude modulators. A vector modulator with an
amplitude setting of 1 is equivalent to a phase shifter. The higher complexity due to the
added amplitude modulator is acceptable with state-of-the-art hardware. The hardware
platforms which are the basis for the system performance investigations in Chapters 5 and 6
both support amplitude and phase control. Also, the industry offers multiple beamforming
integrated circuits (ICs) with phase and amplitude control for the mm-wave application
scenario.1,2,3,4,5 Thus, the focus on vector modulators is plausible.

The most important design aspect of the analog network is its structure. The two main
network structures are the fully-connected (FC) and the one-stream-per-subarray (OSPS)
structure. The FC structure is shown in Figure 3.3(a). Every RF chain is connected to
every antenna element. Hence, ŨRF is a full matrix with the form

Ũ
FC
RF = [ũ1, ũ2, · · · , ũMRF

], (3.3)

1NXP MMW9004KC, 24GHz to 27GHz 4-channel beamforming IC, no publicly available data sheet,
https://www.nxp.com/products/radio-frequency/rf-power/rf-cellular-infrastructure/5g-mm
wave/24-25-27-5-ghz-4-channel-analog-beamforming-integrated-circuit:MMW9004KC Retrieved
12 November 2021

2Anokiwave AWMF-0165, 24GHz to 27GHz 8-channel beamforming IC, no publicly available data sheet,
https://anokiwave.com/products/awmf-0165/index.html Retrieved 12 November 2021

3Renesas F5268, 24GHz to 27GHz 8-channel beamforming IC, only short-form data sheet publicly
available, https://www.renesas.com/eu/en/products/rf-products/phased-array-beamformers/f5
268-8-channel-dual-polarization-trx-beamformer-ic-2425ghz-275ghz Retrieved 12 November
2021

4MixComm SUMMIT2629, 26GHz to 29GHz 8-channel beamforming IC, no publicly available data sheet,
https://mixcomm.com/mixcomm-products/ Retrieved 12 November 2021

5Analog Devices ADMV4821, 24GHz to 29GHz 16-channel beamforming IC, no publicly available data
sheet, https://www.analog.com/en/products/admv4821.html Retrieved 12 November 2021
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Figure 3.3.: Two possible structures for the analog network: (a) fully-connected (FC)
structure, (b) one-stream-per-subarray (OSPS) structure.

where the vector ũk ∈ CM is the beamforming vector for the k-th RF chain. In the FC case,
the power combiner/divider transmission factor results in αcom = 1/MRF and αdiv = 1/M .
Figure 3.3(b) shows the OSPS structure. In this structure, one RF chain is only connected
to a subset of the antenna elements and every element is only connected to one RF chain.
This yields to ŨRF having the form

Ũ
OSPS
RF =

⎡⎢⎢⎢⎢⎣
ũ1 0 ... 0

0 ũ2 ... 0
...

...
. . .

...
0 0 ... ũMRF

⎤⎥⎥⎥⎥⎦ , (3.4)

where ũk ∈ CM/MRF is again the beamforming vector for the k-th RF chain but with the
size M/MRF. In the OSPS case, αcom = 1 and αdiv = MRF/M . In the OSPS structure,
only M/MRF antenna elements are connected to a single RF chain. In contrast, all M
elements are connected to each RF chain in the FC structure. Therefore, the antenna array
gain for a single RF chain of the OSPS structure is lower than in the FC structure. The
structure also influences the narrowest possible beam width. Although, we can not make a
general remark on the two structures since the minimum beam width also depends on the
array configuration (i.e., the arrangement of the elements in the array).

The FC structure and the OSPS structure can be seen as the two "extreme" cases of all
possible structures. In the following sections, we will compare the two structures to gain
insights into their advantages and disadvantages. Nonetheless, a hybrid system could use a
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structure between the two extremes to optimize the system performance under the given
constraints.

3.2. Signal Processing

This section will introduce the signal processing algorithms for the HDA architecture. The
algorithms are realized by the digital processing and the analog network. We investigate
algorithms for the two phases of communication in an HDA system. The first phase in a
wireless communication process is the acquisition of users by the BS/AP. This phase is
called initial access and includes the initial measurement of the CSI. For a hybrid system,
we call the initial acquisition of the CSI beam alignment (BA). Section 3.2.1 describes
the corresponding algorithms. The second phase is the data communication phase during
which the BS/AP and the UEs exchange the user data. In a hybrid system, this includes
the MU-MIMO precoding/combining. Section 3.2.2 will cover the precoding algorithms for
the data communication in an HDA system.

3.2.1. Beam Alignment Algorithms

Motivation and Introduction

Compared to the fully-digital massive MIMO architecture, the hybrid architecture com-
plicates the initial CSI acquisition. The CSI in a massive MIMO system can be very
large due to the large number of antenna elements at the BS/AP and, potentially, at the
UEs. A hybrid system, in contrast to a fully-digital system, can not measure the CSI
instantaneously due to the low number of RF chains. A hybrid system can only measure
per orthogonal training resource a low-dimensional representation of the large channel
matrix.6 Depending on the BA algorithm, the system uses multiple training resources to
estimate the full channel or a certain representation of it. The overall resource usage (e.g.,
the training time) necessary for the CSI estimation can become very large and limit the
sum rate of the system.

The mm-wave application scenario poses a second challenge for the initial access phase.
The isotropic path loss (as seen by an omnidirectional antenna) increases with the square
of the frequency [54, Section 16.6]. The isotropic path loss in the mm-wave frequency
range can be very high and prohibit the direct omnidirectional measurement of the channel.
Hence, a mm-wave system requires a directional antenna gain (i.e., beamforming) to achieve
a sufficient SNR during the CSI measurement or the data communication.

6An orthogonal resource can be a time slot, a sequence, or a frequency block.
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Almost all algorithms proposed in the literature [17], [28], [30], [31] solve these two
issues by, first, applying some kind of beamforming during the measurements and, second,
by estimating only a subset of the channel information. Commonly, they estimate the
AoD/AoA pairs and the complex gains of the strongest paths for each user. Figuratively,
they align the beam directions (AoD/AoA) between the BS/AP and the UEs which is
why we call the process beam alignment. The justification for this approach is the so-
called "sparsity" of the mm-wave channel. Extensive channel measurements have shown
that mm-wave channels typically exhibit on average up to 3 multipath components, each
corresponding to a scattering cluster with small delay/angle spreading [56]. As a result, a
suitable BA algorithm only needs to identify a very small subset of the channel.

As mentioned during the introduction of JSDM in Section 2.2, also other application
scenarios (e.g., FDD systems) pose problems for the massive MIMO CSI acquisition. The
authors in [45] proposed with JSDM a similar split of the CSI in the second-order statistics
and a low-dimensional instantaneous channel. The AoD/AoA pairs and the gains of all
the strong paths in the channel are equivalent to the second-order statistics. Thus, the
algorithms proposed for the mm-wave BA can be used for the estimation of the second-order
statistics for JSDM. This is true as long as all the strongest paths can be estimated within
the given training time.

We categorize BA algorithms into two types, basic and advanced algorithms. Basic
schemes run a search-like process. Such a scheme is, for example, used in the IEEE 802.11ad
standard [57] (60GHz Wi-Fi). Usually, the training time of basic schemes does not scale
well with the number of antenna elements. Advanced schemes use more sophisticated signal
processing but scale better with the system size. In the following, we introduce one basic
and one advanced algorithm.

Without loss of generality, in the following, we are considering training slots as the
orthogonal training resource. The training resource could also be a frequency resource or
any other orthogonal resource. For simplicity, we consider only UEs with a single RF chain.

Basic Algorithm

The most basic solution for the initial acquisition is an exhaustive search. The analog
network of the hybrid system and the antenna array are used as a standard phased array
with Fourier-matrix coefficients [54, Chapter 22]. As an example, the antenna gain of two of
such beam patterns of a 16-element array is shown in Figure 3.4. The array forms narrow
beams with a certain beam direction and a given beamwidth ∆θ. ∆θ is dependent on the
number of antenna elements in the beamforming dimension and the direction of the beam.
The antenna directivity (equally the array factor, if we ignore the single element pattern)
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Figure 3.4.: Antenna array gains of two adjacent single beam pattern examples (Fourier-
matrix coefficients) of a 16-element array (M ′ = 16).

generated with the phased array is equivalent to the maximum possible directivity using a
set number of elements. A codebook CBS of beamforming vectors for the BS/AP is formed
to cover the angular interval with a given number M ′ of equidistant beams. A common
choice for the number of equidistant beams, which is also the size of the codebook CBS, is
the number of elements in the beamforming direction. For a ULA, the FC analog network
structure would have a CBS size of M ′ = M and the OSPS structure a size of M ′ = M/MRF.
UEs with multiple antenna elements would form equivalent codebooks CUE with the size
NUE, where NUE is the number of antenna elements in the beamforming dimension per
UE. Since both the BS/AP and the UEs are equipped with antenna arrays, some form of
synchronization is necessary. Assuming the existence of a side channel for synchronization,
the exhaustive search algorithm checks every combination of codewords of CBS and CUE

and stores the corresponding channel gain. The BS/AP can set up/measure one codeword
of CBS per RF chain. If the search requires less than the coherence time of the channel it
measures the instantaneous full CSI. The exhaustive search requires M ′

MRF
·NUE training

slots per UE. If the training is done in the uplink, e.g., in a TDD system, the UEs can
not be trained simultaneously and the training requires in total M ′

MRF
· N training slots.

The downlink training of multiple UEs, e.g., in an FDD system, can be simultaneous. In
this case, the number of training slots is M ′

MRF
·NUE. The required resource usage of the

feedback towards the BS/AP depends on the type of required CSI. If the instantaneous
CSI is sent back to the BS/AP, the total amount of feedback would scale with M ′ ·N .7

7The total amount also depends on the resolution and the data type of the feedback.
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If only the AoD information is required at the BS/AP, the total amount of feedback only
scales with N/NUE, i.e., the number of users.

For a further analysis of the exhaustive search algorithm, see [58].

Advanced Algorithm

In contrast to the basic scheme described above, one goal of more advanced BA algorithms
is to use a minimum of training resources. The literature considers mm-wave systems as the
main application of the hybrid architecture. Thus, most of the works on BA algorithms are
assuming mm-wave channels. Due to the sparse nature of mm-wave channels, compressed
sensing is considered a powerful technique to reduce the number of training slots. There
are different algorithms proposed in the literature, e.g., [28], [29], [31], [59]. This chapter
presents the algorithm proposed in [31], [59]. The algorithm was not developed by the
the author of this thesis. We use this algorithm in the systems which will be presented in
Chapter 5 and Chapter 6 and describe it here as a reference. The simulation results given
in this section are the results of a simulation implemented by the author of this thesis.
The approach of [31] is for orthogonal frequency division multiplexing (OFDM) systems,
whereas [59] uses pseudo-noise sequences in the time-domain as a training resource (e.g.,
for systems using single-carrier modulation). Both versions of the algorithm estimate the
second-order statistics of the channel. The coherence time of the second-order statistics is
much longer than that of the instantaneous CSI. The algorithm uses power measurements,
instead of phase and amplitude measurements, for the estimation. Both features make the
scheme robust to large Doppler spreads and fast variations of the instantaneous CSI.

The scheme works with measurements acquired both in the downlink and in the uplink.
If the channel is measured in the downlink, the UEs estimate their AoA/AoD pair and
send the information back to the BS/AP using a feedback channel. The amount of the
feedback scales with the number of users N/NUE and not with the number of antenna
elements (M or N). Due to the downlink measurements, all users can estimate their channel
simultaneously. In a TDD system, the scheme could estimate the channel also in the uplink
and use channel reciprocity to avoid feedback. Although, in the uplink, not all users can be
trained simultaneously in the same training slot. The uplink training requires additional
resources (time, frequency, or another orthogonal resource) to train all users. The authors
of [31], [59] recommend the estimation using downlink measurements.

In the following, we describe the algorithm in the downlink case and for the FC structure.
The analysis holds also for the OSPS structure but the number of elements M would
be replaced by M/MRF. The complete initial acquisition phase consists of two parts: a
measurement/estimation period and a feedback period. This structure is compatible with
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Figure 3.5.: Illustration of a BA training slot using 4 directions at the BS and 2 at the
UE. (b) and (c) visualize the channel and the pattern subsets [31]. (c) is the
antenna array gain of a 4-direction beam pattern of a 16-element array.
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the 5G frame structure [60] and the IEEE 802.11ad beam training [57].8 The BA process
is done during the estimation period. The BS/AP broadcasts training signals during the
training slots. The BS/AP uses the analog beamforming network to set up a pseudo-random
beam pattern per training slot. The set of all random patterns at the BS/AP is the transmit
beamforming codebook CT). The codebook is known by the users. A UE measures during
the training with its own codebook of receive beam patterns CR. An illustration of one slot
with selected codewords for the BS/AP Ui ∈ CT and a UE Vi ∈ CR is shown in Figures 3.5(a)
and 3.5(b). The BS/AP uses different codewords/patterns per RF chain in each training
slot. In case a UE is equipped with multiple RF chains, it also uses a unique codeword per
RF chain. A codeword or single beam pattern consists of a pseudo-random selection of a
given number of directions. The number of probed directions is κu and κv at the BS/AP
and the UEs, respectively. The beamforming coefficients ṽi and ũi of such patterns Vi and
Ui can be written as

ũi = FBS
ǔi√
κu

and ṽi = FUE
v̌i√
κv

, (3.5)

where FBS and FUE are the discrete Fourier transform matrices at the BS/AP and the
UEs, and where ǔi ∈ CM and v̌i ∈ CNUE are all-zero vectors with a 1 at components
corresponding to the selected directions of Vi and Ui, respectively. The elements of the
discrete Fourier transform matrices FBS and FUE are given by

[FBS]m,m′ =
1√
M

ej2π(m−1)(m
′−1
M

− 1
2
),m,m′ ∈ [M ], (3.6a)

[FUE]n,n′ =
1√
NUE

e
j2π(n−1)(n

′−1
NUE

− 1
2
)
, n, n′ ∈ [NUE]. (3.6b)

The array gain for an exemplary beam pattern with 4 directions is shown in Figure 3.5(c).
The number of probed directions is a trade-off between the beamforming gain of the patterns
and the necessary training time. The smaller the number of directions is, the higher is
the beamforming gain. Channels with a higher path loss, e.g., due to larger cell size,
require a higher beamforming gain. In the extreme case of a single direction per pattern,
the algorithm becomes equivalent to the exhaustive search algorithm. Besides the beam
patterns using a pseudo-random selection of directions, the estimation can also be based on
patterns created by a random phase per element.

A UE measures the received power per codeword/beamforming pattern (so for one training
slot). In the frequency-domain version of the algorithm, the BS/AP uses orthogonal OFDM
symbols as training signals. The training signals in the time-domain version are unique

8For 5G, the synchronization signal block (SSB) can be used for the estimation and the physical random
access channel (PRACH) for the feedback.
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pseudo-noise sequences. Each RF chain/pattern codeword pair of the BS/AP is assigned
with a unique training sequence. A UE measures the received power by using matched
filters for the pseudo-noise sequences or the training OFDM symbols. Over TBA training
slots a UE obtains a total number of MRF ·TBA equations, which can be written in the form

qk = Bk · vec(Γk) + ζ(Ptot) · 1+wk, (3.7)

where qk ∈ RTBA consists of all the TBA statistical power measurements, Bk ∈ RTBA×M ′NUE

is uniquely defined by the pseudo-random beamforming codebook of the BS/AP and the
local beamforming codebook of the k-th UE, Γk is the beam-domain covariance matrix of
the channel of the k-th user, ζ(Ptot) denotes a constant whose value is a function of the
total radiated power, and wk ∈ RTBA denotes the residual measurement fluctuations.

As discussed in [31], [59], the elements of Γk are always non-negative and a simple
least-squares problem

Γ⋆
k = argmin

Γk∈R
NUE
+

∥Bk · vec(Γk) + ζ(Ptot) · 1− qk∥2 (3.8)

is sufficient to recover the solution Γ⋆
k. The optimization problem of equation (3.8) is

generally called Non-Negative-Least-Squares and it has well-investigated numerical solutions.
We assume a successful BA process if the largest component in Γ⋆

k coincides with the
actual strongest path of the k-th UE. As Γk is the covariance matrix of the channel in the
beam-domain, the indices of the largest component are equivalent to the AoA and AoD. Γk

is given in the beam-domain and has a size of M ×Nue (see [59] for the exact definition).
Following, the grid on which the AoD and AoA are estimated has M and N possible points
defined by the Fourier transformation matrices FBS and FUE. For example, the angle of
the AoD at the BS/AP is given by ϕAoD,k = arcsin(2 · j/M − 1) where j is the index of the
row of the maximum of Γk.

The number of measurements TBA required to successfully estimate the AoA and AoD
depends on the number of antenna elements M and NUE, the number of probed directions
κu and κv, the number of RF chains MRF, and on the measurement SNR. TBA may differ
from user to user, depending on the individual SNR and on the number of receiver RF
chains (assumed to be one in this section).

We have run numerical simulations of the time-domain version of the described algorithm
to evaluate the performance. The simulation is based on the theoretical channel model
as defined in [59]. The channel consists of three multipath components (equivalent to
scattering clusters) with the relative strengths 1, 0.6, and 0.4. The component coefficients
are modeled as Rice fading. The strength ratios between the line-of-sight (LOS) and non-
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Figure 3.6.: Detection probability PD of the advanced BA scheme with M = 16, N = 8,
and κv = 4. (a) for different SNRBBF values with κu = 4 and MRF = 1. (b)
for different κu values with SNRBBF = −9 dB and MRF = 1. (c) for different
MRF values and power constraints with SNRBBF = −9 dB and κu = 4.
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line-of-sight (NLOS) components are 100, 10, and 0 for the three multipath components,
respectively.9 The simulation also includes a Doppler shift for all paths which is equivalent
to a speed of 10m s−1, a signal bandwidth of 0.8GHz, and a carrier frequency of 40GHz.
To investigate the influence of the channel quality/strength on the performance, we use the
SNR before beamforming (SNRBBF) as a metric for the channel. We define the SNRBBF as

SNRBBF =
Ptot

∑︁L
l=1 γl

N0 ·B
, (3.9)

where Ptot is the total radiated power of the transmitter, L is the number of multipath
components, γl denotes the strength of the l-th component, N0 is the power spectral density
of the noise at the receiver, and B is the total used bandwidth. The SNRBBF is the
communication data SNR obtained when a single data stream is transmitted through a
single BS/AP antenna element and is received at a single UE antenna element (isotropic
transmission) over the whole bandwidth. The simulated hybrid system has M = 16 antenna
elements and, if not stated otherwise, MRF = 1 RF chain. The UE has NUE = 8 antenna
elements and one RF chain. The beamforming codebook at user side CR probes κv = 4

directions per codeword. The pseudo-noise sequence has a length of 64 samples and one
sequence per training slot is used.

Figure 3.6 shows the detection probability PD (i.e., the probability of successfully
estimating the AoA/AoD pair) over the number of training slots TBA. The performance
depends on the SNRBBF as can be seen in Figure 3.6(a). For the given system, the algorithm
successfully (PD ≥ 0.95) estimates the strongest path with an SNRBBF ≥ −9 dB after
approximately 60 slots. This is less than half of the slots which an exhaustive search
algorithm would require (which is at least M ·NUE = 128 slots). The number of required
training slots also depends on the number of probed directions in a single beamforming
pattern κu. A higher κu decreases the training time but also decreases the beamforming
gain and, hence, the measurement SNR. One can see in Figure 3.6(b) that κu = 4 is
optimal for an SNRBBF of −9 dB. Both a higher and a lower κu decreases the performance.
Figure 3.6(c) shows the influence of the number of RF chains on the performance. For
simplicity, we only consider the fully-connected structure of the analog network. The
number of RF chains is strongly related to the chosen power constraint. With a total power
constraint, the total output power is "shared" between the RF chains. The output power
per RF chain is the total power Ptot divided by MRF. In contrast, a power constraint per
RF chain increases the total output power of the system if MRF increases. In Figure 3.6(c),
one can see two effects. First, the increase from MRF = 1 to MRF = 2 under the per RF

9This is equivalent to one LOS path and two NLOS paths (one slightly stronger than the other).
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chain power constraint reduces the required number of slots by half. The measurement
SNR for each RF chain is independent of the total number of RF chains under the per RF
chain power constraint. Hence, it is clear that the "quality" of each measurement does
not change and that doubling MRF doubles the number of measurements per slot. This
of course reduces the number of slots by half. Second, with the total power constraint,
when increasing MRF the number of slots is still reduced but not by the same factor. The
measurement SNR decreases due to the total power constraint when MRF increases. A
smaller SNR increases the required number of measurements for a successful BA, as can
be seen in Figure 3.6(a). The higher number of RF chains still increases the number of
measurements by MRF but, due to the smaller SNR, the total number of measurements
only decreases by a smaller factor.

After the UE has estimated the AoA/AoD pair of its strongest path, it feeds the AoD
information back to the BS/AP. During the feedback period, the BS/AP is in a listening
mode such that each UE sends a beamformed packet to the BS/AP. This packet contains
basic information such as the UE ID and the beam indices of the selected AoD. From this
moment on, the BS/AP and the UE are connected in the sense that, if the procedure is
successful, they have achieved BA. In other words, they can communicate by aligning their
beams along a multipath component with the estimated AoA/AoD and strong channel
coefficient due to the beamforming gain of both arrays.

More details on the mathematical description of the algorithm, on the different parameters,
and the performance can be found in [31], [59].

BA Algorithm Conclusion

The exhaustive search algorithm is easy to implement but the number of required training
slots does scale with the product of M ′ times NUE. This makes the algorithm infeasible
especially for networks where both the BS/AP and the UEs have many antenna elements.
Nonetheless, it might be an option for systems with smaller antenna arrays (e.g., M < 16

and N < 4). The advanced algorithm does reduce the number of required training slots
significantly and makes it more suitable for systems with large antenna arrays. In the
following, the advantages of the described algorithm are listed.

• It has a very high performance with respect to the required number of training slots.
Also, when compared with the state-of-the-art [31], [59].

• It can be used in time-domain and frequency-domain systems and also in the uplink
and the downlink.
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• It is flexible with respect to the expected SNR regime. The beamforming patterns
can be adjusted, e.g., κu can be optimized to get the optimal TBA for a given SNR.

• It is based on power measurements and, hence, robust to large Doppler spreads.

3.2.2. Data Communication Algorithms

After the initial acquisition of users for the BS/AP during the BA process, the system
can switch to a communication phase. In this communication phase in the downlink, the
user data is transmitted with MU-MIMO precoding from the BS/AP to the UEs. In the
uplink, multiple UEs can transmit at the same time by using MU-MIMO combining at
the BS/AP. In the following, we consider the downlink case and introduce an MU-MIMO
precoding algorithm. Many precoding algorithms have been proposed in the literature, e.g.,
[18], [19], [27], [32], [33]. Some algorithms [32], [33] require perfect instantaneous CSI at
the transmitter which, as described above, is usually not given in a hybrid system. Below,
we introduce the hybrid precoding algorithm described in [27]. The author of this thesis
was a co-author of this publication, although the algorithm was developed by the main
author. The author of this thesis implemented the simulations presented in this section.
The algorithm requires only the knowledge of the second-order statistics of the channel
matrix H which can be obtained by a BA algorithm as described above. The algorithm
presented in [18] is similar but not as thoroughly investigated (e.g., in a co-simulation with
the BA). For a comparison with [19], please see [27].

We assume that the BS/AP simultaneously schedules K = MRF users which are selected
by a simple directional scheduler [19]. The simple scheduler selects K users which have
similar power profiles and whose strongest AoDs are at least ∆θmin away from each other.
This minimum separation angle ensures that a single beam points only towards a single
user. Consequently, the multi-user beamforming scheme at the BS/AP allocates equal
power across these users. An investigation of the scheduler is not part of this thesis. For
further information and an exemplary scheduler please refer to [19]. Through the hybrid
precoding, the BS/AP can apply multi-user interference cancellation for the scheduled
user set. The goal of the precoding algorithm is to maximize the MU-MIMO gain and to
achieve the interference-free capacity (2.5). The algorithm optimizes the precoding matrix
W as introduced in (2.2). Due to the HDA architecture, as introduced in Section 2.3, the
complete hybrid precoding W (2.8) consists of the analog beamforming matrix URF and
the digital baseband precoding matrix WBB, with W = URF ·WBB.

The basic concept of the proposed algorithm is, that the analog beamforming of the
BS/AP and the UEs point beams towards the strongest path defined by the AoD and AoA.
In other words, they align their beams along the strongest path. Afterward, the digital
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part of the signal processing tries to maximize the sum rate by applying additional digital
precoding. To attain the beamforming coefficients the k-th UE points a standard phased
array beam with Fourier-matrix coefficients towards the estimated strongest direction. The
beamforming coefficients are given similar to (3.5) by

ṽk = FUEv̌k, (3.10)

where v̌k ∈ CNUE is an all-zero vector with a 1 at the component corresponding to the AoA
of the strongest path. Assuming enough users in the cell and the described scheduler, the
BS/AP beamforming coefficients for the k-th UE along the strongest AoD with respect to
the chosen AoA are

ũk = FBSǔk, (3.11)

where ǔk ∈ CM is an all-zero vector with a 1 at the component corresponding to the
strongest AoD direction of the k-th UE. The full beamforming matrix URF at the BS/AP
is formed by all ũk for k ∈ [K] depending on the structure of the analog network as
described in Section 3.1 (3.3) and (3.3).

The composite receive beamforming matrix Ṽ ∈ CN×K of all K UEs is given by

Ṽ = diag(ṽ1, ṽ2, . . . ṽK). (3.12)

The total composite receive beamforming matrix is V =
√︁
αUE
comṼ including the effect of

the power combiners in the beamforming network at the receiver.

As written in Section 2.3, the analog beamforming reduces the channel dimension seen
by the digital processing. The effective channel H̃ for the digital precoder is

H̃ := VH ·H ·URF ∈ CK×K . (3.13)

In contrast to (2.7), here we consider also UEs with multiple antenna elements and an
analog beamforming network. The instantaneous effective channel can be estimated by
the BS/AP using channel reciprocity and standard channel estimation methods at the cost
of (K ·K ≪ M · N) orthogonal resources (similar to the JSDM scheme [45] introduced
in Section 2.2).10 We propose two variants for the digital part of the hybrid precoding
algorithm [27].

Beam steering (BST) scheme: the BST scheme is the simplest possible approach for
the digital signal processing. The BS/AP ignores the multi-user interference after the
beamforming. It directly transmits the data stream for the k-th UE using the k-th RF

10For example, one standard channel estimation scheme in an OFDM system is to use uplink pilot symbols.
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chain. Therefore, the digital precoding matrix is given by WBST
BB = IK . In this case, an

additional uplink channel estimation of H̃ can be omitted. The eventual M × K BST
precoder in (2.8) reads

WBST = URF·WBST
BB = URF. (3.14)

Baseband zero-forcing (BZF) scheme: in the BZF scheme, we consider zero-forcing
precoding for potential multi-user interference cancellation. To calculate the ZF precoding
matrix WZF

BB the base station needs to estimate the lower-dimensional effective channel H̃.
As a result, the baseband precoding matrix WZF

BB can be written as

WZF
BB = H̃

H ·
(︂
H̃H̃

H
)︂−1

·∆ZF, (3.15)

where ∆ZF ∈ RK×K
+ is a diagonal matrix, taking into account the power constraint. The

eventual BZF precoder is then given by

WZF = URF·WZF
BB. (3.16)

For a more extensive mathematical analysis of the data communication algorithm, please
refer to [27].

Numerical Simulation

We have run numerical simulations of the described algorithm to evaluate the performance
and to compare the two schemes for the digital precoding. We calculate the achievable
asymptotic ergodic spectral efficiency [61] as the metric for the evaluation of the sum rate
performance. We assume no inter-carrier interference and treat interference by other users
as noise. Following, the per-user spectral efficiency of the k-th UE is given by

Rk = E

⎡⎢⎣∑︂
ω

log2

⎛⎜⎝1 +
Pk,ω|vH

kHk,ω(t)uk,ω|2
| ∑︁
k′ ̸=k

√︁
Pk′,ωvH

kHk′,ω(t)wk′,ω|2 + PN

⎞⎟⎠
⎤⎥⎦ . (3.17)

Where ω ∈ [F ] is the subcarrier (SC) index and F is the total number of SCs. In the
simulation, we use F = 256 SCs. Hk,ω(t) is the time-dependent channel, vk is the receiver
beamforming, wk,ω is the transmitter beamforming and precoding, and Pk,ω is the maximum
output power of the transmitter for SC ω and user k. PN is the noise power for the given
SC bandwidth at a given device temperature including the noise figure of the receiver. We
assign equal power to all SCs. The achievable asymptotic ergodic sum spectral efficiency
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for the K scheduled UEs is Rsum =
∑︁K

k=1Rk. This metric does not include the overhead
due to the BA and the instantaneous channel estimation, which is required by the BZF
scheme. It is an upper bound. The sum spectral efficiency of a real system with a certain
modulation and channel coding scheme will be lower. We analyze Rsum over the SNRBBF

as defined in (3.9).
Similar to Section 3.2.1, the simulation is based on the theoretical channel model as

defined in [59]. The channel consists of three multipath components with the relative
strengths 1, 0.6, and 0.4. Since we consider the asymptotic ergodic spectral efficiency and
coherent communication11, the simulation does not include Rice fading and a Doppler
shift. The SC bandwidth is 240 kHz and F = 256. We assume perfect CSI of the effective
channel for the BZF scheme. The simulated hybrid system has M = 64 antenna elements
and K = MRF = 4 RF chains with am FC analog network. The UE has NUE = 8 antenna
elements and one RF chain. The system operates under a total radiated power constraint.
The following graphs include the data of 120 users sets of each 4 users with random AoDs
but an angular separation of ∆θmin = 5◦.

Figure 3.7 shows the asymptotic ergodic sum spectral efficiency for both baseband schemes
over the SNRBBF. We compare the two schemes with the sum of the spectral efficiencies of
the single users without any interference. The sum of the single users is the upper bound
which can be achieved in such a system. In Figure 3.7(a), the transmitter has the perfect
AoA/AoD information (i.e. the correct angles without an additional BA simulation). The
BZF scheme can achieve over the whole SNRBBF range a sum spectral efficiency very close
to the optimal sum of the single users. With the perfect AoA/AoD and instantaneous
effective channel information, it can remove the residual interference after the beamforming
without any loss in the rate. The simple BST scheme can only achieve a comparable sum
spectral efficiency in the SNRBBF range below −10 dB. Figure 3.7(b) shows the result if
the AoA/AoD information is not perfect but estimated by a BA co-simulation. The BA
co-simulation runs with the simulation parameters (i.e., the channel parameters and the
pseudo-noise sequence length) as specified in Section 3.2.1 with κu = 4, κv = 8, and a
total radiated power constraint. The BA performance can be seen in Figure 3.8. The
data communication simulation uses the estimated AoA/AoD after TBA = 64 training slots.
For SNRBBF values below −9 dB, the probability for the correct estimation is not close
to one but less. Following, the sum spectral efficiency for this range in Figure 3.7(b) is
different than in the ideal case in Figure 3.7(b). Especially, the BZF scheme has a much
lower spectral efficiency and performs even worse than the BST scheme. Nonetheless, in a
well-designed system, the detection probability of the BA should be close to one and the

11Coherent communication is a standard feature of such communication systems and can be achieved using
well-known methods, e.g., pilot symbols per user.
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Figure 3.7.: The achievable ergodic sum spectral efficiency of K = 4 users over the SNRBBF

for the data communication phase with different precoding schemes: (a) with
perfect knowledge of the AoAs and AoDs, and (b) in a co-simulation with the
BA and, hence, non-perfect AoA/AoD information.
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Figure 3.8.: Detection probability PD of the co-simulation for the data rate analysis of the
advanced BA scheme with M = 64, N = 8, κv = 4, κu = 8, MRF = 4, a total
radiated power constraint, and multiple SNRBBF values.

BZF scheme would outperform the BST scheme. In such a system, the estimating UE could
increase the BA performance by estimating the BA measurement SNR and appropriately
changing its codebook, e.g., the κv value. In conclusion, the BST scheme is only a suitable
solution if the digital signal processing has to be very simple (e.g., because the processing
capabilities are minimal) or the instantaneous effective channel can not be measured.

3.2.3. Effect of the Structure of the Analog Network

The structure of the analog network influences the signal processing performance of the BA
phase and the data communication phase. The antenna array layout and the structure of the
network are closely related. We continue assuming a ULA. The layout of a ULA depends
only on the number of elements. The number of elements is fixed when comparing the
two structures. Hence, the whole antenna configuration is fixed and does not influence the
comparison of the structures. Other array layouts would introduce additional parameters,
which would make the comparison less general. For the OSPS structure, we assume, that
the sub-arrays are so close to each other, that they all see the users at the same azimuth
angle. In the ideal case, which we simulate, the sub-arrays overlap each other. In Chapter 5,
we simulate a non-ideal antenna array where the sub-arrays are stacked on top of each
other. We do not see any deviation in the performance.

The plots in this section have been generated with a numerical simulation. We simulated
two systems with M = 64 antenna elements and MRF = 4 RF chains. One with an
FC structure and one with an OSPS structure. The channel parameters and all other
parameters are as defined for the simulations in Sections 3.2.1 and 3.2.2. Both systems
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have a total radiated power constraint and have the same Ptot. The system based on an
FC analog network uses patterns with κu = 8. The OSPS structure-based system employs
κu = 4. These values are optimized to give the best BA performance.

One important difference between the two structures is the number of antenna elements
that are used to steer beams towards a UE. This number is equivalent to the number of
elements connected to each RF chain. In the FC structure, M elements are connected
to each RF chain. Whereas in the OSPS structure, M/MRF elements are connected to
each RF chain. The beamforming pattern calculation depends on the number of steerable
elements. In the FC case, the Fourier transformation matrix FBS as defined in (3.6) depends
on M . In general, FBS depends not on the overall number of elements but the number of
steerable elements. Thus, it is different for the two structures. FBS defines the grid on
which both the BA estimation and the hybrid precoding work. For the BA phase, the AoDs
are estimated on a grid of M points for the FC structure and a grid of M/MRF points for
the OSPS structure. Thus, the angular resolution of the AoD estimation is much finer with
the FC structure and also the number of possible grid points is much larger. We define the
successful estimation for the FC structure on the M point grid and for the OSPS structure
on the M/MRF point grid. One might argue that this is an unfair comparison, but the
AoD is estimated to be used in the data communication and only required on the relevant
grid. It stands to reason, that due to the much larger search space for a system with an
FC analog network the BA requires a longer training time TBA. Figure 3.9(a) shows the
detection probability of the successful BA estimation for the two simulated systems for
different SNRBBF values. The OSPS system requires only ∼ 20 training slots to achieve
PD > 0.95 when the SNRBBF is high (in this case above −9 dB). The FC system reached
PD > 0.95 with a high SNRBBF (in this case above −3 dB) after ∼ 30 slots. So indeed, the
OSPS structure requires much less training time compared to the FC structure. It is also
interesting to see, that the required SNRBBF to achieve a working BA is much lower for
the OSPS structure. Nonetheless, both structures successfully estimate the AoAs/AoDs
after a small number of training slots. As in Section 3.2.2, we use the estimation result
after 64 training slots for the data communication simulation.

The MU-MIMO gain of the data communication mainly depends on the ability to cancel
the interference between the users. In a system using single-beam patterns, the level of
the interference does depend on the beam width and the level of the side-lobes of the
pattern. The beam width decrease with a larger number of antenna elements. If a beam
is too wide, it could cover multiple users which have a similar AoD. This problem can
be neglected because we assume a working spatial scheduler that schedules users who
are sufficiently separated in the angular domain. Otherwise, the OSPS structure with
the coarser estimation grid and the broader beams due to the lower number of steerable
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Figure 3.9.: Comparison of the FC structure and the OSPS structure for a system with
M = 64, N = 8, and MRF = K = 4: (a) The detection probability PD for
different SNRBBF values. With κv = 4, κu = 8 for the FC case, and κu = 4
for the OSPS case. (b) The achievable ergodic sum spectral efficiency over the
SNRBBF for both precoding schemes.
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elements would be at a disadvantage. The side-lobe level of the used single-direction beams,
in general, does not depend on the number of elements [54, Ch. 22]. Still, if the number
of array elements increases, the highest side-lobes become more narrow and are located
closer to the main-lobe in the angular domain. Hence, the energy of the transmission
is focused in a smaller angular region for a larger number of steerable elements. This
suggests, that the beamforming with the FC structure creates less interference between
the users than the OSPS structure. Figure 3.9(b) shows the sum spectral efficiency of
the two structures and the two digital precoding schemes. Due to the very good BA
performance even down to SNRBBF = −15 dB, the OSPS structure with the BZF precoding
achieves high spectral efficiency over the whole SNR range. The FC structure achieves the
same spectral efficiency above SNRBBF = −9 dB where the BA does reliably estimate the
AoDs. For both structures, the BST precoding is worse than the BZF precoding. The gap
increases as the SNR increases. The performance of the BST precoding and the OSPS
structure is worse than that of the BST precoding and the FC structure. These results
support the hypothesis, that the larger the number of steerable elements is, the lower is the
interference after the beamforming. Anyhow, the zero-forcing precoder in the BZF scheme
can successfully cancel the residual interference even in the OSPS case.

In summary and even without considering the beneficial lower complexity of the OSPS
structure, it outperforms the FC structure in the BA performance and the data communi-
cation performance when the BZF digital precoding is used.

3.3. Analog Hardware

This section will investigate the analog hardware aspects of the HDA architecture. The key
HDA-specific part of a hybrid system is the analog network. Other analog parts, like the
RF chain or the antenna array, are out of the scope of this thesis. The analog hardware
has an impact on the signal processing performance of the overall hybrid system but also
on other characteristics, e.g., the complexity of the power efficiency. The structure of the
analog network is a hardware-related property but was already discussed in Section 3.1
because of the close relation to the signal processing. The impact of the structure on the
power efficiency and the hardware complexity is part of this section.

3.3.1. Components of the Analog Network

As already introduced in Section 3.1, the main hardware components of the analog network
are the power combiners/dividers and the vector modulators. In this section, the charac-
teristics and parameters of these components are covered. We consider phase shifters and
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Figure 3.10.: The block diagram of a non-reciprocal analog network.

amplitude modulators combined as vector modulators. Some HDA systems use only phase
shifters and no amplitude modulators. This restricts the type of beamforming patterns
which the analog network can create. For example, such a system could not create the
multi-directional patterns required by the described BA algorithm.

First, we want to consider the reciprocity property of the analog network. Many hybrid
systems require the analog network to be reciprocal. A reciprocal network can create the
same beamforming matrix URF in the transmit and receive direction up to a constant
scalar. Mathematically, UTX

RF = αrU
RX
RF , where αr ∈ C is a constant scalar. Reciprocity

is required if a hybrid system uses the physical channel reciprocity, e.g., during the BA
or to estimate the effective channel H̃. Even the AoA/AoD information from the BA
phase could be different between the uplink and the downlink if the analog network is not
reciprocal. This follows from the fact, that the estimation is based on the known codebook
CT which includes the exact knowledge of URF. Reciprocity can be guaranteed in two ways.
First, the physical components are reciprocal (hence, the complete network is reciprocal).
Signals traveling through the network in both directions undergo the same transformation
(e.g. phase shift). Second, the network is calibrated to be reciprocal. The controllable
components of a hybrid analog network can be used to calibrate a non-reciprocal network.
Figure 3.10 shows the block diagram of a non-reciprocal network that uses TDD switches.
a1,0, ϕ1,0, a2,0, and ϕ2,0 are the amplitude/phase values at control word 0 for both paths,
respectively. a1,0 ̸= a2,0 and ϕ1,0 ̸= ϕ2,0 in an uncalibrated network. During a calibration
measurement, the difference ϕc = ϕ1,0 − ϕ2,0 and ac = a1,0/a2,0 between the two paths
would be measured. The calibrated network would use these measurements and set the
phase and amplitude, e.g., of path 1 to be ϕ′

1,0 = ϕ1,0−ϕc and a′1,0 = a1,0/ac. The resulting
network would be reciprocal and could be used in a TDD hybrid system.
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Power Dividers and Power Combiners

Power dividers/combiners are the components that span the tree of the network and
distribute/accumulate the analog signals to/from the vector modulators. In the following,
we consider power combiners/dividers which have three ports (e.g., combining two into
one). Combiners/dividers with a higher number of ports and a higher port ratio are built
cascading multiple smaller combiners/dividers in a tree structure. For example, a nine-port
power combiner that combines eight ports into one can be built with seven three-port
power combiners.12 Power combiners/dividers can be either passive (i.e., they have no
power gain) or active (i.e., they have a power gain). Nearly all hardware designs of power
dividers/combiners for analog beamforming networks are passive.

In general, a passive three-port component (in the hardware literature also called a
three-port network) can only have two of the following three properties: it is reciprocal,
it is lossless, and it is matched [55, Ch. 7].13 Components in RF circuits like the analog
network are usually required to be matched. The most common matched passive power
divider/combiner is the so-called Wilkinson divider. It is reciprocal and not lossless [55, Ch.
7]. A Wilkinson power divider is due to the reciprocity also a power combiner. A Wilkinson
divider can be implemented as a transmission line structure on a printed circuit board or
in an integrated circuit. Alternatively, it is commercially available as a circuit component
which is usually optimized with respect to its size and bandwidth using different materials.
Since a Wilkinson divider is not lossless, it has an αcom/αdiv as defined in (3.1) which is
equal to its port ratio, e.g., αcom = 1/2 for a two to one combiner. Different matched,
reciprocal but not lossless power divider concepts can be found in [55, Ch. 7].

A second option to implement power combiners/dividers is the use of amplifiers in
integrated circuits. Amplifiers are active non-reciprocal components. Such active combin-
ers/dividers can not only span the tree of the analog network but do also amplify the signals.
Thus, αcom/αdiv of active combiners/dividers can also be larger than 1. The authors of [62]
have designed an analog beamforming receiver for an HDA system using active combiners.
Again, such non-reciprocal networks require switches and calibration to be suitable for
typical hybrid systems.

As we can see, different power combiner/divider types have different values for αcom/αdiv.
αcom < 1 or αdiv < 1 represent a power loss in the analog network. This power loss
needs to be compensated by amplification within, in front, or after the network. From
a hardware design perspective, this means an increase in power consumption and circuit
complexity. Although, the exact increase of the power consumption depends highly on
12Such a tree structure has three levels (eight-to-four, four-to-two, and two-to-one) with four, two, and one

three-port power combiners per level.
13A lossless network has a power gain of one. A matched network does not reflect signal power on its ports.
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the implementation of the amplification and can not be modeled in a general way. From
a communication perspective without loss of generality, the factors αcom and αdiv can be
neglected [27]. In the signal processing analysis, we can set αcom = 1 and αdiv = 1 due to
the power constraint and the corresponding normalization of URF.

Vector Modulators

The controllable beamforming of the analog network is realized by one vector modulator per
path of the network. As already stated in Section 3.1, we are considering analog networks
with phase and amplitude control. Such networks use vector modulators. Most vector
modulators, on the other hand, are a combination of a phase shifter and an amplitude
modulator (e.g., see the commercial beamforming ICs listed in Section 3.1). In the following,
we discuss the properties of phase shifters and amplitude modulators.

A phase shifter changes the phase of a signal passing through it. It can change the
phase within a phase range. The phase range has to cover ±180° or 360° to not restrict
the beamforming capabilities of the analog network. Nearly all commercial and scientific
designs are capable of covering 360°. Phase shifters can either be implemented to change the
phase continuously over the range or on a discrete grid. Since phase shifters are controlled
from a digital (discrete) system, even the continuous type is configured on a discrete grid.
The resolution of the grid is one of the main parameters of a phase shifter. The resolution
can be either defined by the step size ∆ϕ, the total number of steps nϕ, or the bit width
of the control word bϕ. For a phase range of 360°, the relation between the step size and
the bit width is ∆ϕ = 360◦

nϕ−1 = 360◦

2
bϕ−1

. Due to the non-ideal behavior of the hardware, a
phase shifter has a phase error parameter. This parameter specifies the error between the
configured and the real phase change. It is usually in the range of ±∆ϕ/2 and can vary
over the control range. A phase shifter has also a certain phase offset and amplitude offset
(i.e., an insertion loss). The phase and amplitude offsets are the static phase and amplitude
deviations when the phase is set to be 0°.

Phase shifters can either be implemented to change the phase of the signal or the
delay of the signal. The classical phased array processing does assume the signal to be
narrowband and, hence, requires a phase difference between the elements of the array [63].
Without this narrowband assumption, the difference between the signals of the antenna
elements is a constant delay and not a constant phase. Following, for wideband systems
the analog network needs to use time delay shifters, also called true time delay phase
shifters. "Standard" phase shifters result in wider beams if the narrowband assumption is
not met [63]. This effect is called beam squinting. Thus, the bandwidth of a phase shifter
can be either limited by its hardware design or by the narrowband assumption and how
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much beam squinting is tolerable. Phase shifters often support a larger range for the center
frequency of the signal with a smaller signal bandwidth around the center.

The amplitude modulator changes the amplitude of the signal. The amplitude-related
parameters of an amplitude modulator can be given in the linear or the logarithmic (as dB)
scale. Both scales can be converted into each other. We will use the logarithmic scale. The
range of the amplitude modulator defines the maximum and the minimum of the amplitude
change. A typical range is −30 dB to 0 dB. An amplitude modulator can either include
an amplification (with the maximum of the range being >0 dB) or only attenuation (with
the maximum of the range being ≤0 dB). Amplitude modulators including amplification
are often implemented using variable gain amplifiers (VGAs). Amplitude modulators have,
similar to phase shifters, a control resolution with a specified step size ∆a, number of steps
na, or bit width of the control word ba. The quantization of the range can either be in
the linear or the logarithmic scale from which the logarithmic scale is more common. For
example, a 4-bit amplitude modulator with a range of −30 dB to 0 dB which is quantized in
the logarithmic scale has a step size of 2 dB. The difference between the selected amplitude
factor and the realized amplitude factor is the amplitude error which can vary over the
control range and should be within ±∆/2. Each amplitude modulator has a certain phase
offset. The phase offset is the phase change to the signal passing through the amplitude
modulator.

Most hybrid signal processing algorithms, including the ones used in this thesis, require
explicit beam patterns. This requires the elements of ŨRF to match the configured and in
hardware realized phases and amplitudes of the analog network. The non-ideal hardware of
the analog network does result in phase and amplitude errors for each path of the network.
These errors break the relation between the selected ŨRF and the actual beamforming.
The errors can be constant or varying with respect to the phase and amplitude control. For
example, differences in the lengths of the paths result in a constant phase error. The phase
shifters and amplitude modulators can have varying errors over their control range. The
amplitude offset of a phase shifter can vary over the phase control and the phase offset
of the amplitude modulator can vary over the amplitude control. Also, the phase and
amplitude control of the phase shifter and amplitude modulator, respectively, can deviate
from the given quantization grid. All errors need to be corrected up to a certain tolerance
to enable the analog network to be used for the described algorithms. This correction
can be based on a calibration measurement. The calibration can be used to correct the
static errors, the varying errors, and also the reciprocity errors as described above. An
investigation of calibration schemes is not part of this thesis. To the knowledge of the
author, even the literature does not cover many calibration schemes for hybrid systems.
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Figure 3.11.: Effect of the resolution of the vector modulator on the beamforming pattern
of a 16-element array. The lines show the antenna array gain with no vector
quantization (ideal), 3-bit resolution, and 2-bit resolution. (a) Gain of a
4-direction BA beam pattern. (b) Gain of a single beam pattern.
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The resolution of the phase shifters and the amplitude modulators affect the beamforming
pattern. Figure 3.11 shows exemplary beamforming patterns of a 16-element antenna array
using multiple phase and amplitude resolutions. We compare a 2-bit resolution, a 3-bit
resolution, and an ideal case without any quantization. Figure 3.11(a) is the array gain of
a 4-direction pattern as used during the BA phase. Such patterns depend on the phase and
amplitude. Figure 3.11(b) shows the array gain of a single beam pattern as used during the
data communication phase. Single beam patterns only require phase modulation. One can
see, that the non-ideal resolution does not change the direction of the beam patterns but
the gain of the main-lobe and the side-lobe levels. For such a 16-element array, a resolution
of 3 bits does barely change the gain in the main-lobe and keeps the side-lobes 12 dB below
the main-lobe. In contrast, a 2-bit resolution does severely change the pattern by changing
the position of the side-lobes and increasing their gain. This is true for both beam pattern
types.

Numerical simulation of the signal processing: to determine the effect of the non-ideal
beam patterns (so the bit width of the phase and amplitude control) on the signal processing
performance, we run a numerical simulation of the BA algorithm and the hybrid precoding
algorithm. The simulation is based on the same simulation environment as described in
Section 3.2.2. We use the same channel model and system parameters (three multipath
components, same strengths, same angular user separation, and so forth). We simulate two
systems, both systems have M = 64 antenna elements and MRF = K = 4 users and RF
chains. One system has an FC analog network and the second system has an OSPS analog
network. We simulate the systems with different phase and amplitude resolutions (2 bits
to 6 bits) of the beamforming coefficients. In addition, a random error value is added to
each phase and amplitude value to represent hardware tolerances and calibration errors.
The error value is drawn from a uniform distribution between plus and minus half of the
resolution. The overall phase range is ±180°. For example, a 4-bit resolution results in a
quantization of the phase with 24° and a uniform random error of ±12°. The amplitude
range is −30 dB to 0 dB and the amplitude is quantized in the logarithmic scale. In the 4-bit
example, the amplitude is quantized with 2 dB and the uniform random error is bounded
by ±1 dB. As a benchmark, the system is also simulated with ideal phase and amplitude
settings (no quantization).

Figure 3.12 shows the effect of the resolution on the detection probability PD of the BA.
Figures 3.12(a) and 3.12(b) are the results of the FC system and Figures 3.12(c) and 3.12(d)
are the results of the OSPS system. The SNRBBF in Figures 3.12(a) to 3.12(d) is −9 dB,
3 dB, −15 dB, and 3 dB, respectively. In all plots, it is noticeable that a resolution of 4 bits or
more does achieve the same performance as the ideal case. Even a resolution of 3 bits achieves
very good performance for the higher SNRBBF case (Figures 3.12(b) and 3.12(d)) and only

48



3.3. Analog Hardware

0 20 40 60 80 100
Number of slots TBA

0.0

0.2

0.4

0.6

0.8

1.0

P
D

ideal

6 bit

4 bit

3 bit

2 bit

(a)

0 20 40 60 80 100
Number of slots TBA

0.0

0.2

0.4

0.6

0.8

1.0

P
D

ideal

6 bit

4 bit

3 bit

2 bit

(b)

0 20 40 60 80 100
Number of slots TBA

0.0

0.2

0.4

0.6

0.8

1.0

P
D

ideal

6 bit

4 bit

3 bit

2 bit

(c)

0 20 40 60 80 100
Number of slots TBA

0.0

0.2

0.4

0.6

0.8

1.0

P
D

ideal

6 bit

4 bit

3 bit

2 bit

(d)

Figure 3.12.: Effect of the resolution of the vector modulator on the detection probability PD

of the BA. The probability is given for the ideal case (no vector quantization)
and resolutions of 2 bits to 6 bits. The system has M = 64, N = 8, MRF = 4,
κv = 4 in all plots. (a) and (b) are for an FC system and κu = 8. The
SNRBBF is −9 dB in (a) and 3 dB in (b). (c) and (d) are for an OSPS system
and κu = 4. The SNRBBF is −15 dB in (c) and 3 dB in (d).
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a moderate performance loss for the lower SNRBBF case (Figures 3.12(b) and 3.12(d)).
Only the 2-bit resolution shows a severe degradation of the BA performance. When we
compare the two structures of the analog network, the effect of the bit width on the BA
performance is similar for both. This is surprising because one could imagine that the
higher angular resolution of the FC network makes it more susceptible to a negative effect
of the bit width on the performance. The simulation does not support this presumption.

The results of the spectral efficiency simulation can be seen in Figure 3.13. Figures 3.13(a)
and 3.13(b) are the results of the FC system and Figures 3.13(c) and 3.13(d) are the results
of the OSPS system. The curves in Figures 3.13(a) and 3.13(c) show the results of the BZF
precoding scheme. Similar to the BA results, the performance does not degrade for a phase
and amplitude resolution which is equal to or higher than 3 bits. The performance loss
of the spectral efficiency due to the 3-bit, 4-bit, and 6-bit resolution can be neglected. In
contrast, the performance using a 2-bit resolution does drop significantly over the whole
SNRBBF range. The performance is degraded even in an SNRBBF range ≥3 dB where
the BA with high probability estimates the correct AoAs/AoDs. This suggests, that the
resolution of the vector modulators affects directly the precoding. In contrast to the BZF
scheme, the effect of the bit width is much stronger on the simple BST scheme. As one can
see in Figures 3.13(b) and 3.13(d), the spectral efficiency of the systems with 2-bit, 3-bit,
and 4-bit resolution degrades rapidly the lower the resolution is. Only the system with a
6-bit resolution of the phase and amplitude shows similar performance as the ideal system.
The ZF precoder can cancel the interference which is created due to the lower resolution
and the non-perfect beam patterns. Comparing the FC structure and the OSPS structure,
both show similar behavior with respect to the bit width.

In Figure 3.14, we have analyzed the effect of the bit width on an FC system with a
higher number of RF chains. The simulated system has eight RF chains and schedules
eight users at the same time. Following, the users are located much denser in the angular
dimension than before. We only show the results for the precoding simulation as the BA
results are not dependent on the number of users.14 In Figure 3.14, the system shows a
similar effect of the bit width on the performance compared to the systems in Figure 3.13.
The BZF scheme for a higher number of users is still robust against the resolution of the
vector modulator.

As the beamforming coefficient calculation depends on M (see (3.6)), it stands to reason
that a system with a larger number of antenna elements requires a higher phase resolution.
Figures 3.15(a) and 3.15(b) show the BA and the data rate performance of a system with

14Please note, the performance of the BA still depends on the number of RF chains as described in
Section 3.2.1. Nonetheless, the effect of the resolution of the phase and amplitude control is independent
of the number of RF chains.
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Figure 3.13.: Effect of the resolution of the vector modulator on the asymptotic ergodic
spectral efficiency. The spectral efficiency is given for the ideal case (no vector
quantization) and resolutions of 2 bits to 6 bits. The system has M = 64,
N = 8, MRF = 4, and was simulated in a co-simulation with the BA in all
plots. (a) and (b) are for an FC system and the BZF scheme and the BST
scheme, respectively. (c) and (d) are for an OSPS system and the BZF scheme
and the BST scheme, respectively.
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Figure 3.14.: Effect of the resolution of the vector modulator on the asymptotic ergodic
spectral efficiency of a system with MRF = 8 RF chains. The system has the
same parameters as in Figure 3.12(a) except for MRF. The spectral efficiency
is given for the ideal case (no vector quantization) and a 3-bit resolution.

M = 256 antenna elements for the ideal case, a 4-bit resolution, and a 3-bit resolution. In
comparison to Figure 3.12, the larger system does require more training slots TBA. This
stands to reason since the channel dimension is much larger. Nonetheless, if the SNRBBF

is sufficiently large enough, the BA does estimate the correct AoAs/AoAs for TBA = 64

even with a 3-bit resolution. As can be seen in Figures 3.15(c) and 3.15(d), the precoding
performance with a 3-bit resolution does degrade over the whole SNRBBF range for both the
BST scheme and BZF scheme. The performance of the BZF scheme with a 4-bit resolution
does not degrade. Thus, the larger the number of array elements is the larger the bit width
should be. A bit width of 3 bits is not sufficient for 256 antenna elements.

In conclusion, we can recommend a minimum resolution of 3 bits for hybrid systems with
M = 64 antenna elements as long as the precoding is based on the BZF scheme. A larger
resolution is required, if M is larger, e.g., 4 bits for M = 256. We have not investigated
the effect of the bit width of the vector modulators at the UEs. Although, we do not
expect different results. Due to the much smaller number of antenna elements, even a 2-bit
resolution might likely be sufficient.

52



3.3. Analog Hardware

0 20 40 60 80 100

Number of slots TBA

0.0

0.2

0.4

0.6

0.8

1.0

P
D

ideal

4 bit

3 bit

(a)

0 20 40 60 80 100

Number of slots TBA

0.0

0.2

0.4

0.6

0.8

1.0

P
D

ideal

4 bit

3 bit

(b)

−15 −10 −5 0 5 10

SNRBBF in dB

0

5

10

15

20

25

30

35

40

45

50

sp
ec

tr
al

effi
ci

en
cy

in
b

it
/
s/

H
z

ideal

4 bit

3 bit

(c)

−15 −10 −5 0 5 10

SNRBBF in dB

0

5

10

15

20

25

30

35

40

45

50

sp
ec

tr
al

effi
ci

en
cy

in
b

it
/
s/

H
z

ideal

4 bit

3 bit

(d)

Figure 3.15.: Effect of the resolution of the vector modulator on the performance of a system
with M = 256 antenna elements. The system has the same parameters as in
Figure 3.12(a) except for M and κu. The results are given for the ideal case
(no vector quantization) and 3-bit and 4-bit resolution. (a) and (b) show the
BA performance with κu = 16, and SNRBBF = −9 dB and SNRBBF = 3dB,
respectively. (c) and (d) show the ergodic spectral efficiency of the BZF
scheme and the BST scheme, respectively.
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Figure 3.16.: Block diagrams of the possible locations for amplifiers within the TX path of
a hybrid system. (a) The amplifiers are part of the RF chains (or in between
the RF chains and the analog network). (b) The amplifiers are between the
analog network and the antenna elements.

3.3.2. Amplifier Considerations

We do not consider amplifiers to be a direct part of the analog beamforming network.
Nonetheless, the analog network has an impact on the amplification design of a hybrid
system. The main impact is the insertion loss of the analog network which needs to be
compensated by amplification. The concrete insertion loss does depend on the actual design
of the analog network and can not be given exactly by a simple mathematical formula. The
overall insertion loss depends among other things on the power combiner/divider type, the
amplitude modulator loss/gain, the insertion loss of the components, and the structure of
the network. The overall insertion loss of the analog network should be included in the link
budget calculation during the hardware design.

In the following, we discuss some aspects of the analog network/amplification design to
understand their impact on the system. As already described in Section 3.1, the structure
has an impact on the insertion loss. Especially when considering Wilkinson power dividers
for the power distribution/combining network, we can mathematically give the required
gain for both structures. We define the required power gain as Areq = 1/(αcom · αdiv).
Using Wilkinson dividers, the FC structure would require a gain of AFC

req = M ·MRF and
the OSPS structure AOSPS

req = M
MRF

. It is apparent, that the FC structure requires much
more gain than the OSPS structure.

Besides the gain, also the required number of amplifiers and the required maximum
available output power depend on the analog network. In the following, we only consider
the last amplifier in the transmission (TX) case and the first amplifier in the reception (RX)
case. The last amplifier before the antenna in a transmitter is usually called a power
amplifier (PA) due to the design goal of maximizing the output power. The first amplifier
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in a receiver is usually a low-noise amplifier (LNA) due to the optimized noise figure (NF)
characteristic. We consider two cases for the location of the amplification within the
hybrid system. The amplifiers can either be on the RF chain side of the analog network
(Figure 3.16(a)) or between the analog network and the antenna array (Figure 3.16(b)). In
the former case, the amplifiers can also be regarded as parts of the RF chains and a system
has in total MRF amplifiers for each the RX and the TX part. In the latter case, a system
has in total M amplifiers per RX and TX part. The main amplifier characteristic of the
TX PAs is the required output power. The required output power per amplifier depends on
the power constraint of the system. We assume a total radiated power constraint. If the
amplifiers are located as in Figure 3.16(b), the per amplifier output power to reach the total
output power Ptot is PPA,b = Ptot/M . In the case of Figure 3.16(a), the required PA output
power increases by the required amplification of the network and PPA,a = Areq · Ptot/M . In
conclusion, the case of Figure 3.16(a) has fewer PAs but with a much higher output power
requirement. The other case has more PAs but with a lower output power requirement.
The required gain per amplifier is the same for both cases.

For the RX part, the most important amplifier characteristic is the NF. Due to the Friis
formula for noise [54, Ch. 16], the NF is mainly determined by the first stage in a cascade
of components. If the LNA is in between the antenna array and the analog network, the
NF is determined by the LNA. If, on the other hand, the LNAs are placed after the analog
network, the insertion loss of the network determines the NF of the system. Of course, the
latter case is very undesirable since the insertion loss is often much higher than the typical
NF of an LNA. Most hybrid systems will use LNAs after the antennas to decouple the
power distribution loss from the NF.

Not only the analog network has an impact on the amplification design but also the other
way around. The reciprocity of the analog network does, among other things, depend on
the location of the amplifiers. Amplifiers are in general not reciprocal. Most RF systems
use switches for TDD or frequency filters for FDD to separate the transmit and receive
chains/amplifiers. The same switch-based concept as shown in Figure 3.10 can be used
for amplifiers. Of course, such a circuit and the amplifiers would require calibration to
ensure reciprocity similar to the calibration described in Section 3.3.1. If the amplifiers are
part of the RF chains as in Figure 3.16(a), only MRF amplifiers need to be calibrated for
reciprocity. A system with the amplifiers on the antenna array side of the analog network
as shown in Figure 3.16(b) requires the calibration of M amplifiers. Similar to the channel
estimation, the reciprocity calibration for amplifiers (and other components) on the RF
chain side of the network is much more straightforward than for components on the antenna
array side. As explained in Section 3.2.1, the estimation of the overall channel H requires
more measurements than the estimation of the effective channel H̃. This is also true for
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the reciprocity calibration. However, the "coherence time" of the calibration, meaning how
long the calibration data is valid, is much longer than the channel coherence time. Even a
one-time calibration after manufacturing might be sufficient. Although, the exact long-time
behavior of amplifiers is not well covered in the literature and the former statement is more
a rule of thumb of RF electronic engineers.

3.3.3. Power Efficiency

The power efficiency of the overall hybrid system depends among other things on the
efficiency of each part but also on the structure of the analog network. This section
investigates the impact of the structure on power efficiency. It is based on [36] and [27].
The paper [27] was written by the main author but the research related to the hardware
constraints including the power efficiency was done by the author of this thesis. For the
following comparison, we do only consider the power consumption of the PAs since they
dominate the overall system power consumption. We assume that even for the FC structure
the consumed power of the analog network is much smaller than the power consumed by all
PAs. The power consumption of the RF chains and the digital signal processing might not
be negligible but it does not depend on the design of the analog network and can therefore
also be ignored.

We also assume that the power consumption of the PAs and the full network does not
depend on the gain but rather on the maximum output power. We ignore the required
gain Areq and, hence, also the impact of the power distribution network. We choose
the amplification design where a PA is placed at every antenna element. However, the
calculation is also correct for the case where the amplifiers are part of the RF chains.
All PAs have the same gain, maximum output power Pmax, and efficiency at maximum
power ηmax. For any given element in the array, let Prad denote the radiated power of the
element, and Pcons denote the consumed power by the corresponding PA including both
the radiated power and the dissipated power. We model the consumed power with respect
to the radiated power following the approach in [26] as

Pcons =

√
Pmax

ηmax

√︁
Prad. (3.18)

This approach models typical PAs very well but could be replaced by measurements or
simulations of a chosen PA. The effective efficiency for a given radiated power is

ηeff =
Prad

Pcons
. (3.19)
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In the FC structure, multiple input signals xk(t) from different RF chains are combined
before the PAs. This superposition of signals and the peak-to-average power ratio (PAPR)
of the time-domain transmit waveform x(t) let the input power of the M PAs vary over
time. The PAPR of a waveform depends on the modulation of the waveform. In particular,
an OFDM modulation has a high PAPR value [64]. To avoid non-linear distortion, the
system needs to assure that every PA works below its maximum output power at all times.
We generally have two options to compare the two analog network structures and the two
different modulation schemes:

Option I: Both structures utilize the same PA but apply a different input backoff
αoff ∈ (0, 1], such that the peak power of the radiated signal is smaller than Pmax. As
a reference, we denote as (Prad,0, ηmax,0) the parameters of this reference PA under the
reference precoding scheme with a power backoff factor αoff,0 (as illustrated later in this
section). For different signal processing scenarios (with certain αoff) the effective radiated

power and the consumed power read Prad = αoff
αoff,0

Prad,0 and Pcons =

√
Pmax,0

ηmax,0

√
Prad. The

transmitter efficiency is given by

ηeff =
Prad

Pcons
=

√
Prad · ηmax,0√︁

Pmax,0

. (3.20)

Option II: We choose to deploy different PAs for different structures, with a maximum
output power given by Pmax=

αoff,0

αoff
Pmax,0, where αoff has the same value as in Option I.

This means that we scale the maximum power of the PA according to the backoff factor
of Option I. Consequently, the effective radiated power and the consumed power of the

underlying PA read Prad = Prad,0 and Pcons =

√
Pmax,0·αoff,0/αoff

ηmax

√
Prad. The transmitter

efficiency is given by

ηeff =
Prad

Pcons
=

√
Prad · ηmax√︁
Pmax,0 · αoff,0

· √αoff . (3.21)

Option I corresponds to a comparison with a fixed chosen PA whereas option II allows
comparing the two architectures with matched PA designs.

We have run numerical simulations to compare both structures. We simulated two
modulation schemes, single-carrier modulation (SCM) and OFDM modulation. The PAPR
and therefore the efficiency with a linear operation of the PAs depends on the modulation
and the structure. We consider a system with M = 64 antenna elements and MRF = 4 RF
chains.

We first assume a reference scenario as the baseline, i.e., the OSPS architecture using a
single-carrier modulation. The reference PA has Pmax,0 = 36 dBm and ηmax,0 = 0.24. The
backoff factor with respect to different waveforms and transmitter architectures can be
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written as αoff = 1/(PPAPR), where PPAPR represents the PAPR of the input signals at the
PAs. The investigation for 3GPP LTE in [64] showed that with a probability of 0.9999,
the PAPR of the LTE single-carrier waveform is smaller than ∼7.5 dB and the PAPR of
the LTE OFDM waveform (with 512 subcarriers employing quadrature phase-shift keying)
is smaller than ∼12.3 dB. We set PPAPR to these values for the OSPS architecture. For
the FC architecture, however, the input signals of the PAs are the sum of the signals from
different RF chains. For an OFDM modulation, each signal can be modeled as a Gaussian
random process [64] and the signals from different RF chains are independent. The PAPR
of the sum of Gaussian random signals is the same as of one of the signals. Therefore, we
set the PAPR of the FC structure with OFDM signals also to 12.3 dB. For the case of SCM
signaling, there is no clear work in the literature that shows how the sum of single-carrier
signals behaves. We simulated the sum of MRF = 4 single-carrier signals using the same
parameters as in [64]. The result shows that with a probability of 0.9999, the PAPR of the
sum is smaller than ∼10.3 dB. We apply these values and, without loss of generality, we
assume αoff,0 = 0 dB as reference.

As can be seen in (3.20), the efficiency with the assumptions of Option I only depends
on the chosen PA and the radiated power Prad. Prad itself does not depend directly on
the structure but the required backoff αoff . Figure 3.17(a) shows the achievable radiated
power for the different structures and modulation schemes over the radiated power of the
reference scenario (OSPS structure and SCM). The OSPS structure with an SCM results
in the highest radiated power followed by the FC structure with an SCM. For the OFDM
modulation, both structures have the same efficiency and radiated power which are smaller
than the SCM values. Figure 3.17(b) shows the efficiency against the radiated power in
the case of option II. The difference between the structures and the modulation schemes
can be explained by the fact that due to the PAPR of the signals, the PAs cannot achieve
their maximal efficiency. Hence, the configuration with an OSPS network and an SCM has
the highest efficiency, followed by the FC structure with SCM. Both structures with an
OFDM modulation have the lowest efficiency.

A conclusion of the modeling and the simulations is, that the structure does not directly
influence the efficiency of the system (under the given assumptions). Rather, the architecture
can change the PAPR of the beamformed signal which in turn impacts the efficiency.

3.3.4. Complexity Analysis

As written before, the lower complexity of the HDA architecture compared to the fully-
digital architecture for massive MIMO is one of its main advantages [14]. The complexity is
a characteristic that is not easy to quantify and which strongly depends on the technology
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Figure 3.17.: Power efficiency evaluation of the two analog network structures with M = 64,
MRF = 4, Pmax,0 = 36dBm and ηmax,0 = 0.24. (a) is the actual radiated
power in option I over the radiated power of the reference scenario. (b) is the
power efficiency in option II over the actual radiated power.
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Figure 3.18.: Number of used components for an FC analog network and an OSPS analog
network over the number of antenna elements M for MRF = 4 and MRF = 8:
(a) number of vector modulators and (b) number of one-to-two Wilkinson
power dividers.

or the state-of-the-art. For example, mm-wave devices were not many years ago only used
in point-to-point communication links due to their hardware complexity. Whereas in 5G,
they are considered to boost the data rate of an average UE. This was made possible by the
progress in semiconductor technology. Keeping this in mind, we still want to compare the
complexity of the fully-digital architecture with the HDA architecture and the FC structure
with the OSPS structure.

We will first compare the FC structure to the OSPS structure. The complexity of a
hardware design can be quantified by comparing the number of required components. The
main components of the analog network are the power dividers/combiners and the vector
modulators. We assume Wilkinson power dividers, although the results might be similar for
other power divider types. We consider the number of one-to-two Wilkinson power dividers
NWIL in the power distribution network of the two structures.15 As described in Section 3.3.1,
power dividers with other port ratios can be implemented in a tree structure with one-to-two
dividers. NWIL of the FC structure is given by NFC

WIL = (M − 1)MRF + (MRF − 1)M . The
OSPS structure uses NOSPS

WIL = M −MRF Wilkinson dividers. Additionally, the number

15NWIL includes all dividers and combiners in the whole analog network. A Wilkinson divider can also be
used as a power combiner.
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Figure 3.19.: Required gain to compensate for the loss of the power distribution in the
analog network for both structures over the number of antenna elements M
for MRF = 4 and MRF = 8.

of vector modulators used in the analog network NVM is different for the two structures.
The FC structure has NFC

VM = M ·MRF vector modulators which is MRF times more than
the OSPS structure with NOSPS

VM = M vector modulators. For both component types,
the FC structure uses much more components than the OSPS structure. The difference
increases linearly with the number of antennas M . To illustrate the rapid increase, we plot
in Figures 3.18(a) and 3.18(b) the number of used vector modulators and Wilkinson power
dividers, respectively. The number of used components in the FC structure can become
very large even for a moderate number of elements, like 256, and eight RF chains. It is
apparent, that the OSPS structure is much better suited for systems with a large number
of antenna elements and RF chains.

Besides the analog network by itself, also the required amplification influences the
complexity. As written before, the insertion loss of the analog network has to be compensated
by amplification. The required gain Areq as given in Section 3.3.2 is different for the two
structures. A higher gain requires either bigger or more amplifiers which increases the
general complexity of the system. Figure 3.19 shows the required gain over the number of
antenna elements for both structures and four and eight RF chains. The gain is plotted
in the logarithmic scale in dB. Similar to the number of components, the FC structure
also requires a larger gain than the OSPS structure. However, the gap between the two
structures with the same MRF is constant due to the logarithmic scale. The required gain of
the FC structure increases with a larger number of RF chains. In contrast, AOSPS

req decreases
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for a larger MRF. In an FC network, the gain has to compensate for the power combiner
loss. Whereas in an OSPS network, the power combiner loss is one and the power divider
loss decreases when the number of RF chains increases. The power of each RF chain is
transmitted over fewer elements. Hence, the OSPS structure is better suited for systems
with many RF chains.

In addition to the comparisons above, the hardware development complexity increases
with the FC structure. The hardware development complexity can not easily be expressed
in a formula. One aspect where the higher complexity can be recognized is the number of
signal crossings in the analog network. Signal crossings are not realized without difficulty
in RF hardware. In Figure 3.3, it is easy to see that the FC network has signal crossings
(crossing lines in the block diagram), whereas the OSPS structure has none. The signal
crossings in the FC structure are located in the power combining part of the network. The
number of crossings increases with an increasing number of RF chains.

In conclusion, the complexity of the FC structure is much higher compared to the OSPS
structure. The number of required components, the required gain, and the development
complexity are higher for the FC structure. In addition, the complexity of the OSPS
structure scales better when the number of antenna elements and the number of RF chains
increases. After comparing the system performance in Section 3.2.3, the power efficiency in
Section 3.3.3, and the complexity, the OSPS structure outperforms the FC structure in all
domains.

We will now compare the complexity of a hybrid massive MIMO system using an OSPS
analog network with a fully-digital system. In Section 2.4, we already explained that the
main difference in complexity is the reduced number of RF chains in a hybrid system
in comparison to a fully-digital system. A fully-digital system has M RF chains. An
HDA system has MRF RF chains and should be operated with K = MRF simultaneously
scheduled users. K = MRF maximizes the performance over the cost/complexity ratio.
This implies, that the hybrid system should be optimized for the network in which it is
deployed. The hybrid approach achieves the lower number of RF chains by employing the
analog network. The analog network increases the complexity compared to the fully-digital
approach. The complexity of the analog network and the complexity of an RF chain can not
easily be compared. We formalize the comparison by considering an abstract complexity
value. CFD is the abstract complexity of a fully-digital system and given by

CFD = CRF ·M, (3.22)
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where CRF is the abstract complexity of a single RF chain. The abstract complexity CHDA

of a hybrid system with an OSPS network is

CHDA = CRF ·MRF + CVM ·M + CWIL · (M −MRF) + Camp, (3.23)

where CVM, CWIL, and Camp are the abstract complexities per vector modulator, Wilkinson
power divider, and for the additional required amplification, respectively.

Of course, the different complexities depend among other things on the center frequency,
the bandwidth, and, in general, the technology. One has to compare the fully-digital
architecture and the HDA architecture for a specific application. A parameter like the
component price or the power consumption can be used as the abstract complexity.

As a simple example, we compare the cost of a system operating in the frequency range
24.25GHz to 27.50GHz which is one of the mm-wave 5G bands. We assume a bandwidth
of 400MHz which is the largest currently specified bandwidth in the 5G standard [60]. The
system has M = 64 antenna elements and MRF = 8 RF chains. To simplify the comparison,
we represent the cost of an RF chain by the cost of the ADC and DAC. We ignore the
cost for other components, e.g., the frequency converters. We use the cheapest ADC and
DAC from the manufacturer Analog Devices, Inc.16 We consider ADCs/DACs with two
channels, for IQ sampling, and a minimum resolution of 8 bits. We use the online product
selector of Analog Devices, Inc.17. The cheapest ADC is the device AD9286 with a price of
43.20USD. The cheapest DAC is the device AD9780 with a price of 20.02USD. The total
cost per RF chain is 63.22USD. For the hybrid system, the cost of the analog network is
represented by the cost of an integrated beamforming chip. Such circuits include the vector
modulators, the power distribution network, and the amplifiers. We have already listed a
selection of beamforming ICs in Section 3.1. The only IC which has a public price is the
NXP MMW9004KCAZ.18 It is a four-channel beamforming circuit for RX and TX for the
considered frequency band. It includes a one-to-four power distribution network and 24 dB

power gain. The NXP MMW9004KCAZ has a price of 50.05USD.19 We ignore the cost of
the rest of the power distribution network. The cost per antenna element of the hybrid

16Analog Devices, Inc. is a large semiconductor company that designs and sells many components. We
use it as an example due to its large number of available ADCs and DACs. Thus, we get a realistic
comparison of the price of commercially available components. Of course, this is also a momentary
comparison.

17ADC search: https://www.analog.com/en/parametricsearch/10826#/ Retrieved 22 December 2021
DAC search: https://www.analog.com/en/parametricsearch/10956#/ Retrieved 22 December 2021

18https://www.nxp.com/products/radio-frequency/rf-power/rf-cellular-infrastructure/5g-mm
wave/24-25-27-5-ghz-4-channel-analog-beamforming-integrated-circuit:MMW9004KC Retrieved
22 December 2021

19https://www.avnet.com/shop/us/products/nxp/mmw9004kcaz-3074457345645366850? Retrieved 22
December 2021
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system is 12.51USD. Following (3.22), the total component cost of the fully-digital system
is 4046.08USD. According to (3.23), the hybrid system with an OSPS structure has a total
component cost of 1306.56USD. The cost of the fully-digital system is around three times
higher than the cost of the hybrid system. This simple example already shows the big
difference in the cost, which is equivalent to the complexity. Please keep in mind, that the
example ignores many aspects, e.g., the development cost and many of the components.
The assumptions are most likely in favor of the fully-digital system and, hence, do not
influence the essential outcome.

3.4. Digital Hardware

This section tries to give a short overview of the signal processing implementation and the
digital signal processing hardware of a hybrid system. In general, the digital hardware
of a hybrid system is not different than in other wireless communication systems. Also,
many steps of the signal processing are the same, e.g., the modulation, the time/frequency
synchronization, and the coding/decoding. The main unique parts of the digital processing of
a hybrid system are the BA and the hybrid MU-MIMO precoding/combining. Digital signal
processing can be implemented in various types of digital hardware. The main types are
field-programmable gate arrays (FPGAs), application-specific integrated circuits (ASICs),
and microprocessors. An FPGA is a programmable digital hardware device with low latency
and high signal processing performance. An ASIC is a digital IC designed for a special
task and is not programmable. Due to the custom design, it has optimal performance and
latency but is expensive. A microprocessor is programmable, very flexible, and easy to
program. It has the highest latency which can be critical for real-time applications. Most
commonly, it is used in a general form in computers.

The performance and latency requirements of the signal processing depend on the data
size (e.g., the channel dimension) and the coherence period of the data (i.e., the channel).
The BA and the hybrid precoding have different real-time requirements. The timing
requirements of the BA depend on the coherence period of the second-order statistics of
the channel H. The coherence period of the AoA/AoD depends on the spatial consistency
of the channel and the movement speed of the user. The spatial consistency of a mm-wave
channel for an urban environment given as a distance is in the order of ∼10m [65], [66].
Depending on the speed of the user, the coherence period of the channel second-order
statistics can be between 100ms and a couple of seconds. Thus, the BA processing has
a very low latency requirement (i.e., it can be slow) and can run on all types of digital
hardware, including a computer. The only important aspect is the total required training
time. The longer the training time, the higher is the training overhead and the smaller is
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the throughput performance of the system. The total training time is determined by the
number of slots TBA and the time per slot. The time per slot is influenced by the setup time
of the beamforming and the measurement time. The measurement time is usually fixed by
the length of the measurement sequence (e.g., the length of the pseudo-noise sequence in
Section 3.2.1) plus some processing overhead. The setup time of the beamforming depends
on the interface between the processor controlling the measurement and the analog network.
The setup time of the beamforming and the measurement overhead should be optimized.
For example, the measurement could be controlled by a low latency FPGA design, whereas
the Non-Negative-Least-Squares problem could be solved on a computer.

The hybrid precoding matrix W is based on the AoD and the instantaneous effective
channel H̃. The coherence period of the instantaneous channel can be determined from the
speed of the user and the center frequency. For a moderate speed of 50 kmh−1 and a center
frequency of 27GHz, the approximate coherence period is Tcoh ≈ 400µs.20 The coherence
period of the effective channel is much shorter than the coherence time of the second-order
statistics of the full channel. The beamforming part URF of the hybrid precoding, which is
based on the AoD, has a low latency requirement. The analog beamforming control can
be run on a computer. The digital precoding part WBB, which is based on H̃, has to be
updated for each coherence period Tcoh. The latency is critical and the required processing
power is not negligible. Hence, it runs typically on an FPGA or an ASIC. A detailed
analysis of the complexity and latency of the digital zero-forcing precoder was published
in [67]. An advantage of the HDA approach is, that the effective channel H̃ has a smaller
dimension and the processing requires less computational power to run.

3.5. Summary

In this chapter, we have discussed multiple aspects of hybrid systems. We have described
algorithms for the initial channel acquisition phase and the data communication phase. We
analyzed the performance of these algorithms and some of their parameters. The selected
BA algorithm achieves very good performance even for low SNR values. We simulated two
variants of the hybrid data precoding algorithm. The BZF variant based on zero-forcing
in the digital part achieves the best performance for nearly all scenarios (analog network
structures and SNR regimes). Besides the signal processing, we also covered the hardware
of the analog beamforming network. We described two structures of the analog network and
considered different aspects of the components of the analog part. We analyzed the signal
processing performance, the power efficiency, and the complexity for the two structures of

20Tcoh depends on the maximum Doppler frequency fD,max = fc(vmax/c0) with Tcoh ≈ 1/(2fD,max).
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the analog network. The OSPS structure has a similar performance as the FC structure
but a much lower complexity and a better power efficiency. Based on our findings, we
recommend an analog network with an OSPS structure. The analog network should be
able to modulate the phase and the amplitude with a resolution of 4 bits for a system with
64 antenna elements. The digital precoding should use the BZF scheme. In the following
chapters, we will use the results of this chapter to design complete hybrid systems. We will
analyze their performance for two application scenarios.
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We developed a prototype of an analog beamforming module. This prototype is the core of
a hybrid testbed to investigate different aspects of the HDA approach. The testbed consists
of four parts, which are the antenna array, the analog beamforming network, the RF chains,
and the host PC. The first version of the testbed was published in [35]. The testbed was
used to investigate different simple BA algorithms by experiment and to measure their
performance.

The antenna of the testbed is an array of microstrip patches with a tunable center
frequency between 2.2GHz and 2.5GHz. The host PC can control the center frequency.
The bandwidth around the center frequency is ∼30MHz. The antenna can be used with
both polarizations although only one can be enabled at a time. The antenna is built of
panels of 2 by 8 elements with a spacing of λ/2 (at a frequency of 2.4GHz) between the
elements. Multiple panels can be arranged to form different antenna configurations like
2 by 16 or 4 by 8 elements. The antenna configuration for the BA experiments was 2 by
16. The antenna was not developed by the author of this thesis. The core of the testbed
is an analog beamforming module solely developed by the author of this thesis. The host
PC controls the system and can be used for the digital signal processing. The RF chains
of the testbed published in [35] were implemented using a commercial software-defined
radio (SDR). Figure 4.1 shows a picture of the testbed during the measurements for [35].
The antenna and the analog beamforming module are also part of a system that was
presented at the demo session of MobiCom 2020 [38]. This system and the overall testbed
are further investigated in Chapter 6.

In the following chapter, we describe the hardware design of the analog beamforming
module. The focus of the thesis is not hardware design but the system concept of the
HDA architecture. We describe the hardware to give an example and to introduce its
parameters. The module has to be seen as a part of the whole system and was developed
for experimentation. By itself, it is not comparable to research designs published in the
integrated circuit/hardware scientific community.
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Figure 4.1.: A picture of the hybrid testbed with 32 antenna elements.

Figure 4.2.: A picture of the analog module prototype.
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Figure 4.3.: Block diagram of the analog module prototype.

4.1. Hardware Design

The analog network of the prototype is based on a self-developed analog beamforming
module which we will call analog module (AM). Figure 4.2 shows a picture of an AM.
The analog network of the AM has a fixed size. Larger networks, e.g., with more antenna
elements, can be created connecting multiple modules. Such a modularization allows for
scalability of the system, different array arrangements, and ease of development of the AM.
An AM is a fully connected analog RF network between MAM

RF = 2 ports connected to RF
chains and MAM

A = 16 ports connected to antenna elements. A junction in this network is
realized with a power divider/combiner. The AM has a fully connected structure. Each
path of the network has a variable phase and amplitude. A simplified block diagram of the
AM can be seen in Figure 4.3. To implement M antennas and MRF RF chains connected
in an FC structure a system requires MAM = MRF/M

AM
RF ·M/MAM

A analog modules. For
example, for 32 antennas and 4 RF chains connected in an FC structure in total MAM = 4

modules are used. The module would be connected by external power dividers/combiners.
The OSPS structure can be implemented if one of the two RF chain ports is left free.1 The
OSPS structure would use MAM′ = M/MAM

A AMs. A mixed structure, in between the FC
1This is the case due to the fixed FC structure of a single module.
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and the OSPS structure, can also be implemented and is for example used in the hybrid
system which will be introduced in Chapter 6.

The network of a single AM has one vector modulator per path. The network and the
vector modulators are reciprocal and thus the AM can be used for TDD systems without
the need for switches. The distribution/combination network is realized using Wilkinson
power dividers. The phase shifter design is based on a typical varactor diode architecture.
A 90°-hybrid coupler divides the input signal into two branches with a phase difference of
90°. The two branches are terminated with varactor diodes. The varactor diodes reflect
the signals with a certain phase change. The phase change is dependent on a control
voltage applied to the varactor diodes. The reflected signals are in phase combined by the
90°-hybrid coupler at the output. At the input, the reflected signals are 180° out of phase
and cancel out. The phase change between the input and output signal is equivalent to the
phase change of the reflected signals by the varactor diodes. An inductor in series with each
varactor diode increases the tunable phase range. One phase shifter has a tuning range
between 190° and 210°. Therefore in the AM two of these phase shifters per path are used
in series for a tuning range above 360°. The topology of the variable attenuator is very
similar to the phase shifter. It uses PIN diodes and a 90°-hybrid coupler. Instead of the
varactor diodes, the PIN diodes change not the phase but the amplitudes of the reflected
signals. This effect attenuates the output signal but does not reflect the signal to the input.
The power is absorbed by the PIN diodes. Figure 4.4 shows the annotated schematic of a
vector modulator.

The AM initially supports a frequency range of 2.32GHz to 2.48GHz. Changing certain
components of the AM (as can be seen in Figure 4.4) can change the frequency range. This
allows manufacturing modules for different frequency bands. Additional to the 2.4GHz

version, we have planned and simulated a version for a frequency band 3.4GHz to 3.8GHz.
The bandwidth of the AM is depending on the tolerable phase and amplitude errors. The
following error and resolution values are valid for a bandwidth of 20MHz.

The phase range of the AM is 360° and the attenuation range is 20 dB. The design of the
phase and attenuation control results in a resolution of more than 9 bits for the phase and
the amplitude. The practical operation resolution is lower and restricted by the phase and
amplitude errors. These errors occur not only within the control range but also between
the vector modulators of all paths. The module has to be initially calibrated to compensate
for variations in component values, length differences, and other hardware imperfections.
The calibration algorithm is explained in the following section. After calibration, the AM
has a resolution of 8 bits. The AM can also be calibrated to work only as a network using
phase shifters. In this mode, no amplitude control is available. On the other hand, the
phase resolution does increase to 9 bits.
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Figure 4.4.: Schematic of a single path in the analog network of the AM prototype.
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The insertion loss of a calibrated AM measured between two ports is around 28 dB.
The exact value does vary with the calibration but is known after a calibration run. The
insertion loss has two main parts, the power distribution network and the insertion loss
of the components. The loss per path of the ideal power distribution network is 15 dB.
12 dB due to the one RF chain to 16 antennas network and 3 dB due to the two RF chains
per antenna network. Among others, two of the reasons for the high additional insertion
loss of 13 dB are the physical size and the network size of the AM. The phase shifter
and attenuator have a combined insertion loss between 5 dB and 8 dB depending on the
phase setting. Furthermore, the connectors, calibration switches, imperfections of the
power distribution, and the transmission lines (≈200mm per path) add 5 dB. The AM is
a research platform and not optimized in terms of loss. The high insertion loss could be
nullified using a higher output power at the RF chains.

Between the vector modulators and the output ports, a calibration network was added.
Through a switching matrix, the 32 paths can be connected to a single calibration port.
This enables to run a calibration of all vector modulators without the need to connect all
16 antenna ports to a calibration device. This design also enabled a calibration scheme that
can run during the normal operation of the hybrid system.

The module has a digital interface to control the phase and amplitude of every vector
modulator. A small FPGA in conjunction with DACs converts this interface to analog
control signals for the phase shifters and variable attenuators. Through the FPGA design,
the interface can be adapted to the connected control instance, e.g., am SDR or a host PC.
The FPGA incorporates memory and logic for storing and using the calibration data.

Table 4.1 summarizes the key parameters of the AM. The complete schematic of the AM
is given in Appendix A.

4.2. Calibration

As already written in Section 3.3.1, most analog beamforming networks require calibration.
A calibrated vector modulator has a fixed mapping between a control word (or two, for
phase and amplitude) and the realized phase and amplitude changes. Calibration is required
if the mapping is unknown. The exact mapping for the AM described in this chapter
is unknown. The phase and the amplitude are controlled by analog voltages which are
generated by DACs. The phase DACs have a resolution of 14 bits and the amplitude DACs
a resolution of 16 bits (for details, see the full schematic in Appendix A). A general mapping
could be derived from a circuit simulation of the vector modulators. Unfortunately, the
non-ideal behavior of the components (e.g., the PIN diodes, the varactor diodes, and the

72



4.2. Calibration

Table 4.1.: Analog Module Parameters.
Parameter Value

RF chain ports 2
antenna ports 16
frequency range (2.4GHz version) 2.32GHz to 2.48GHz

bandwidth (to guarantee the below errors) 20MHz

phase range 360°
typical attenuation range 20 dB

phase and attenuation resolution 8 bits

phase RMS error < 1.4°
attenuation RMS error < 0.12 dB

insertion loss
(including 15 dB power distribution)

28 dB

hybrid couplers) compared to the ideal simulation falsifies the mapping. A calibration
procedure can be used to measure the mapping for an individual vector modulator.

Even with a known mapping, in a real analog beamforming network, the realized phase
and amplitude changes deviate from the selected phase and amplitude. We call this deviation
phase and amplitude errors. The phase and amplitude errors result in malformed beam
patterns. The impact of these errors is similar to the impact of the phase and amplitude
quantization as considered in Section 3.3.1. The phase and amplitude errors arise from
component tolerances, the non-ideal behavior of the components (e.g., over the bandwidth),
differences between the vector modulators in the analog network (e.g., due to different
transmission line lengths), and other sources. A calibration procedure can be used to
measure and correct these errors up to residual phase and amplitude errors. The size of the
residual phase and amplitude errors depend on the measurement accuracy of the calibration
equipment, the impact of thermal noise in the circuit, and non-ideal behavior which can
not be corrected. In a well-calibrated system, the residual phase and amplitude errors are
smaller than the phase and amplitude resolutions.

In the following, we describe the calibration procedure used to measure the mapping
of the control words to the phase/amplitude values for the AM. Each physical AM is
calibrated on its own. Since the AM is physically reciprocal, the calibration only measures
one direction. The AM is connected to a two-port vector network analyzer (VNA) as can
be seen in Figure 4.5. One VNA port is connected to the calibration port of the AM. The
other VNA port is connected to one of the two RF chain ports of the AM. During the
calibration measurement, the RF cable is switched between the two RF chain ports. The
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Figure 4.5.: Block diagram of the calibration setup of the AM.

Algorithm 1: The measurement procedure for the AM calibration.
Input: measurement and system parameters (frequency, M, MRF,. . . )
Input: amplitude (A ∈ ZNa) and phase (P ∈ ZNϕ) measurement codebooks of

control words

Initialize: setup the AM and the VNA
Initialize: disable all vector modulators

for r = 1, 2, . . . ,MRF do ▷ loop over all RF chain ports
connect RF chain port r to the VNA
for m = 1, 2, . . . ,M do ▷ loop over all antenna ports

enable vector modulator (r,m)
connect vector modulator (r,m) to the calibration port
for a = 1, 2, . . . , Na do ▷ loop over A

▷ Set amplitude control of the vector modulator (r,m) to the a-th value.
AVM,r,m = [A]a
for p = 1, 2, . . . , Nϕ do ▷ loop over P

▷ Set phase control of the vector modulator (r,m) to the p-th value.
ϕVM,r,m = [P]p
[Dr,m]a,p = VNA ▷ Measure the complex coefficient with the VNA

end
end
disable vector modulator (r,m)

end
end

Output: measurement data Dr,m ∈ CNa×Nϕ for all r ∈ [MRF] and m ∈ [M ] vector
modulators.
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4.2. Calibration

VNA and the AM are remotely controlled from the host PC. The calibration is carried out
at a specific frequency. The measurement procedure is described in Algorithm 1. The vector
modulators of an AM are measured successively. The complex transmission coefficients are
measured with the VNA for a two-dimensional sweep through the phase and amplitude
control ranges. The phase range is between 0 and 15 496 and the amplitude range is between
0 and 38 010.2 Per sweep, 256 values are measured (16 phase and 16 amplitude values).
The size of the phase and amplitude sweep is limited due to the measurement time. The
time duration of each measurement depends on the VNA settings, the VNA interface time,
and the AM control time. For the following calibration results, the total measurement time
of a single AM is around one hour.

The measurement data is used to derive the control words for a given phase resolution,
amplitude resolution, and amplitude/attenuation dynamic range. Algorithm 2 describes
the calculation procedure. All vector modulators of an AM are collectively calibrated and
common phase and amplitude offsets are calculated. Due to the restricted size of the phase
and amplitude measurement sweep, the measurement data is first interpolated to the full
control ranges. Afterward, the common phase and amplitude offsets are calculated for
all vector modulators over the full phase and amplitude control ranges. The calibration
procedure computes the error distance between the interpolated measurement data and the
phase and amplitude target pair. The control words (phase and amplitude) of the minimum
error distance are stored for all target value pairs.

The frequency dependence of the vector modulator is a non-ideal behavior that can
not be corrected by the calibration scheme. The AM does not use true time delay phase
shifters but phase shifters with a narrowband assumption (see Section 3.3.1). The phase and
amplitude errors increase as the difference between the signal frequency and the calibration
frequency grows. The achieved resolution and the residual errors are valid within a specific
bandwidth (i.e., 20MHz). For the whole frequency range of operation, multiple frequency
points need to be calibrated.

The AM, calibrated with the described procedure, achieves a resolution of 8 bits for the
phase and the amplitude with an amplitude/attenuation range of 20 dB. After running
the calibration procedure, we measured the residual phase and amplitude errors between
the RF chain ports and the antenna ports for all vector modulators of an AM. Figure 4.6
shows the phase error and the amplitude error for one exemplary vector modulator at a
frequency of 2.4GHz over the full settings range. The performance of a complete AM over
the 20MHz bandwidth can be seen in Figure 4.7. Figure 4.7 shows the maximum and the
root mean square (RMS) of the errors of all vector modulators and all phase/amplitude

2The ranges depend on the maximum voltages of the diodes, the DAC reference voltages, and the DAC
resolutions.
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Algorithm 2: The calculation procedure for the AM calibration.
Input: Dr,m for all r ∈ [MRF] and m ∈ [M ] vector modulators
Input: amplitude (A ∈ ZNa) and phase (P ∈ ZNϕ) measurement codebooks
Input: target amplitude (ba) and phase (bϕ) bit width
Input: Amax amplitude dynamic range in dB

for r = 1, 2, . . . ,MRF do ▷ loop over all RF chain ports
for m = 1, 2, . . . ,M do ▷ loop over all antenna ports

Aint = {0, 1, . . . ,max(A)}
Pint = {0, 1, . . . ,max(P)}
▷ cubic spline interpolation of D from A and P sample codewords to all
possible codewords
Dint

r,m = interpolate(A,P,Dr,m,Aint,Pint)
end

end
▷ common phase and amplitude offsets of all vector modulators

ϕoff = −1 · max
r,m,Aint

(︃
min
Pint

(︁
arg(Dint)

)︁)︃
Aoff = 1/

(︃
min

r,m,Pint

(︃
max
Aint

(︁
|Dint|

)︁)︃)︃
for r = 1, 2, . . . ,MRF do ▷ loop over all RF chain ports

for m = 1, 2, . . . ,M do ▷ loop over all antenna ports
for a = 1, 2, . . . , 2ba do ▷ loop over the target amplitude values

for p = 1, 2, . . . , 2bϕ do ▷ loop over the target phase values
ϕt =

2π (p−1)

2
bϕ−1

▷ target phase

At = 10
Amax (a−1)

2ba−1
/20

▷ target amplitude
▷ find the best fitting control word for the target
x, y = argmin

Aint,Pint

(︁
|Dint

r,m ·Aoff eiϕoff −At e
iϕt |

)︁
[Actrl

r,m]a,p = x

[Pctrl
r,m]a,p = y

end
end

end
end

Output: Actrl
r,m ∈ Z2ba×2

bϕ amplitude and Pctrl
r,m ∈ Z2ba×2

bϕ phase control words for
all r ∈ [MRF] and m ∈ [M ] vector modulators.
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(a)

(b)

Figure 4.6.: Measured error performance of one vector modulator of the calibrated AM
with an 8-bit resolution at 2.4GHz: (a) phase error over the settings range,
and (b) amplitude error over the settings range.
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Figure 4.7.: Measured maximum and RMS of the phase error and the amplitude error
over the bandwidth of an AM with 8-bit resolution calibrated at 2.4GHz: (a)
amplitude error and (b) phase error.

settings. The RMS errors are smaller than the least significant bit for an 8-bit resolution.
As expected, the phase error in Figure 4.7(b) does increase for frequencies further away
from the calibration frequency. Reducing the phase error even further below 1° is very
challenging as the whole calibration setup has an impact on the result. This includes the
measurement accuracy of the VNA and inaccuracies like a phase drift over the measurement
duration. The 8-bit resolution is already higher than offered by off-the-shelf variable phase
shifters and attenuators, especially, taking into account that it is achieved over the phase
range, the amplitude range, and 32 vector modulators.

To visualize the impact of the real hardware including the phase and amplitude errors,
we measured the channel gain of a beam sweep over the whole azimuth range of 180°.
The channel was measured in a large empty room between the testbed with a 2 by 16
antenna array and a directive measurement antenna. This setup ensured a LOS condition.
Figure 4.8 shows the comparison between the measurement and the calculated channel gain
assuming ideal hardware and only the LOS path. Both curves show a close agreement for
the LOS/main-lobe and no additional strong side-lobes. Thus, we can assume, that the
testbed works very well and can be used for further investigations on the HDA architecture.
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Figure 4.8.: Comparison of the measured and calculated channel gain vs. the beam sweep
angle using the hybrid testbed at 2.4GHz with a 2 by 16 antenna array
configuration. The channel was measured in a LOS scenario and the calculated
channel assumes a single path.
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5. 5G mm-wave Application Scenario

The main application of the HDA architecture considered in the literature is in systems
operating in the mm-wave frequency range [14]. The increased available bandwidth in
the mm-wave frequency range is one of the main contributions to the increased data rate
of the 5G standard [60]. 5G brought mm-wave systems for mobile communication closer
to commercialization than ever. The increased bandwidth compared to the sub-6GHz

frequency range makes the fully-digital architecture infeasible for mm-wave systems with
the current technology. The use of large antenna arrays and the HDA approach makes 5G
mm-wave systems possible [14]. The mm-wave channel has distinct features compared to
the frequency range below 6GHz [56]. It has a considerably larger free-space path loss
due to the high frequency. In conjunction with the high path loss, the channel above the
noise floor consists of fewer paths from fewer scatterers and the impact from blockage is
much higher [56]. State-of-the-art systems use smaller cells and large antenna arrays to
compensate for these effects and increase the system sum-rate [68]. The following analysis
will focus on the scenario of an urban small cell with a diameter of up to 300m and slowly
moving users.

In recent years multiple testbeds and prototypes of mm-wave systems have been published
demonstrating certain features and properties [34]. The European research project SERENA
(http://www.serena-h2020.eu/) developed a hardware and signal processing platform for
the use in mm-wave mobile communication. The goal of the project was to have a proof-of-
concept for a 5G system in the 37GHz to 40GHz band based on an innovative hardware
integration platform. In this chapterr, we evaluate using simulations the hypothetical
performance of a system based on the SERENA integration platform. Compared to more
theoretical investigations in Chapter 3, we incorporate additional realistic assumptions
on hardware impairments like non-ideal antenna patterns and design parameters like the
array size. Furthermore, where possible we use physical layer parameters defined by the 5G
standard. We use the QuaDriGa 3-D channel simulator [69] with 3GPP parameters for the
mm-wave channel. This chapter is based on the publication “Performance Simulation of a
5G Hybrid Beamforming Millimeter-Wave System” [20].
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Figure 5.1.: Block diagram of the OSPS transmitter architecture of the SERENA system.

5.1. System and Hardware Description

As mentioned above, the described system is part of the research project SERENA. Hence,
the simulation and the system design in this paper follow closely the hardware specifications
of the project [37], [70]. The hardware design is described below. The signal processing as
described in Section 3.2 is adopted to conform with the 5G physical layer specifications.
Figure 5.1 shows the structure of the system. It is an implementation of the OSPS structure
for the analog network as introduced in Section 3.1. The hardware partners in the SERENA
project declared the OSPS structure the only feasible option. As the theoretical investigation
in Chapter 3 showed, the performance loss compared to the FC structure is negligible.

The core part of the hardware design is a fully integrated module in the form of a small
printed circuit board. It has one RF port connected to four antenna elements by phase
shifters and amplitude modulators. The antennas are on top of the module. The module is
designed for TDD operation in the 5G frequency band between 37GHz and 40GHz. The
transmitter part is shown as a block diagram in Figure 5.1. The receiver is not shown
since we focus on the downlink. Transmitter/receiver reciprocity, which is required by parts
of the signal processing, requires a calibration procedure is not described here. It is very
similar to the procedure described in Section 4.2. The hardware simulation is based on the
design specifications [37].

The module incorporates a beamforming chip with four channels. It can optionally
have four frontend chips with a power amplifier and a low noise amplifier. The power
amplifiers boost the maximum output power per beamforming channel to above 33 dBm.
This could enable a large BS cell coverage, possibly larger than common small cells. Since
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1 element 1 subarray1 module
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Figure 5.2.: Array configuration of the BS showing the module arrangement.

in this chapter we focus on the small cell scenario, we simulate the modules without
power amplifiers. The maximum output power of the beamforming chip is 10 dBm. In our
simulations we include a power backoff of 12 dB for a typical 5G waveform [71] resulting
in a maximum output power of a single channel of Po,amp = −2 dBm. The beamforming
capabilities of the module include phase and amplitude modulation. The phase resolution
is 5° within a range of 0° to 360°. The amplitude can be set with 0.5 dB steps in a 30 dB

range.

Each of the four antenna elements in the module consists of two microstrip patches with
horizontal polarization and a half-wavelength spacing. The two patches are fed with equal
phase and amplitude from a single beamforming channel using a power divider. Thus,
they can be seen as a single element with a specific (directional) radiation pattern (see
Figure 5.3(a)). The antenna was designed at the Fraunhofer Institute for Reliability and
Microintegration (IZM). The overall size of the module is half of the wavelength at the
center frequency times the number of patch elements in the respective direction. Hence,
multiple of the modules can be used together to create larger antenna arrays. Figure 5.2
shows the concept and the size simulated in this paper. The module concept simplifies the
manufacturing and enhances the RF performance but also gives flexibility in designing a
larger array.

In the simulations we investigate an array (Figure 5.2) which consists of four subarrays
connected to MRF = 4 RF chains. Each subarray is built with eight modules resulting
in M̂ = 16 horizontal elements and two vertical elements. During the simulation we only
consider the horizontal domain and use the vertical elements of a subarray with equal
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Figure 5.3.: Antenna patterns of the SERENA system: (a) 3-D view of a single element
pattern and (b) example beam patterns of a single subarray for the SERENA
array and an array of ideal patch elements.
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Figure 5.4.: Frame structure of the signal processing adopted to the 5G standard for 120 kHz
SC spacing.

phase and amplitude resulting in a fixed beam in elevation in the broadside direction. The
total number of steerable elements in the array is M = M̂ ·MRF (considering two vertical
elements in Figure 5.2 as one).

5.2. Signal Processing and Frame Structure

A critical part of a 5G mm-wave system is the signal processing necessary for MU-MIMO,
this includes the measurement of the channel state and the precoding. As mentioned before,
due to the large path loss and the HDA structure of the system the channel is estimated
using a BA algorithm. The result of the BA is a pair of beam directions connecting the
BS and each UE. We name the direction at the BS as AoD and at the UE as AoA. In the
data communication phase the BS and the UE use beamforming towards these directions
to increase the SNR and overcome the large path loss. In this section, we use the BA
algorithm described in Section 3.2.1. The data communication is based on the hybrid
precoding investigated in Section 3.2.2.

The time flow of the whole communication with the different phases is set by the protocol
and the frame structure. Figure 5.4 shows the frame structure envisioned for the proposed
system. It is based on the 5G definition for the initial acquisition as described in [60].
We use the configuration with the highest available bandwidth of the standard with a
subcarrier (SC) spacing of 120 kHz, resulting in 400MHz channel bandwidth. During the
BA phase the synchronization signal blocks (SSBs) are used as training symbols. One
SSB is equivalent to one training slot in the described BA algorithm and consists of two
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synchronization sequences which can be used to estimate the channel power. The encoded
information in an SSB can be used by the UE to identify the index of the current pattern
from the BS pseudo random beamforming codebook. The 5G initial acquisition structure
supports 64 training slots in a 5ms SSB burst. The BS can transmit every 20ms an SSB
burst to increase the number of available training slots to more than 64. Once a UE has
determined an AoD and AoA pair, it feeds the AoD information back to the BS using the
physical random access channel (PRACH). The UE transmits the feedback using a single
beam along the calculated AoA. During the PRACH phase the BS uses an omnidirectional
pattern or sweeps through multiple beam directions to receive the UE feedback. Once the
BS has received the AoD information from the UE it can schedule the user in the downlink
data communication phase using MU-MIMO precoding as described below.

As can be seen in Figure 5.4, in 5G the SSBs use 240 SCs and the data uses 3300 SCs.
Within the BA phase of an HDA system the BS can not combine SSB and data SCs since
the analog beamforming is independent of the SCs. Thus, the power per SC of a SSB is
∼11 dB higher than of a data SC improving the measurement SNR of the BA phase. The
path directions in the underlying channel are consistent with the channel second-order
statistics and vary much slower than the channel small-scale fading [56]. Hence, the data
communication phase can be much longer than the BA phase in order to reduce the training
overhead1.

After the successful BA, a scheduler selects a subset of users for the data communication.
The directional nature of the mm-wave channel and the HDA system demand a directional
scheduler which selects UEs with a required minimum angular separation [19]. We did
not include a scheduling algorithm in our simulations but use sets of users with sufficient
angular separation for the data communication. During the data communication phase, we
use the precoding algorithm investigated in Section 3.2.2. We simulate both variants of
the proposed algorithm (i.e., BST and BZF). We assume UEs with a single RF chain/data
stream. Hence, for both algorithm variants the UE points a single beam towards the
acquired AoA. The scheme could easily be extended to support multiple RF chains per user.
The BS uses the analog beamforming of one subarray to point a single beam towards the
AoD of the UE. The other subarrays point towards different UEs. Please note, that further
parts of the baseband signal processing like e.g. the modulation, time synchronization, and
instantaneous channel estimation are out of the scope of this chapter. We focus on the
parts directly related to the HDA-system approach. The other parts are within the 5G
standard relatively independent of the details of the HDA implementation.

1In [56] the authors measured a coherence distance of the second-order statistics of more than 10m. Even
with a high speed like 10m/s (for a small cell scenario) the data communication could use the BA
information for up to 1 s.
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5.3. Simulation Environment

To analyze the performance of the described system, we setup a simulation environment
based on the simulations of the signal processing algorithms in Chapter 3, EM field simula-
tions of the hardware module, and the QuaDriGa 3-D channel simulator [69]. QuaDriGa is
a geometry-based stochastic channel model incorporating, among others, features like UE
mobility, 3GPP channel parameters and non-ideal antenna patterns.

The radiation patterns of the antenna elements are simulated using CST Microwave
Studio©2017 by the Department of Microtechnology and Nanoscience of the Chalmers
University of Technology. The 3-D directivity pattern of the vertical polarization for the
element highlighted in Figure 5.2 is shown in Figure 5.3(a). The gain of one antenna element
in broadside direction is 8.5 dBi. Two example radiation patterns of single direction Fourier
based beams of one subarray can be seen in Figure 5.3(b). The non-ideal characteristics of
the antenna elements create slightly larger side-lobes and smaller main-lobes compared to a
subarray with ideal patch elements. The radiation characteristics of the full antenna array
are created using concatenated simulation results from a single module. The simulated
antenna characteristics are used at the BS in the QuaDriGa simulator. The UE antenna is
set to an array of four ideal patch elements with a half-wavelength spacing.

Unless otherwise specified, we choose the following parameters for the simulations. The
center frequency is set to 39GHz. Other timing parameters are set to the respective values
defined by the 5G standard as described in Section 5.2. The noise figure of the UE receiver
is chosen to be 7 dB, which is consistent with the noise figure of the beamforming chip in
a SERENA module. The temperature, used to determine the noise power, is 333K. The
BS is 10m and all UEs are 1.5m high. The BS array is tilted downwards with an angle
of 11.6°. The phases and amplitudes for the beamforming are quantized as described in
Section 5.1 with an additional equally distributed random error in the range of 5° and 0.5 dB

to simulate hardware tolerances for the phase and amplitude, respectively. The QuaDriGa
channel scenario is set to the values defined in the technical report 3GPP 38.901 [66] (but
extended through the QuaDriGa setting use_3GPP_baseline=0). In this report, the 3GPP
consortium standardized channel model parameters for mm-wave channels, which should
be used for 5G testing. In our simulations, we use the urban micro parameters both for
LOS and NLOS.

The users are distributed in a distance dUE between 10m and 300m and in an azimuth
range of −45° to 45°. The azimuth range is divided into K equally sized subranges with
an angular separation of ∆az = 5°. An equal number of users is randomly located in
each subrange. The ideal scheduler picks one user of each subrange for the data rate
simulation. Due to the four subarrays of the SERENA array, K = 4 UEs are scheduled
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in one communication slot. During all simulations the UEs have a moving speed of 1m/s,
a slow walking speed. The random walking direction is in the range −45° to 45° towards
the BS. This guarantees that the users always have a LOS channel for a LOS channel
simulation.

For the BA simulation, we use beamforming patterns with κu = 2 probed directions for
the BS and a single beam for each UE. We allow a maximum number of 192 training slots.
The result of the BA after the 192 slots is used as input for the precoding algorithm, even
in case of an incorrect result.

We do not simulate a complete communication system with, for example, modulation,
channel coding, and synchronization. The focus of the simulation is to characterize the
hardware system and the HDA related algorithms described in Section 5.2. To evaluate the
performance of the hardware and the precoding algorithm during the data communication
phase, we calculate the achievable asymptotic ergodic spectral efficiency as introduced in
Section 3.2.2. The number of SCs during the data communication is F = 3300. Pk,ω in
(3.17) is in this setting the output power of a subarray over the number of SCs F and equal
to M̂ · Po,amp/F = −25.14 dBm for all users and SCs. The sum spectral efficiency for the
K scheduled UEs is Rsum =

∑︁K
k=1Rk. This metric does not include the overhead due to

the BA and the instantaneous channel estimation, which is required by the ZF scheme. It
is an upper bound and will be lower in a real system with modulation and channel coding.

5.4. Simulation Results

The cell configuration is visualized in Figure 5.5 (a). It shows the LOS power levels in
the cell for a BS with a single element antenna transmitting the total output power of the
full array and an ideal UE with an omnidirectional antenna pattern. One can see, that
close to the BS, due < 11m, the power decreases rapidly. Below this distance the UE is not
covered by the main lobe of the BS array. This limit could be reduced by using vertical
beamforming at the BS or changing the BS array tilt at the cost of the maximum distance
coverage. In Figure 5.5 (b) the SNR before beamforming (BBF) is shown for the BA phase
(SSB frames) and the data communication phase. BBF means, that the BS and the UEs
use a single antenna element with the respective radiation pattern, the BS transmits with
the total output power of the full array, and the UEs receive with the given noise figure.
The SNR is simulated for the given SC spacing. The curves named “mean” are averaged
over all users, SCs, and slots. The “min” and “max” curves are the minimum and maximum
values of all simulated users and slots. The data curve is lower than the SSB curve due to
the mentioned difference in the number of used SCs. The LOS channel scenario is shown in
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Figure 5.5.: QuaDriGa channel simulation results of the 5G system: (a) visualization of the
cell, and (b) and (c) the average SNRBBF for the BA and data communication
phase for the LOS and NLOS case, respectively.
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Figure 5.6.: Average detection probability PD of the BA for different user distances dUE for
(a) the LOS case and (b) the NLOS case.

Figure 5.5(b) and the NLOS scenario in Figure 5.5(c). Naturally, the SNR of the NLOS
case is much lower than for LOS.

Beam Alignment: The performance measure of the BA is the detection probability PD.
It is the probability of finding an AoD-AoA pair between the BS and the UE for which
the channel loss is within a 2 dB range from the strongest pair. Multiple pairs can have a
similar path loss due to the fact that the BA output is a discrete grid index while the user
placement is continuous or because multiple paths have a similar loss in a NLOS channel.
Since we use the simulated BA results as input of the precoding simulation this effect is
included in the data rate results. The mean of PD for all UEs of a given distance dUE is
shown in Figure 5.6. Figure 5.6(a) shows the LOS case and Figure 5.6(b) the NLOS case.
In general, the simulated performance of the BA algorithm for LOS is very good. PD > 0.95

is achieved for the whole cell with less than 64 slots in the LOS scenario. The bad result
for LOS at dUE = 10m is due to the mentioned lower distance limit of the main lobe in
elevation of the BS antenna. The main reason for the worse performance in the NLOS case
is a very low SNR for some of the UEs (see the min curves in Figure 5.5). Nonetheless, the
BA algorithm does estimate correct AoD-AoA pairs for near NLOS users. The small cell
assumption with the LOS condition2 together with the reduced number of SCs of the SSBs
is favorable for the BA.

2LOS is a typical assumption for mm-wave small cell systems [68].
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Figure 5.7.: Average sum spectral efficiency Rsum over the UE distance due for (a) the LOS
case and (b) the NLOS case.

Data Communication: To evaluate the data communication performance, we compare the
two variants of our precoding algorithm with the sum of the single user spectral efficiency.
The single user sum is the interference free upper bound for the precoding results. The
average results for multiple user sets vs. the distance of the UEs to the BS is shown in
Figure 5.7. In the very high SNR region (see Figure 5.5 (b), below 200m) the ZF variant
achieves a very high MU-MIMO gain3 and has a much better performance than the BST
variant. With an increasing distance, the SNR decreases and the BST achieves a similar
performance. At the edge of the cell, BST shows a better performance than ZF. This
result is consistent with our previous results in Section 3.2.3. Due to the reduced SNR
of the NLOS scenario the achievable data rates are much lower and not the complete cell
can be covered by the BS. Nevertheless, UEs closer than 150m could be served by the BS
applying the BST precoding scheme even with a very low SNR.

5.5. Summary

In this chapter, we presented an HDA beamforming mm-wave system which was developed
in the European project SERENA. We described the system specifications, the underlying
signal processing algorithms, and the frame format based on the 5G standard. We jointly

3Which means it is close to the sum of the single user rate.
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evaluated the performance of the complete HDA system including the antenna patterns,
hardware specifications, and the BA and the data precoding algorithms. We used 5G
physical layer frame parameters and the QuaDriGa 3-D channel simulator with 3GPP
mm-wave channel parameters. The system shows in the simulated small cell scenario a
very good BA performance and a good MU-MIMO gain.
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In the last years, Wi-Fi has become the most widespread wireless local area network
technology worldwide. It is nearly supported by all user communication devices and can be
found in many deployment scenarios, both private and enterprise. Since the first release of
the Wi-Fi IEEE 802.11 standard in 1997, the technology has rapidly improved by increasing
the data rate to multiple Gbit/s and supporting many more users per deployment [5], [72].
However, the dramatic increase in Wi-Fi network and user density created problems of
its own. The dense deployment results in a shortage of available channels and inter-user
contention and interference [7]. As written in Chapter 1, one key technology leap to
overcome this problem was the introduction of the MU-MIMO operation in 2013 with IEEE
802.11ac [5], [6]. Since 2013, the adoption of the MU-MIMO technology was quite slow and
current commercially available devices do not achieve the full capabilities as defined in the
standard [8]. Given current hardware constraints, the literature [73]–[75] and also vendors of
commercial Wi-Fi solutions like Qualcomm [8] concluded that, in typical channel conditions,
the gain of MU-MIMO is relatively limited. In this chapter, we address the problem of the
low MU-MIMO performance in Wi-Fi networks. We propose the HDA architecture as a
solution to increase the number of antenna elements. The lower complexity of the hybrid
approach is an important factor for commercial Wi-Fi devices. The reduced cost should
make the solution feasible for Wi-Fi. In addition, the goal is to find a solution based on
COTS Wi-Fi hardware, that does not require a protocol change as this would require a
new standard release or some proprietary solution.

We demonstrated the proposed solution in the demo session of ACM MobiCom 2020 [38].
The following chapter is based on an original journal manuscript [39]. The journal manuscript
will be submitted to the IEEE/ACM Transactions on Networking.

6.1. Problem Statement and Related Work

In the background chapter in Section 2.1, we explained the interconnection between the
capacity of a MU-MIMO system, the number of antenna elements/number of spatial streams,
and the power penalty of the precoding. If we want to increase the capacity, we can increase
the number of antenna array elements at the AP to increase the number of spatial streams.
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The Wi-Fi standard sets a maximum number of spatial streams and limits this possibility.
Reducing the power penalty of the precoding is the second option to increase the capacity.

The power penalty of the MU-MIMO precoding depends on the quality of the channel.
For ZF, it is inverse proportional to the condition number of H as defined in (2.4). The
exact relation between the power penalty and the channel might be different for other
algorithms. Nonetheless, the power penalty will still depend on the quality of the channel.
The specific algorithm and its implementation used in a Wi-Fi chip are often unknown.
Independently of the exact precoding algorithm, the Wi-Fi system has to select a set of
users for the MU-MIMO precoding. This selection is also called MU-MIMO user grouping
or scheduling. The set of users does specify the effective channel H′ and the α′

k coefficients
for the selected users. The algorithm can select all users, in which case H′ = H, or a
subset of the users. In case of an ill conditioned channel, it might be optimal for the Wi-Fi
AP to serve less users than the maximum possible. The effective channel H′ with the
dimension N ′ ×M for the smaller set of users (N ′ < N) will be better conditioned (i.e.,
the α′

k coefficients will be larger) than the full channel. As a result, the sum data rate will
be higher. Similar to the precoding algorithm, the user selection algorithm is not known
for commercial Wi-Fi systems.

To boost the MU-MIMO performance of a system based on COTS Wi-Fi, the Wi-Fi
precoding and user selection algorithms should be enabled to serve the maximum number
of users. This can be done by altering the channel as it is seen by the Wi-Fi system. The
power penalty for all users should be as small as possible to support high modulation
schemes when all users are selected.

Related Work: The problem of ill-conditioned wireless channels for Wi-Fi networks has
seen some interest in the last couple of years. Different approaches have been investigated
to increase the single-user MIMO or MU-MIMO performance. Beside the research on Wi-Fi
systems, a lot of literature exists on general MU-MIMO systems. These publications are
not based on COTS Wi-Fi hardware and the current Wi-Fi protocol. Hence, we can not
compare to them. In the following, we will only list Wi-Fi-related literature.

Most of this literature focuses on relay based networks or cooperating APs. In [76],
the authors describe a full-duplex relay system. It is based on single antenna relays and
does only consider single-user MIMO. Another system [77], called megaMIMO 2.0, uses a
collaborative network of APs to create additional propagation paths to STAs. It requires
reference channels between the APs to exchange the user data and reference information.
The necessary synchronization between the APs can not be implemented without Wi-Fi
protocol changes. The more recent works RFocus [74], LAIA [78] and ScatterMIMO [75]
all propose to alter the wireless channel with reflecting arrays. RFocus [74] uses a passive
switch based antenna array to enhance the channel to a single user at a time and does not
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increase the MU-MIMO performance. The LAIA [78] system employs a passive antenna
array as relay to improve the channel conditions for MU-MIMO. It requires the channel
knowledge of the STAs at the relay. Hence, it introduces additional overhead for feedback
and needs Wi-Fi protocol changes. The latest work ScatterMIMO [75] introduces smart
surfaces which are reflecting antenna arrays as relays. The smart surface adds artificial
paths to the wireless channel of a single STA. It requires the CSI of the AP at the smart
surface and works without modifications of the Wi-Fi protocol. The authors demonstrate
ScatterMIMO with COTS Wi-Fi hardware in a single-user MIMO operation. They also
propose to use multiple smart surfaces for MU-MIMO operation.

Another part of the literature does not use relay networks but focuses on the AP
hardware. The Phaser [79] system uses multiple combined COTS APs to increase the
number of antenna elements. The authors introduce a calibration scheme so that the APs
can be used as a single system. As described in section Section 6.1, this increases the
maximum MU-MIMO gain but not the orthogonality between the user channel vectors.
Following, the system might still not reach this maximum due to the channel condition.
The more recent SWAN [73] approach connects multiple antenna elements with switches to
the RF chains of a COTS AP. This might improve both the maximum MU-MIMO gain
and the channel condition. In [73] the authors only consider single-user MIMO. In general,
an extension to MU-MIMO might be possible but was not investigated or demonstrated in
[73].

6.2. Hybrid Beamforming for Wi-Fi

As pointed out in Chapter 2, the fully-digital massive MIMO approach, using much more
antenna elements than users, solves the problem of ill-conditioned channels. However, the
cost makes it infeasible for the use in Wi-Fi networks. As we have seen in Chapter 3, the
HDA architecture is a solution to cost and complexity issues. In this chapter, we propose
to use HDA beamforming to achieve the full MU-MIMO capabilities of the IEEE 802.11
standard. The analog hardware is forming an effective channel for the digital Wi-Fi system,
that is more diagonally dominant and, thus, has a lower condition number increasing
the average MU-MIMO gain with respect to its maximum. Compared to the fully-digital
massive MIMO approach, the hardware complexity of an HDA system is lower and makes it
feasible for COTS Wi-Fi. We developed a demonstrator to evaluate the concept and show
the performance gain compared to standard Wi-Fi. The user stations are COTS Wi-Fi
equipment. We measure the real user throughput on the application layer in the downlink
including the protocol overhead. As a benchmark, we compare the performance of our HDA
system with an unmodified COTS four element antenna system in different scenarios.
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Figure 6.1.: Architecture of the HDA MU-MIMO Wi-Fi system with the HDA extension
marked in red.

6.2.1. Hybrid Beamforming Concept

We propose to use HDA beamforming to achieve the full MU-MIMO capabilities of the
IEEE 802.11 standard. The analog beamforming is steering beams towards the STAs which
is equivalent to forming an effective more diagonally dominant channel for the digital
system. The digital system is based on a COTS Wi-Fi system. The analog network reduces
the channel dimension seen by the digital Wi-Fi processing from M to MRF. As stated
in Section 6.1, we can increase the MU-MIMO gain by improving the channel quality
(i.e., decreasing the condition number of the channel matrix). This holds for both the
full communication channel H and the effective channel H̃. Following from MRF < M ,
the maximum spatial gain of an HDA system is MRF, requiring K ≤ MRF.1 The analog
beamforming forms a diagonally dominant H̃ for the digital system. Hence, the condition
number of H̃ is smaller, and as a result the MU-MIMO performance is better, compared to
a channel given by a system with MRF antenna elements directly sounding the physical
channel. Current commercial Wi-Fi systems are such systems, directly probing the channel
with each RF chain. As mentioned in the introduction, those systems do not achieve the
maximum spatial gain K ∼ MRF (e.g., as described in [8]). Using our demonstrator, in
the following sections, we show that an HDA system increases the MU-MIMO performance
compared to a COTS Wi-Fi system. We achieve K = MRF with high probability.

We present an HDA architecture suited for the Wi-Fi protocol. In order for the HDA
beamforming to work with the Wi-Fi protocol and COTS hardware, the concept described in
Chapter 3 needs to be adapted. We adapted the HDA-specific signal processing, introduced
in Section 3.2, for the Wi-Fi sub-6GHz use case. The hardware uses an custom analog part
and a Wi-Fi part. The analog part consists of an antenna array and an analog beamforming
module. The analog beamforming uses the analog module described in Chapter 4. It

1Of course the system is also limited by the maximum number of user streams K ≤ N .
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provides a beamforming gain and forms the improved effective channel. The digital part
is a COTS Wi-Fi network interface card (NIC) embedded in a host PC. The RF chain
ports of the analog network are connected to the RF ports of the Wi-Fi card. COTS
Wi-Fi devices are closed systems without many controllable parameters. Hence, we cannot
choose and even do not know the algorithms used for the digital MU-MIMO precoding and
MU-MIMO STA grouping. The digital part is like a black box for the system. The host
PC also runs the control and signal processing software necessary for the HDA approach.
Figure 6.1 shows an overview of the system. The hybrid concept is fully transparent for the
digital processing, i.e., no changes to the Wi-Fi protocol are needed. The advantage of this
system is, that it is fully compliant to the Wi-Fi protocol since the digital part is controlled
by the COTS Wi-Fi hardware. The disadvantage is, that the analog beamforming and
the digital precoding can not be jointly optimized. Nonetheless, the beamforming and
precoding algorithms described in Section 3.2.2 are not jointly optimized and show a very
good performance. Hence, for our HDA Wi-Fi system, we use the proposed HDA precoding.
The analog network steers the signal of a RF chain towards the strongest path of a single
STA with a beam pattern calculated by the standard phased array (Fourier-matrix based)
algorithm [54]. The analog beamforming is transparent to the Wi-Fi hardware and creates
an effective channel with a lower condition number. Following, even an unknown digital
precoding algorithm should in general have a larger MU-MIMO gain due to the better
effective channel.

The analog beamforming and the MU-MIMO user grouping, in contrast to the precoding,
should be jointly optimized. The analog beamforming does change the effective channel
seen by the MU-MIMO user grouping of the Wi-Fi chip. It influences the Wi-Fi user
selection and, to a certain extend, enforces a user set. However, the user grouping is not
only dependent on the channel but also on other parameters like fairness and traffic demand.
Hence, the HDA control system has to select appropriate users. The HDA system does need
to steer beams towards STA which have traffic and need to be included in the MU-MIMO
user set. The HDA system either would have its own user grouping based on the traffic
information and the directions of the users or would cooperate with the Wi-Fi user grouping
system. For the former case, the HDA system would acquire the traffic information from
the Wi-Fi system, e.g., by tapping into the Wi-Fi driver. The latter case would require a
Wi-Fi STA grouping which is aware of the HDA system. An optimized commercial HDA
Wi-Fi system would most likely have a co-design of the HDA signal processing and the
Wi-Fi chip/driver. The MU-MIMO grouping could, for example, not only be based on
the user traffic but also on the directions of the users to increase the spatial separation.
We did not investigate such algorithms. The literature already proposed some algorithms,
also called spatial scheduling algorithms, but mainly for mobile communication [19]. The
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Figure 6.2.: Time sequence of the HDA Wi-Fi control protocol.

scheduling and the MU-MIMO user grouping problem are interesting topics for future
research especially with respect to Wi-Fi. Our testbed always operates with the same
number of user streams and AP RF ports and, hence, does not require any change to the
Wi-Fi STA grouping. An extension of our testbed with a separate user grouping for the
HDA beamforming would be possible by acquiring the traffic information from the network
stack of the AP, e.g., the driver of the COTS Wi-Fi NIC.

The analog hardware is reciprocal and steers beams for both the downlink and the uplink.
The described downlink concept holds for uplink MU-MIMO as well. Unfortunately, most
currently available COTS Wi-Fi hardware does not yet support the newest IEEE 802.11ax
standard and MU-MIMO in the uplink. This includes the Wi-Fi NIC that we use for the
AP in our demonstrator. The analog beamforming during the uplink does increase the
SNR for a single stream user device but might reduce the single-user MIMO performance.

In general, HDA systems can be used for many different WLAN application scenarios.
Nonetheless, they are most practical for Wi-Fi deployments in large rooms and with many
users, i.e., larger cells are more beneficial. The increase of the number of antenna elements
of course also increases the physical size of the antenna. Also, as discussed, the MU-MIMO
performance of the network is limited by both the number of spatial streams at the AP K

and at all users N . For a network to reach the limit, it needs at least N ≥ K user streams.

6.2.2. Control Protocol Design and Signal Processing

To realize the HDA concept, besides the hardware also some form of protocol controlling
the analog beamforming is necessary. Our concept works on top of the Wi-Fi protocol
and operates fully transparent to the Wi-Fi stack. The Wi-Fi protocol runs on the NIC
and the HDA protocol as software on the host PC. Of course, in a more integrated system
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Figure 6.3.: Example antenna array gains for a single RF chain for the discovery phase
(omnidirectional pattern) and the BA phase (two random phase patterns).

the HDA control could be included in the Wi-Fi stack. The time flow of the protocol is
depicted in Figure 6.2. The time is divided into slots with a certain length. This length is
a configuration parameter and for our demonstrator in the range of 10ms to 100ms. The
analog beamforming configuration can be changed between the slots and is constant within
each slot.

The protocol starts without connected STAs. It sets up the analog beamforming with
a quasi-omnidirectional beamforming pattern for all RF chains. This pattern is constant
for all discovery time slots. The array gain of the pattern is shown in Figure 6.3. This
pattern has roughly an antenna array gain of 0 dB in all directions. This guarantees that
users can be discovered in all directions. After a STA is connected to the AP, the data
connection is established and works similar as with a normal AP. This initial phase is
called user discovery in Figure 6.2. After at least one STA established a connection, the
protocol starts the next phase.

The next phase is the initial beam alignment (BA). The AP estimates the directions
of the strongest paths for all connected STAs using the proposed BA algorithm. The
algorithm is described in detail in Section 3.2.1. We adapted the algorithm to the Wi-Fi
use case. Contrary to the standard version of the algorithm from Section 3.2.1, the adapted
algorithm uses measurements from the uplink traffic received at the AP. The estimation in
the uplink is even required because the BA algorithm running on the AP does not have
access to measurements on the COTS Wi-Fi STAs. The STAs are unaware of the HDA
system. One limitation due to the uplink measurements is, that STAs should not employ
beamforming in the uplink. An additional beamforming direction on the STA side would

99



6. Wi-Fi Application Scenario

require a joint estimation of both the AP and STA direction. Since the beamforming
hardware is reciprocal, the estimation based on the AoA in the uplink can be used as AoD
information for the precoding in the downlink.

The adapted BA uses different beamforming patterns than described in Section 3.2.1.
The AP sets up the analog beamforming with a random phase and an amplitude of one
per element. The phases of the elements are randomly changed for each time slot. The
antenna gain of two example beam patterns is shown in Figure 6.3. These patterns have
on average over multiple time slots an antenna array gain of 0 dB in all directions so that
connected STAs do not suffer from long connection losses. This would not be the case with
the standard BA patterns as described in Section 3.2.1. In addition, due to the lower path
loss in the sub-6GHz Wi-Fi frequency range compared to the mm-wave range, we can do
without the additional array gain of the multibeam patterns. The connection quality is
similar to the initial discovery phase. The BA routine measures the received power per
STA for each pattern. It uses the received signal strength indicator (RSSI) value reported
by the Wi-Fi driver.2 Each RF chain can be used to measure a different pattern. Following,
four measurements are taken per training slot. The normal uplink traffic is sufficient and
no special training packets are required. Once a large enough number of different patterns
was measured, the algorithm computes the AoAs of the strongest paths for all connected
STAs as formulated in Section 3.2.1. The number of required trainings slots depends on
the channel condition. It is a compromise between the training overhead and the detection
probability. The number of required time slots for the BA is independent of the number of
available users. The directions of all users are estimated at the same time by the AP. Once
the directions are estimated, the protocol stores the AoAs of the STAs into a database and
continues with the following phase.

The final phase is the MU-MIMO data communication phase. The protocol sets up
the analog network to steer beams towards the STAs to increase the MU-MIMO gain.
As described in Section 3.2.2, the signal of each RF chain is steered with a single beam
towards an AoA of a single STA. The antenna gain of such beam patterns is shown in
Chapter 3 in Figure 3.4. The beam patterns can be changed or held constant between the
time slots. Depending on the number of connected STAs and their total number of possible
spatial streams Navail, the protocol either steers beams constantly to all users (in case of
Navail ≤ K)3 or to the user set selected by the MU-MIMO user grouping mentioned in the
last section (in case of Navail > K)4.

2which is the received power in dB for Qualcomm and Intel Wi-Fi NICs
3The number of user streams is less or equal to the number of AP spatial streams.
4The number of user streams is higher than the number of AP spatial streams; not all users can be served

constantly.
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During the communication phase, the protocol needs to track the directions of the users
to support moving users. We have implemented a simple tracking algorithm . The tracking
periodically schedules time slots with different patterns. The frequency of the tracking slots
is a configuration parameter. It depends on different system parameters like the width of
the beams5 and the speed of the moving users. During each tracking slot, the AP tests
adjacent beam directions around the current beam direction of each user. The directions
are chosen from a grid with a distance of 3° between the points. The angular distance
of 3° is selected in such a way, that the beams are overlapping. Due to the overlapping
beams, the probability of a connection loss or a drop in the data rate for the users is greatly
reduced. As during the BA phase, the AP measures the received power for the tracking
slots. The direction of the slot with the highest power is declared the new current beam
direction. We have not optimized the tracking behavior and algorithm.

Besides the tracking, the HDA protocol also needs to schedule time slots for the discovery
of new users and management frames, e.g., beacons. During these time slots the protocol
sets up the same quasi-omnidirectional pattern as in the discovery phase. It assigns this
pattern only to a single RF chain per slot. This is sufficient and necessary so that the AP
can discover users in all directions. The other RF chains are still steered towards scheduled
users. Hence, even during the discovery slots the MU-MIMO operation can continue. In
Figure 6.2, we have drawn the periodically tracking and discovery slots side by side. This
is a simplification, both the period and the exact timing can be different. In case a new
user established a connection during a discovery slot, the protocol would run a full BA
cycle. This BA estimates the AoAs of the strongest paths for the new and all previously
connected STAs.

As written before, this protocol and the beamforming are completely transparent for the
Wi-Fi stack. The beamforming changes the effective channel seen by the Wi-Fi system.
Nonetheless, during all times all users can communicate with the AP, under the condition
of the effective channel. The Wi-Fi protocol can choose the modulation and coding
scheme (MCS) with both single-user MIMO and MU-MIMO operation. The goal of the
HDA protocol is to improve the effective channel for the users with a traffic demand in a
way, that the Wi-Fi system selects the MU-MIMO coding scheme.

6.3. HDA-Wi-Fi Demonstrator

We build a demonstrator to investigate the proposed HDA MU-MIMO concept for Wi-Fi.
Our implementation of the system consists of hardware and software components. Figure 6.1

5which determines how far a user can move without a decrease of the received power
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Figure 6.4.: A picture of the hardware of the HDA-Wi-Fi demonstrator.

shows an overview of the system and Figure 6.4 a photo of the hardware. The main
components are the antenna array, the analog beamforming module, the COTS Wi-Fi NIC,
and the control and signal processing software running on the host PC. The demonstrator
is a fully functional 802.11ac AP. It can be used with COTS user stations. We have
presented the demonstrator during ACM MobiCom 2020 [38]. In this section, we describe
the implementation details with respect to the described concept.

6.3.1. Hardware Design

The main hardware components are the self-developed antenna array and analog beam-
forming module and the COTS Wi-Fi NIC. The antenna array and the analog module are
introduced in Chapter 4. In this chapter, we use an array configuration with 2 rows and 16
columns and a vertical polarization. For the analog network, we use two analog modules in
parallel to connect the four RF ports of the Wi-Fi hardware to the two rows of the antenna
(see Figure 6.1). This HDA structure is a mix between the FC and the OSPS architecture.
Following, the rows are independent ULAs and subarrays of the whole antenna. One could
call this architecture two-streams-per-subarray. Because of this structure, the beamforming
is restricted to the azimuth dimension and elevation beamforming is not possible. We chose
this structure to reduce the complexity and the insertion loss due to the power divider
network.

For the digital precoding and Wi-Fi processing, we use the COTS 802.11ac NIC QNAP®

QWA-AC2600 with 4 RF ports. The card can simultaneously operate in the 5GHz and the
2.4GHz band. We only use it in the 2.4GHz band. This card is based on a Qualcomm®

QCA9984 chip, which supports IEEE 802.11ac with MU-MIMO and 4 antenna elements.
Unfortunately, we found out that in our configuration even under perfect channel conditions
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(i.e., stations connected with RF cables) this chip only supports three concurrent single
stream users in MU-MIMO mode. This limitation might be a design choice by Qualcomm [8].
However, the chip supports four data streams for non-single stream users (e.g, two users
with two streams per user). We have included measurements in Section 6.4.2 showing these
limitations. The card can use a modulation up to 256-QAM. The maximum MCS is 8 in
the 2.4GHz band. The card is plugged into a standard Intel processor-based PC.

6.3.2. Software and Signal Processing Implementation

The software runs on the host PC with a GNU/Linux operating system and the kernel in
version 5.4. The COTS Wi-Fi card uses the default unmodified ath10k driver and firmware.
Unfortunately, the driver does not have a control interface for the transmission mode
(MU-MIMO or single user) or any MU-MIMO parameter (e.g., user selection and grouping).
We can only influence the transmission mode by altering the effective channel so that the
Wi-Fi chip selects the MU-MIMO operation. However, a fixed MCS index can be set. This
helps in testing and measuring the MU-MIMO performance because it effectively sets a
signal-to-interference-plus-noise ratio (SINR) requirement. We run hostapd6 to enable
access point functionality towards client stations. The user data path is fully decoupled
from the control software of the HDA system, except the MCS setting used for testing.

The HDA control software is written in Python. The control interface of the analog
beamforming module is connected via USB to the host PC. The reconfiguration of a
beamforming pattern requires around 5ms.7 We implemented all protocol parts (except
the MU-MIMO user grouping) and the BA algorithm as described in Section 6.2. The time
slot duration of our implementation in contrast to the concept description is not fixed. The
discovery phase starts after enabling the demonstrator and the user STAs. The connections
are established after a couple of seconds mainly determined by the software runtime. The
control software initiates uplink traffic from the users for the BA phase by running the ping

command. The interval of the ping command is set to 10ms. This results in an average
training time slot duration of 20ms. This includes the beamforming setup time and the time
until the protocol acquired RSSI measurements for all STAs. Through experimentation,
we determined the number of required time slots for the estimation algorithm to be 64.
The results of the BA performance evaluation are given in Section 6.4.2. The overall time
required by the BA to estimate the AoAs of four users is about 1.4 s which is already
sufficient for the envisioned indoor scenario with no or low mobility.

6https://w1.fi/hostapd/
7Which is mainly determined by the USB interface and could be shortened.
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Because of the missing direction aware user scheduler and an interface to the Wi-Fi
chips STA grouping, we use a fixed set of users for the data communication phase tests.
Following, we do not change the beamforming patterns during the data communication
phase except for the tracking time slots. The tracking period is 1 s. During each tracking,
the AP measures in three time slots the received power of all users for their current direction
and the two adjacent directions on the 3° grid. The tracking also initiates uplink packets
using the ping command. In Section 6.4.2, we show measurements on the influence of the
tracking on the data rate performance.

6.4. Performance Evaluation

We evaluate our proposed HDA concept with a full system evaluation of our demonstrator
as well as with microbenchmarks of certain key aspects of the concept. The first step to
understanding the concept and its advantages is to measure the effective channel seen by
the Wi-Fi system (i.e., the digital precoding). As described in Section 6.1, the condition
number of the effective channel does relate to the expectable MU-MIMO performance. To
calculate the condition number, we measure the CSI (i.e., the complex coefficients of the
wireless channel for each sub-carrier) between every RF chain. This provides insights into
the influence of the HDA concept on the effective channel. Since COTS Wi-Fi systems do
not support the measurement of the MU-MIMO effective channel, the CSI measurements
are not based on the COTS Wi-Fi system but on a SDR based system. The second
part of the evaluation is to evaluate the actual system implementation. We measure the
BA performance, the tracking system and the overall throughput performance. These
measurements are acquired with the described demonstrator based on the COTS Wi-Fi
system. First in this section, we explain the general evaluation methodology and the two
systems, one for the CSI measurements and one for the throughput evaluation. Second, we
present the microbenchmarks and the end-to-end results from the measurements

6.4.1. Evaluation Methodology and Setup

General Evaluation Setup

All measurements are performed in Wi-Fi channel 1. The center frequency is 2.412GHz,
and the bandwidth is 20MHz. The results scale with the bandwidth. In general, the HDA
concept can be used with a larger bandwidth. The channel was unoccupied by other Wi-Fi
networks during the measurements. The measurements were obtained in a large lecture
hall. Figure 6.5 (a) is a picture of the location and the measurement setup. The map
in Figure 6.5 (b) shows the dimensions of the room and the locations of the AP and the
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Figure 6.5.: The measurement environment: (a) A picture of the room. (b) A map showing
the dimensions and the user locations.

105



6. Wi-Fi Application Scenario

STAs. The AP antenna array is positioned in a height of 2.2m. The STAs stand on tables
in a height of 0.8m. The room is in the back 4.1m high and has a slope from the back,
where the AP is positioned, to the front with a height difference of ∼0.8m. The locations
of the AP and the three STAs 2, 3, and 4 are fixed. The possible locations of STA 1 are
marked in the map and named accordingly in the results section. Some measurements were
acquired with STA 1 moving along the given path marked as location 4 in Figure 6.5 (b).
The location of STA 1 for the location settings 1 and 2 is the same but in case of 2 the LOS
is blocked. We block the LOS with a large piece of radiation-absorbent material directly in
front of STA 1 as shown in Figure 6.5 (b).

We use a four-element antenna configuration as a baseline for both the data rate and
the CSI evaluation. The four-element antenna is the standard antenna bundled with the
QNAP® QWA-AC2600 card. We use four RF switches to connect both the HDA hardware
and the four-element antenna to the four RF chains of the Wi-Fi card. Hence, we can
compare both antennas in the exact same measurement scenarios; for example, at the same
user locations.

Due to the high insertion loss of the analog module, we decided to add four 12 dB

attenuators between the four-element antenna and the RF chains for compensation. Thus,
the HDA system and the four-element antenna have roughly the same total output power.

CSI Measurements

We want to evaluate not only the final system performance but also the HDA concept by
investigating the effective channel seen by the Wi-Fi system. To do this, we measure the
CSI at the user side for the full composite effective channel, in our case H̃ ∈ C4×4. The
COTS Wi-Fi hardware of our demonstrator does not provide this data.8 Hence, instead of
the COTS Wi-Fi AP and STAs we use two of our self-developed SDRs named ExsV.9 One
ExsV offers four RF chains with a frequency range of 0.7GHz to 3.0GHz and a maximum
bandwidth of 30MHz. Of course, the RF parameters, like the frequency stability, of a
SDR and a COTS NIC are different. Nonetheless, the relative change in the measurements
allows us to analyze the MU-MIMO performance.

We connect one SDR to the HDA hardware and the four-element antenna at the AP
side. The other ExsV is connected to the omnidirectional antennas of the four STAs using
long RF cables of the same length. All antennas are at the exact same locations as during
the throughput measurements. The SDRs are not synchronized both in time and frequency.
The SDR at the AP transmits continuously (with some gap) Wi-Fi null data packets (NDPs)

8different NICs provide measurements of the CSI per data stream but none for the full channel
9https://www.commit.tu-berlin.de/menue/forschung/testsysteme_und_prototypen/exsv_versati
le_4_channel_sdr_platform/parameter/en/
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as defined in IEEE 802.11ac. NDPs are used in the MU-MIMO mode of Wi-Fi to estimate
the CSI. The ExsV at the STA side acquires enough samples so that at least one full
packet is received. The received packets are recorded on a host PC. The signal processing
to estimate the CSI is done afterwards in non-real time. We use standard algorithms to
receive the packets and to estimate the CSI. The packet detector correlates with the legacy
long training field (L-LTF). The frequency offset is also corrected on the basis of the
L-LTF. Afterwards, we estimate the full CSI using the very high throughput long training
field (VHT-LTF). From the CSI, we derive the condition number of the effective channel.
We use MathWorks® MATLAB WLAN toolbox for both the NDP generation and the CSI
estimation.

COTS Throughput and BA Evaluation

The throughput and the BA performance evaluations are based on the demonstrator as
described in Section 6.3. The user STAs are small computers running a GNU/Linux
operating system. The Wi-Fi NICs are Intel® Wireless-AC 9260 cards, which support
IEEE 802.11ac with up to two streams. Since we are mostly interested in the MU-MIMO
performance, we connect only one omnidirectional antenna to each card and disable the
second stream.10 Each measurement starts with the initial user discovery. The STAs are
connected to the Wi-Fi network of the AP as in any COTS network.

The BA performance evaluation is based on the demonstrator protocol implementation
but records the RSSI measurements. Also, during the BA evaluation the number of
random pattern training slots is larger (i.e., 512 slots). The performance characterization
is calculated afterwards using the recorded data. We run the BA algorithm for multiple
subsets of the 512 measurement values with different sizes. We compare the estimated AoA
with the known location. We calculate the detection probability PD (i.e., the probability of
finding the correct AoA ±3°).

The downlink throughput evaluation of the Wi-Fi basic service set (BSS) uses the full
demonstrator setup. After the user discovery, the standard BA with 64 trainings slots
estimates the AoA. Afterwards in the data communication phase, the throughput is
measured using the user data path in the downlink. The downlink throughput of the
network connection is evaluated using the iperf311 program. Each STA runs an iperf3
server. The AP starts one iperf3 client process per STA. The used protocol is UDP and
the packet size 1448 byte. The measurement duration of a single data point is 1 s which is
the shortest possible duration with iperf3. iperf3 runs without a bandwidth limitation and

10by changing the capability settings of the NIC
11https://software.es.net/iperf/
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Figure 6.6.: CDF of the condition number of the CSI of the HDA system and the baseline
system. Shown for the LOS (location setting 1) and the NLOS (location setting
2) case.

constantly fills the transmission buffers of the AP NIC. Hence, the maximum throughput is
determined by the Wi-Fi card. The iperf3 server on the user side measures the throughput
taking lost packets into account. It reports the throughput back to the AP where we record
it.

During the measurements, we can change the set of active iperf3 clients on the AP. This
changes the set of users the Wi-Fi card needs to serve. We can also fix the used MCS index
or allow all possible indexes. Both settings help us to better evaluate and compare the
HDA and the four-element antenna system.

6.4.2. Results

In the following, we present the microbenchmarks and the end-to-end results from the
measurements. We begin with microbenchmarks of some key aspects of the proposed
HDA Wi-Fi system. These include the condition number of the effective channel, the BA
performance, and a validation of the measurement setup using RF cables. Afterwards, we
show the results of a full end-to-end system evaluation of our demonstrator with different
location and MCS setting scenarios.

Effective MU-MIMO Channel

To understand the effect of the HDA concept, we investigate the effective channel as it is
seen by the digital signal processing. We use the condition number as the performance
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measure of the channel. We compute it for each subcarrier. The smaller the number,
the better the channel is suited for MU-MIMO. The measurement setup is described in
Section 6.4.1. We compare the HDA system with the baseline four-element antenna. The
cumulative distribution function (CDF) of the condition number is shown in Figure 6.6.
The CDF includes the measurements of all subcarriers. We plot the curves for a location
with a LOS condition (location setting 1) and with a NLOS condition (location setting 2).
As a baseline, we added the measured condition number when the two SDRs are connected
directly with 50 dB attenuators and RF cables. This baseline has a mean of 1.68. In an ideal
setup, the condition number would be 1. This difference can be explained by inaccuracies
in the estimation, due to detection and frequency offset errors, and nonideal hardware
properties (e.g., coupling in the devices). The SNR of all measured packets in all cases was
between 26 dB and 28 dB.

The HDA system does achieve a much better condition number than the baseline system.
The mean in the LOS case of the HDA system is 2.57. It is by a factor of 7.3 better than the
value with the baseline antenna, which is 18.76. In the NLOS case, the condition number
of the HDA system becomes much higher and the difference to the four-element antenna
smaller. The mean of the HDA system is 6.34 and of the four-element antenna 12.15. It
is interesting to see, that the condition number of the four-element antenna is smaller in
the NLOS case compared to the LOS case. The HDA system is much more dependent on
the LOS, which is in any way clear because the system does point the beams towards the
strongest paths. Nonetheless, the HDA system does always form a better effective channel
for the digital signal processing.

BA Performance

The previous measurements proved that the HDA concept can increase the MU-MIMO
performance of a Wi-Fi system. But to achieve this, the system does need to know the
correct AoAs of the STAs. We evaluate the performance of the proposed BA scheme using
the demonstrator and the setup as described in Section 6.4.1. Figure 6.7 shows the detection
probability PD over the number of training slots. We calculate the probability of the correct
AoA estimation for multiple measurements at the fixed location settings 1, 2, and 3. PD

converges to ∼1 between 20 and 30 training slots. Following, with our decision to use 64

training slots we should always estimate the correct AoA and have some security margin.

RF Cable Benchmark

To get an understanding of the best possible performance with the selected Wi-Fi hardware,
we measured the end-to-end throughput using RF cables. We connected the four RF chains
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Figure 6.7.: The initial BA detection probability versus the number of training slots. It
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of the AP directly with 50 dB attenuators and RF cables to the four STAs. The UDP
throughput for all possible MCS settings can be seen in Figure 6.8. We also plotted the
achieved MIMO gain on the second axis. We calculated the MIMO gain by dividing the
measured throughput by the optimal achievable throughput for each MCS. As we previously
mentioned in Section 6.3.1, the Qualcomm® QCA9984 chip does only support three spatial
streams for MU-MIMO. The single stream curves are constantly below 3 (between 2.4

and 2.8). This deviation from 3 might be due to the channel sounding overhead of IEEE
802.11ac where compressed beam (CB) frames need to be send in uplink. We measured
two different setups for single stream STAs. In the first setup, we enabled only three STAs.
The second setup uses all four STAs. The four STAs have a slightly lower performance
than the three STAs. The CSI measurement overhead for four STAs is larger than for
three, so this was expectable. In addition to the single stream STAs, we also measured the
throughput with two dual stream STAs. In this case, the system achieves a MIMO gain
of up to 4. Since we propose the HDA concept to increase the MU-MIMO performance,
we will continue with the single stream user scenario. For this, the maximum measured
MU-MIMO gain was 2.8 and the maximum throughput 175Mbps.

End-to-End Throughput performance

After we have validated the concept by investigating the effective channel, measuring
the BA performance and learning the limitations of the Wi-Fi hardware, we are in the
following presenting the over-the-air end-to-end downlink throughput results. The results
are measured with the system as described in Section 6.4.1. For the fixed location settings,
we have disabled the tracking system to measure the optimal performance. The tracking
system is not yet fully optimized. In Figure 6.9, we show the throughput for all possible
MCS settings. As before, we calculate the MIMO gain from the measured throughput. We
compare our HDA solution with the baseline four-element antenna. The curves are the
averaged results from the measurements with the location settings 1, 2, and 3. Figure 6.9 (a)
was measured with four enabled STAs. For smaller MCS values up to MCS4, the HDA
system and the four-element antenna achieve nearly the same performance. The performance
is slightly worse than the performance we measured during the RF cable tests. This might
be due to a worse SNR or interference from neighboring Wi-Fi channels or other devices
using this frequency band. From MCS5 to MCS8 the four-element antenna can not achieve
the same throughput as the HDA system. The throughput is decreasing for higher MCS
values since we fix the MCS and the channel does not support MU-MIMO for this MCS. As
explained in Section 6.1, the Wi-Fi stack can not select all users due to the ill conditioned
channel and drops back to serve the users in time-devision multiple access (TDMA) mode.
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Figure 6.9.: Mean of the throughput and the MIMO gain for each MCS: (a) with all four
STAs; (b) with STAs 1, 2, and 3. It is the mean over all measurements for the
location settings 1, 2, and 3.
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Figure 6.10.: CDF of the throughput of the HDA system and the four-element antenna
system for both a fixed MCS of 8 and a free MCS configuration. Combines
all measurements with the location settings 1, 2, and 3.

The maximum of the mean of all throughput measurements of the HDA system is 155Mbps.
The maximum of the four-element antenna is 104Mbps. This is an increase of nearly 50%.

Figure 6.9 (b) was measured with three STAs, 1, 2, and 3. The results are very similar
to the results with four STA. The only difference is that the performance of the baseline
system does drop more severely for MCS7 and MCS8. A reason could be, that in the four
STA case the MU-MIMO user grouping of the Wi-Fi stack can select three out of four
STAs to optimize the MU-MIMO channel. On the contrary to the RF cable measurements,
the performance of the HDA system does not decrease because of a fourth STA. The
performance is in general slightly worse than the performance of the ideal RF cable setup.

Figure 6.10 is a CDF of the throughput for the fixed MCS8 setting and a free MCS
configuration setting. In the free configuration, the Wi-Fi AP NIC can freely choose the
MCS index. The CDF is calculated from all measurements with the location settings 1,
2, and 3. The four-element antenna system can not achieve a MU-MIMO gain for MCS8
and, hence, the throughput is very low. For the HDA system, the performance of the
free MCS configuration is lower than the enforced MCS8 value. Probably the MU-MIMO
user grouping has some security margin when selecting the best MCS index. The average
throughput of the HDA system with the free MCS configuration over all measurements is
124Mbps. The four-element antenna achieves 95Mbps. This is an increase of 30%.

Besides the fixed locations, we measured the throughput with a slowly moving STA1
and fixed STAs 2, 3, and 4. STA1 is moving very slowly (i.e., around 6m in 50 s). The
purpose was not to test mobility but to test many locations at the same time. During these
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Figure 6.11.: Measurement of the HDA system and the baseline system with a moving
STA1 (location setting 4) for a fixed MCS of 8 and a free MCS configuration:
(a) The throughput over the measurement time (roughly equivalent to the
location); (b) The CDF of the throughput of the whole measurement.
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Figure 6.12.: Impact of the beam tracking on the CDF of the throughput of the HDA
system. Measurements for a fixed MCS of 8 and a free MCS configuration.
The throughput of the four-element antenna system is shown as a baseline.
Measured with the location settings 1 and 3.

measurements, the HDA system does use the tracking algorithm. As before, we measured
with a fixed MCS8 setting and a free MCS configuration. One can see the measured
throughput over time in Figure 6.11 (a) and the CDF of all measurements in Figure 6.11 (b).
The four-element antenna can not support MU-MIMO with MCS8 at any location with a
decent throughput. The HDA system can achieve a high throughput with MCS8 at some
but not all locations. Between 20 s and 40 s, the throughput drops to lower values. During
this time STA1 first passed behind a projector and afterwards behind STA3. Hence, first
the LOS got blocked and then the inter-user interference increased due to a similar AoA for
both stations. The results with the free MCS are very similar to the measurements with
the fixed location settings. The mean throughput of the HDA system is 118Mbps and of
the four-element antenna 79Mbps. This is an increase of nearly 50%.

Tracking Impact

As mentioned before, the tracking algorithm is not yet optimized. Nonetheless, we wanted
to investigate its impact on the throughput performance. Figure 6.12 shows the CDF of the
throughput with and without the tracking enabled for all STAs. The results are combined
from multiple measurements with the location settings 1 and 3. The average throughput
when the AP NIC can freely select the MCS index without tracking is 127Mbps and with
tracking 117Mbps. This is a loss of 8% due to the tracking. The impact on the highest
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possible MCS 8 is much larger. The average throughput decreases by 16% from 152Mbps

to 128Mbps. The lower beamforming gain of the non-optimal beam direction during the
tracking decreases the SINR of the effective channel. In our setup this seems to be enough
so that the highest MCS can not be used anymore. In comparison to the four-element
antenna, the HDA system with tracking still achieves a better performance.

We noticed during the measurements, that the duration of the tracking phase for the
MCS8 setup was much longer than for the free MCS configuration. The duration in our
implementation is variable and determined by the successful measurement of a packet in
the uplink (which is triggered by the ping command). This might be an effect of the Wi-Fi
user grouping in the driver/firmware of the NIC, especially with the SINR close to the limit
for the fixed MCS. Of course, the longer the beamforming points towards the non-optimal
direction the lower the average performance will be. If the tracking could be integrated in
the driver (e.g., using MCS0 and a high priority for the tracking packets) the duration and
the impact of the tracking algorithm might be reduced.

6.5. Summary

We presented a concept to use hybrid digital-analog (HDA) beamforming for Wi-Fi networks.
Typical commodity Wi-Fi systems do not achieve the full MU-MIMO capabilities of the
current IEEE 802.11ac/ax standard. Our concept does increase the MU-MIMO performance.
The concept does not increase the complexity like a full digital massive MIMO approach
and, more importantly, it is based on COTS Wi-Fi systems. It does not require any change
to the Wi-Fi protocol.

We implemented the concept and build a full demonstrator. The demonstrator is
based on our self-developed analog beamforming module and commodity Wi-Fi hardware.
Furthermore, we investigated the required algorithms and developed a control protocol for
the HDA system. We evaluated the concept and the demonstrator. First, we proved by
measuring the condition number of the effective channel that the HDA concept does increase
the channel orthogonality as suggested in the introduction. Second, we measured key aspects
and the end-to-end throughput performance of the demonstrator. The demonstrator is
limited by the COTS Wi-Fi component to a maximum of three MU-MIMO streams. The
HDA system could achieve this limit in nearly all measurements. In contrast, a four-element
antenna system could not achieve the limit for all MCSs. The performance of the HDA
system is 50% higher than the baseline system.
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The MU-MIMO technology is an important cornerstone for the improvement of multiple
wireless communication standards. It is one of the key performance drivers for 5G. Also, for
WLANs, it boosts the throughput of the current IEEE 802.11 standard. The performance
increase can be tremendous, especially, when a massive number of antenna elements is
used. Unfortunately, the implementation of such massive MIMO systems exhibits various
challenges, from complexity issues to the problem of the channel estimation. A system can
be infeasible if the hardware technology does not allow the complexity of the design. The
hybrid digital-analog (HDA) architecture is a solution to these problems. It reduces the
complexity of systems with a large number of antenna elements compared to the standard
fully-digital architecture. Nearly all research on mm-wave systems for 5G is based on the
hybrid approach for massive MIMO. This work explained the advantages, the challenges,
and the implementation of the HDA architecture. We derived application scenarios for
the hybrid architecture from its properties. The main application scenario is the usage in
complexity-limited MU-MIMO systems, like, mm-wave massive MIMO systems. The hybrid
concept can also be applied to reduce the channel estimation overhead similar to the JSDM
approach. Last but not least, a hybrid beamforming extension can improve the MU-MIMO
performance of an existing system without the need to change the communication protocol.

Many works in the literature only cover single aspects of the HDA approach. Often, the
hardware design and the signal processing are independently investigated. In this thesis,
we tried to investigate hybrid systems holistically. We proposed selected algorithms from
the literature for the main signal processing problems related to the hybrid architecture.
The algorithm for the initial beam alignment (BA) between the BS/AP and the UEs
achieves high performance. It is robust against fast channel variations, can be used with
different hardware structures, and works with realistic hardware assumptions. The selected
hybrid MU-MIMO precoding algorithm decouples the analog beamforming from the digital
precoding. The analog beamforming points standard Fourier-based single-beam patterns
towards the scheduled users. The digital precoder based on zero-forcing can further increase
the data rate by removing the residual interference. The beamforming creates an effective
channel that is more diagonally dominant for the digital precoding. Thus, the power penalty
of the digital precoder is reduced, and the combined data rate is optimized. Following the
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introduction of the signal processing algorithms, we have investigated the impact of multiple
hardware aspects on the system performance. We considered both the structure of the
analog beamforming network and its components. Through simulations, we could determine
the best parameters of the hardware to improve the signal processing performance. We
compared the two main structures of the analog network. The OSPS structure achieves a
better system performance compared to the FC structure. the OSPS structure has lower
complexity and higher power efficiency than the FC structure. Besides the structure, we
also analyzed the effect of the bit width of the vector modulators on the system performance.
We showed that already 4 bits are sufficient for 64 and even 256 antenna elements. In
addition, we covered other aspects of the hardware of the analog network, e.g., the power
distribution network and the amplification design.

To enable a real-life evaluation of the hybrid concept, we developed a hybrid testbed
for the frequency range between 2.2GHz and 2.5GHz. The core part of the testbed is an
analog beamforming module. It is an analog network with 2 RF chain ports and 16 antenna
ports. The phase and the amplitude can be set with a resolution of 8 bits. Multiple modules
can be interconnected to allow for a larger number of RF chains or antenna elements. We
describe the hardware design of the analog module and the calibration procedure to achieve
the high resolution.

The second part of the thesis focuses on two application scenarios for the HDA architecture.
We propose a system design for each of the two scenarios. The system designs are based
on the signal processing results and hardware aspect analysis of the first part of the
thesis. The first system is a BS for a 5G mm-wave small cell. The hardware and the HDA
beamforming system were developed in the European project SERENA. We described the
system specifications, the underlying signal processing algorithms, and the frame format
based on the 5G standard. In a simulation, we present the performance of the system. The
simulation includes the antenna characteristic, hardware models, and the signal processing
algorithms. We used 5G physical layer frame parameters and the QuaDriGa 3-D channel
simulator with 3GPP mm-wave channel parameters. In the simulated small cell scenario,
the system shows a high BA performance and a large MU-MIMO gain. The second system
was developed to demonstrate the application of the hybrid beamforming concept for Wi-Fi
networks. The concept is based on COTS Wi-Fi hardware and does increase the MU-MIMO
performance by using 32 antenna elements. The concept does not increase the complexity
like the fully digital massive MIMO approach. It does not require any change to the Wi-Fi
protocol. We implemented the concept, the signal processing, and a control protocol for
the hybrid beamforming. We build a full operational demonstrator. The demonstrator
is based on the self-developed analog beamforming module for the 2.2GHz to 2.5GHz

frequency range and commodity Wi-Fi hardware. We evaluated the concept by measuring
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different aspects and benchmarks of the hybrid approach. The HDA system could achieve
the MU-MIMO limit of the Wi-Fi hardware in nearly all measurements. In contrast, a
four-element antenna baseline system could not achieve the limit for all modulation schemes.
The performance of the HDA system is 50% higher than the baseline system.

In conclusion, we have investigated various aspects of the HDA architecture including the
interconnection of the system design, signal processing, and hardware implementation. We
could prove the performance increase with simulations and by measuring the throughput of
a self-developed testbed. Nonetheless, there are different open research directions that could
follow up on the presented work. One apparent next step for the mm-wave application is
the realization of a testbed. Unfortunately, the proposed system for the European project
SERENA was not finished by the time this thesis was written. The HDA architecture
will remain in the focus of mobile communication research. Future systems for the sixth
generation standard for cellular networks are supposed to operate in even higher frequencies
above the 5G mm-wave bands. The bandwidth of these systems will be larger, and the
hardware complexity will remain a challenging problem. The HDA architecture can help
realize these systems. The assumptions for the mm-wave channel need to be reviewed for
the higher frequencies in the Terahertz bands. Due to the large bandwidth, the narrowband
assumption is debatable and true time delay concepts might become important. For the
signal processing, we have only briefly covered the problem of beam tracking. If the user
is moving, also the second-order statics (i.e., the AoA/AoD) slowly change. The change
can either be estimated by a reoccurring BA procedure or by a beam tracking algorithm.
There are first works in the literature, which propose sophisticated tracking algorithms with
improved performance. Of course, the much-discussed machine learning is a candidate to
revolutionize the signal processing. We can imagine a holistic signal processing where the
problems of the BA, the hardware calibration, and the beamforming pattern calculation
are solved by reinforcement learning or other modern machine learning algorithms.
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