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ABSTRACT

The paradigm shift towards a more sustainable energy supply with a less detrimental
environmental impact successively changes the energy sector from a polycentric to-
wards a more distributed energy system. The presence of distributed and renewable
energy sources combined with the anticipated electrification of the transport sector
results in changes along the entire value chain. This so-called transformation pro-
cess is accompanied by energy market deregulation and restructuring of the power
system. However, in order to increase energy efficiency and improve environmental
protection, investigations are needed to establish reliable and secure infrastructures.
This will be accompanied by the development of suitable computer aided software
solutions for energy market participants and system operators. With further ad-
vances in information and communication technology and system automation, there

are significant opportunities for realizing such a sustainable energy future.

In this context, the thesis provides a comprehensive discussion of the potential appli-
cation and deployment of Virtual Power Plants. Here, the aggregation concept serves
as a vehicle for the implementation of coordinated and optimized control decisions
by means of interconnected and interoperable solutions. The developed method-
ologies and functionalities are implemented through the service-oriented design and
control scheme of the Virtual Power Plant for the determination of economic and
technical feasible solutions in energy market and power system operations. Follow-
ing the framework conditions of liberalized energy markets, an energy management
algorithm for joint market operations is established which aims to integrate various
distributed, renewable and mobile energy sources. A mixed integer linear program-
ming formulation is proposed for solving the unit commitment and dispatch problem
of the Virtual Power Plant operator in multi-period optimization processes. The pre-
sented methodology allows trading of various market products with variable time

increments capable of solving real-time market transactions.

By providing a uniform model architecture for scalable power plant portfolios, de-
terministic planning methods and comprehensive investigations are performed. In
particular, electric vehicles are considered as additional sources of energy in joint
market operations for the provision of service-oriented operations. Furthermore,

multilateral transactions are reflected in the hierarchically structured optimization




Abstract

problem formulation for enhancing the allocation of power system services. The sim-
ulation results of the market-related interactions serve to identify the temporal and
spatial effects in power system operations. Within this framework, a coordinated
voltage control is proposed which combines both local droop controls with remote
control algorithms. This allows the additional flexibilities provided by a compre-
hensive set of distributed, renewable and mobile energy sources to be exploited to
mitigate time-varying voltage variations. In addition, the modeling of an active net-
work management is carried out for the purpose of conducting control algorithms for
electric vehicles charging in distribution systems. Appropriate evaluation functions

and programming indicators are presented to determine the simulation results.
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KURZFASSUNG

Der Paradigmenwechsel hin zu einer nachhaltigeren Stromversorgung mit moglichst
geringen Umweltauswirkungen verdndert den Energiesektor sukzessive von einem
polyzentrischen zu einem dezentralistischen Energiesystem. Die Anwesenheit einer
Vielzahl dezentraler und erneuerbarer Energieanlagen in Verbindung mit einer an-
tizipierten Elektrifizierung des Verkehrssektors fiihrt zu Verdnderungen entlang der
gesamten Wertschopfungskette. Dieser sogenannte Transformationsprozess ist ge-
kennzeichnet durch eine Deregulierung des Energiemarktes und einer Umstruktu-
rierung des Energieversorgungssystems. Um jedoch die Energieeffizienz zu steigern
und Verbesserungen im Umweltschutz zu erreichen, sind Untersuchungen zum Auf-
bau zuverlassiger und sicherer Infrastrukturen erforderlich. Dies geht einher mit der
Entwicklung geeigneter computergestiitzter Softwarelosungen fiir Energiemarktteil-
nehmer und Systembetreiber. Dartiber hinaus ergeben sich mit weiteren Fortschrit-
ten in der Informations- und Kommunikationstechnologie und Systemautomatisie-
rung erhebliche Chancen fiir eine nachhaltige Gestaltung einer solchen zukiinftigen

Energieversorgung.

In diesem Zusammenhang erortert die Arbeit in einer ausfiihrlichen Diskussion
Anwendungs- und Einsatzmoglichkeiten von virtuellen Kraftwerken. Hier dient
das Aggregationskonzept als Instrument fiir die Umsetzung koordinierter und opti-
mierter Kontrollentscheidungen durch die Bereitstellung interkonnektiver und inter-
operabler Losungsansatze. Die entwickelten Methoden und Funktionalitidten wer-
den in einem service-orientierten Design und Regelschema des virtuellen Kraftwerks
eingebunden, um damit umsetzbare 6konomische und technische Losungen fiir den
Energiemarkt und das Energieversorgungssystem zu determinieren. Die Analysen
zur Entwicklung ergdnzender Implementierungsmethoden basieren auf numerischen
Simulationen zur Ermittlung 6konomisch und technisch umsetzbarer Losungen fiir
die Teilnahme an den Energiemérkten sowie im operativen Netzbetrieb. Unter Ein-
haltung der Rahmenbedingungen liberalisierter Energiemarkte wird ein Energie-
Management-Algorithmus fir integrierte Marktoperationen vorgestellt, mit dem Ziel
verschiedenartige verteilte, erneuerbare und mobile Energicanlagen berticksichtigen
zu konnen. Hierfiir wird eine gemischt-ganzzahlige lineare Programmierformulierung

vorgestellt, um die Kraftwerkseinsatzplanung des Virtuellen Kraftwerksbetreibers in
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Kurzfassung

einem Mehrperiodenoptimierungsprozess 16sen zu konnen. Die entwickelte Methodik
erlaubt den Handel von verschiedenen Marktprodukten mit variabler zeitlicher Au-

flésung bis hin zur Ausfithrung von Echtzeit-Markttransaktionen.

Durch die Bereitstellung einer einheitlichen Modellarchitektur fiir skalierbare Kraft-
werks-Portfolios werden deterministische Planungsmethoden und umfassende Un-
tersuchungen durchgefiihrt. Dabei werden besonders Elektrofahrzeuge als zusét-
zliche Energiequellen in gemeinsamen Marktoperationen fiir die Bereitstellung von
serviceorientierten Operationen beriicksichtigt. Dariiber hinaus werden multilat-
erale Transaktionen fiir die Allokation von Systemdienstleistungen in eine hier-
archisch strukturierte Formulierung des Optimierungsproblems einbezogen. Die
Simulationsergebnisse der marktorientierten Interaktionen dienen zur Identifika-
tion der zeitlichen als auch raumlichen Effekte im Netzbetrieb. In diesem Rah-
men wird eine koordinierte Spannungsregelung vorgeschlagen, welche sowohl lokale
als auch statische Proportionalregler mit Fernsteuerungsalgorithmen miteinander
kombiniert. Dies ermoglicht die Nutzung zusatzlicher Flexibilitaten, die durch eine
Vielzahl verteilter, erneuerbarer und mobiler Energieanlagen zur Verfiigung gestellt
werden, um zeitveranderliche Spannungsschwankungen abzuschwachen. Erganzend
wird ein aktives Netzmanagement modelliert, welches es unter anderem ermoglicht,
Steuerungsalgorithmen fiir das Lademanagement von Elektrofahrzeugen in Verteil-
netzen zu testen. Zur Bestimmung der Simulationsergebnisse werden entsprechende

Auswertungsfunktionen und Programmierindikatoren vorgestellt.
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1. INTRODUCTION

1.1. Background and Motivation

The recent United Nations Framework Convention on Climate Change has adopted
a range of policies and measures to limit global warming below 2 °C relative to the
pre-industrial level [1]. One policy, among others, is the promotion of environmen-
tal protection by meeting the Kyoto objectives [2]. This can be achieved through
the substitution of high carbon emission intensity power sources, characterized by
combustion and fossil fuel-fired processes, with alternative sources of energy [3].
With regard to the policy in energy transitions, the European Union already intro-
duced a series of reform directives in 1996, 2003 and 2009 [4]. As a result of market
liberalization, modifications in the power plant portfolio and its composition are ev-
ident, which already have a considerable influence on the operational management
and control strategies. The gradual phase-out of large-scale and controllable power
generation, for example, impacts the present power system operation, security as
well as the reliability of power supply. To mitigate these effects, conventional power
plant technologies are transferred into capacity reserves and emergency standby re-
serves [5,6]. Therefore, expansions and innovations in power systems are required to
prevent overloading of power system devices and violations of permitted operational
limits [7]. Additionally, there is a need for adequate energy market frameworks with
non-discriminatory and technology-neutral access for distributed and renewable en-

ergy sources [8].

Those transformation processes can be synergistically complemented with changes
in the transportation sector where vehicles with combustion engines are substituted
by electric vehicles. Here, diversification of the individual traffic and development
of mobility concepts are noticeable. This applies in particular to mega-cities and
mega-urban regions, which are impacted by high smog and air pollution [9, 10].
The electrification of the transport sector means on the one hand an increase in
the energy demand which has to be served. On the other hand, this offers the op-
portunity to make use of those additional mobile energy sources for energy market
participation and power system operation. Therefore, a set of appropriate techni-

cal and organizational measures are required to consider the spatial and temporal




1.2. Thesis Statement and Primary Research Objectives

availability of electric vehicles and reflect the level of controllability of these load or
generation units. Accordingly, the Virtual Power Plant concept is adopted as part

of this thesis and extended in this respect.

1.2. Thesis Statement and Primary Research Objectives

The purpose of this thesis is to explore the conceptual requirements for the develop-
ment and application of Virtual Power Plants in liberalized and unbundled energy
markets. The primary objective of this thesis involves the derivation of a method-

ology to establish a means to:

Facilitate the energy and mobility transition through the deployment of
enhanced operational planning, modeling and control methods for the co-
ordination of distributed, renewable and mobile energy sources. Extend
conventional programs and algorithms for modeling and analyzing power

plant portfolios to achieve optimized, reliable and affordable energy sup-

ply.

Special focus is placed on the issues of forecast uncertainties and compensation
of power imbalances in joint market operations and control algorithm for coordi-
nated voltage regulation to support power system operations. In order to achieve
these objectives, the proposed framework covers the following methodological as-

pects:

e examine the market framework conditions, incorporate electric vehicles and
combine the unit commitment and dispatch problem with appropriate opti-
mization models in accordance with the operational strategy of the Virtual

Power Plant

e develop suitable model architectures that reduce the amount of information
and data handling and establish an energy management algorithms to solve
hierarchically structured optimization problems under consideration of forecast

uncertainties

e investigate real-time balancing mechanisms to mitigate power imbalances and
improve voltage profiles in distribution systems through active and reactive

power adjustments and provide flexibilities for power system operations
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e categorize, model, implement and control various distributed, renewable and

mobile energy sources, perform simulations and analyzes the results

The Virtual Power Plant is developed under Matlab environment and applies nu-
merical algorithms and software to solve the optimization problems. A variety of
real-data sets consisting of descriptive unit type model attributes and sets of profiles
obtained from historical measured data are incorporated. The implications of the
developed control concepts for the localization and provision of ancillary services
and coordinated redispatch measures are simulated and explored in steady-state

analysis.

1.3. Outline of the Thesis

The thesis is organized in six chapters that are divided into three main parts. The
first part provides an introduction and background of the thesis and identifies the
overall framework conditions (Chapter 1 and 2). The second part discusses the de-
velopment of an unified model architecture that integrates multiple unit types of
energy sources including electric vehicles. Energy management solutions for trading
various market products within multi-period optimization processes are investigated
capable of solving real-time market transactions in joint market operations (Chap-
ter 3 and 4). The third part establish service-oriented functions for enhanced power
system operations through coordinated voltage regulation. Potential impacts and
benefits arising from the developed coordinated voltage control regulation are in-
vestigated in steady-state power system simulations (Chapter 5). The final part
(Chapter 6) summarizes the key findings and discusses perspectives for further de-
velopments and improvements. The contents of each chapter are outlined in the

following paragraphs.

Chapter 2 investigates the legal, organizational and technical aspects related to
the operational planning of Virtual Power Plants. First, the implication of the in-
creasing share of renewable energy sources on the future energy supply is assessed in
scenarios for 2030, 2040, and 2050, using Germany as an example. Then, the back-
ground and state of the art of Virtual Power Plant deployments is provided. As an
example, the interoperability and operating schemes of a physically realized Virtual
Power Plant with Microgrid architectures is described as part of a research and lab-
oratory environment. Finally, the energy market characteristics and participation

opportunities of Virtual Power Plants are briefly discussed.

Chapter 3 introduces a unified model architecture and develops a nodal-based ag-

gregation and energy management algorithm for Virtual Power Plants, considering
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the presented framework characteristics of liberalized energy markets in Chapter 2.
Comprehensive mathematical formulations of the model architecture and coordi-
nation algorithm with integrated optimization functions are detailed. Based on
stochastic simulation methods, the effects of forecast uncertainties on the determi-
nation of the optimized scheduling processes in joint market operations are assessed.
Here, a method for the modeling of synthetic forecast profiles for the intermittent

power generation of renewable energy sources is proposed.

Chapter 4 shows the extension of the unified model architecture to incorporate
also unit types of mobile energy sources in terms of electric vehicles suggests an
organizational framework for the large-scale integration of electric vehicles. Addi-
tional market entities which are involved in the charging and aggregation process
of theses mobile energy sources are introduced. Under consideration of state-of-the
art charging infrastructures and standards, a SokE-based charging and tarification
model is developed and combined with price-based charging in Chapter 3. Different
charging strategies are presented along with implications of the optimized charging
strategies embedded in the control decision of the Virtual Power Plant through a hi-
erarchically structured optimization. Simulation and computational studies exposes
the viability of the extended optimized charging strategies in scenarios for optimized

energy procurements and nodal redispatch measures.

Chapter 5 proposes a coordinated voltage regulation based on enhanced voltage
droop control modes. The interactions and control schemes of the Virtual Power
Plant and system operator are substantiated in mathematical formulations. Dif-
ferent possible operation modes are integrated in an European 20 kV distribution
network benchmark. The results of the AC power flow analysis show the implications
of the combined local and remote control approach for multiple power sources and
system devices. The evaluated control schemes, including steady-state operations of
on-load tap-changing transformer, demonstrate the applicability for the localization

and provision of ancillary services of the Virtual Power Plant.

Chapter 6 contains the concluding remarks and a summary of the main results

achieved and gives an outlook for possible future work.

The Appendix provides comprehensive assessments of the analyzed energy markets
and an overview of power plant portfolio parameters. Further, details of the unit
type models, attributes and profile characteristics are provided. The European
20 kV distribution network benchmark used throughout the research is detailed by
mathematical models and control parameters. Supplementary specifications and

simulation results are summarized.




2. FRAMEWORK REQUIREMENTS FOR VIRTUAL POWER
PLANTS AND DEPLOYMENTS IN LIBERALIZED
ENERGY MARKETS

Abstract — In order to facilitate the deployment of Virtual Power Plants in liber-
alized energy markets, potential applications are investigated. The potentials are
discussed in terms of the transformation change of the power plant portfolio in Ger-
many over the last decades. Based on the governmental goals of Germany in 2030,
2040 and 2050, the implications on the future energy supply with renewable energy
sources are estimated. The legal, organizational and technical aspects related to
the Virtual Power Plant concept are identified. In this context, smart grid frame-
works and deployments are presented. Details on the interoperability and operating
schemes of a physical realized Virtual Power Plant with Microgrid architectures as
part of a research and laboratory environment are provided. Based on comprehen-
sive statistical assessments, participation opportunities in liberalized energy markets

are presented.

Keywords — actor analysis, energy economics, information and communication
technology, market deregulation, market participation, power plant portfolios, su-

pervisory control system, supplier/aggregator.

2.1. Introduction

With the increasing share of distributed and renewable energy sources in power
systems and energy markets, the operation of fossil-fulled power plants become
unprofitable due to less operating hours and lower wholesale market prices. This
is caused by the merit order effect of renewable energy sources [11,12]. Hence, the
demand of electricity generated by power plants with conventional energy sources
is decreasing [13,14]. The effect is especially reflected in terms of the wholesale
energy prices. Figure 2.1 shows an example of the decreasing average auction prices
on the day-ahead market of the German-Austrian bidding zone. The listed average

hourly index prices are derived from published information of the European Energy
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Exchange and the European Power Exchange for spot market auctions. The daily
average price in per unit refers to the absolute values provided on the right hand
side. Particularly in times of high power injection of renewable energy sources,
represented by the predicted average power provided by wind power plants (wind)
and photovoltaic power plant (pv), the daily average prices dropped significantly.

Appendix A.1 provides further assessments of the energy market characteristics.
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Fig. 2.1.: Average day-ahead auction prices (2006-2012) in the German-Austrian bidding zone in
correlation with foretasted power injection of renewable energy sources (2011-2012).

As a result of decreasing market prices, power plant operators take less efficient
and unprofitable power plants out of service. This also includes fast controllable
power plants, which actually contribute to the provision of ancillary services [15].
In regard to power system stability, the decommissioning of large-scale power plants
leads to reductions of immediately available kinetic energy of rotating masses as well
as loss of reactive and short circuit power for static and dynamic voltage control
[7]. Therefore, power system operations become more complicated by the fact that
a considerable number of small-scale power plants will play a much greater role
in the energy supply. Through the aggregation and coordinated action of various
small-scale generation, load and storage systems the integration process in power
systems and energy markets can be facilitated [16-18]. Therefore, the Virtual Power
Plant concept is applied and further investigated with regard to the development
of advanced control and planning methods. In general, the Virtual Power Plant
concept can be used by Supplier/Aggregator (S/A) as intermediary between a large
number of units or unit clusters, system operators and market participants [19].
Supplier/Aggregator is the entity which manages generation and load demands,
sells or purchases electricity with the purpose of offering demand side management

and other possible ancillary services. In the following sections, the Virtual Power




2. Framework Requirements

Plant concept is further detailed. Specifications and applications within liberalized

energy market framework are provided.

2.2. Decentralization and Transformation Process

The development of appropriate Virtual Power Plant concepts requires the identi-
fication of legal, organizational and technical aspects for the application in future
energy systems. Here, three sets of power plant technologies with corresponding unit
types are differentiated, namely the set of conventional technologies H..s , renewable

technologies H,.s , and storage technologies Hgo, :

H.s = {nuclear, lignite, hard, coal, gas, chp, dg} ,

(2.1)
H.es = {wind, pv, bio, hydro}, and Hg,, = {ps,bat,ev}.

The categorization of the unit types is based on the used source of energy or the

respective power plant technology. The unit types are defined as follows:

nuclear:= nuclear power plant, lignite:= lignite-fired power plant, hard
coal:= hard-coal-fired power plant, gas:= gas-fired power plant, chp:=
combined heat and power plant, dg:= distributed generators with internal
combustion engines, wind:= wind power plant, pv:= photovoltaic power
plant, bio:= biomass and bio-gas power plant, hydro:= hydro power plant,
ps:= pumped-storage system, bat:= stationary battery system, ev:= elec-

tric vehicles.

The transformation process in the energy sector is assessed by means of the following
elaborations that focus on the cross energy supply, installed capacities and number
of installed power plants. The data originate from the Federal Ministry for the
Environment, Nature Conservation, Building and Nuclear Safety [20], the German
Federal Network Agency [21], the German section of the International Solar Energy
Society [22] and the German Federal Ministry of Economics and Technology. The
data set is enriched with information from the International Solar Energy Society

to supplement power plants with installed capacities of 20 MW and lower.




2.2. Decentralization and Transformation Process

2.2.1. Power Plant Portfolio Composition and Changes

Alongside a steady decline of power plants with conventional energy sources in Ger-
many, the power plant capacity of decentralized and renewable energy sources has
increased significantly in the last decades. The total amount of power plants in
Germany covers more than 1.5 million decentralized and renewable energy sources
across all voltage levels. A summary of the composition of the power plant portfolio
for 1990 and 2014 is given in Appendix B. According to [23], the total capacity
of large-scale power plants with conventional energy sources, namely nuclear, lig-
nite, and hard coal was ~86 GW in 1990 and decreased to ~62 GW in 2014. In
terms of power plants with more than 20 MW installed capacity, Fig. 2.2 shows
the differences of the rated power in 1990 compared to 2014. The black dashed
line shows the log-normal distribution. The capacities of large-scale power plants
more than 100 MW installed capacity changed in the probability distribution of the
overall power plant portfolio, and displacements at lower installed capacities can
be denoted. The presence of small-scale power plants in the overall power plant
portfolio results in a leftward shift and densification in the lower capacity ranges.

The changes are highlighted with red rectangles in Fig. 2.2b.
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Fig. 2.2.: Probability density functions of power plant capacities in Germany for (a) 1990 and (b)
2014 with more than 20 MW rated power.

In terms of power plants between 20 MW and 50 MW rated capacity, the propor-
tionate share of 31 % in 1990 shifted to 42 % in 2014. The number of power plants
with the energy sources nuclear, lignite and hard coal has decreased by more than
50 % in the last decades. This is also a matter of fact of the German government’s
nuclear phase-out decision [24], ongoing changes in energy policy and regulations,
supporting the integration of renewable energy sources. The changing characteristic

of the power plant portfolio in Germany with renewable energy sources is illustrated
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by means of Fig. 2.3. The majority of photovoltaic power plants are allocated in the
low voltage (LV) and medium voltage (MV) level, whereas wind power plants are
typically connected to medium and high voltage (HV) power systems. With increas-
ing capacity and longer distances in alternating current systems, most offshore wind
farms are integrated with high-voltage direct current technology [25]. Irrespective
of the geographical distances of the site locations, those capacities are transferred

on extra high voltage transmission systems (EHV) to high demand areas.

16— : , : : : : 90F= ‘
[ pv [ pv
14|{ I wind 80 Il wind
[bio 707l:|bio
_129[Jgas ‘ _|[Cgas
= hydro < 60l hydro
9107|:| y! g60 hy:
o o 501
2 8 =
g 8 40
B 6f 3
g & %0
4r 20
] i il
:iiiﬁ o@iiﬂ
1990 1994 1998 2002 2006 2010 2014 1990 1994 1998 2002 2006 2010 2014
time (year) time (year)
(a) time discrete (b) accumulated
[ [ [ [ [
[ Ipv
EHV Bl wind
[bio
[ Jgas

[Ihydro

Ly I H 1

| | | | | | |
0 5 10 15 20 30 35 40 45
rated power (GW)

(c) per voltage level

Fig. 2.3.: Annual (a) time discrete and (b) accumulated installed capacity of renewable energy
sources (1990-2014) in Germany, and (c) sorted by voltage level (2014).

In 2014, the large number of photovoltaic power plants represents almost 97 % of the
total number of power plants with N=1,557,494 and 84.499 GW installed capacity.
In comparison to wind power plants, which have almost the same share of installed
capacity, the total number just accounts for 2 %. Table 2.1 provides an overview of
the installed capacities grouped by voltage levels. With more than 80 % installed
capacity in mainly lower voltage levels, the ongoing transformation process of the
power plant portfolio is emphasized. In order to handle the operational problems
related to the increased share of intermittent power generation of renewable energy

sources, more and more redispatch and feed-in management measures are neces-
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sary [26]. Without compromising the overall reliability of power systems, adequate

coordination and active management approaches are required.

TABLE 2.1.: Installed capacity of renewable energy sources in Germany (2014) sorted by
voltage levels, installed capacity 84.499 GW, N=1,557,494.

voltage level voltage ranges share of renewables®
(GW) (%0)
Extra High Voltage EHV 220 kV - 380 kV 1.53 1.8
High Voltage HV 50 kV - 150 kV 15.57 18.4
Medium Voltage MV 6 kV - 30 kV 43.43 51.4
Low Voltage LV 230 V - 400 V 23.97 28.4

*) data refer to power plants promoted by the legal framework of the Renewable Energy Act.

2.2.2. Governmental Goals and Future Energy Supply

Influenced by the transformation process in the energy sector, the current framework
of European liberalized energy markets also becomes subject to major changes [27—
29]. Further progress towards this objective also raises important issues regarding
the operating hours of the power plant technologies to maintain profitability and
reach at the same time distinct governmental goals. To estimate the required amount
of renewable energy sources to cover a desired share in the overall energy mix, further
analyses are carried out using the full load hours F'LH as an indicative criteria. The
full load hours are calculated by (2.2), as a function of the power plant utilization
at a constant level of power generation over a given time period 7.

L — S D A ];f’t Al % vteT (2.2)
The power generation P, is multiplied with a variable time increment At and divided
by the rated power P,. The sum of the power generation gives the total energy F,
provided over the defined time period. Alternatively, the capacity factor may be
used for the calculation, which is defined by the ratio of full load hours over a
defined time period. Since the share of renewable energy supply in the gross energy
demand depends on the installed capacity and provided energy within a defined
period of time, the full load hours vary significantly in time and location, as detailed
in Appendix B for wind and photovoltaic power plants. Table 2.2 indicates possible

full load hours for the introduced power plant technologies.

10



2. Framework Requirements

TABLE 2.2.: Classification of conventional, renewable and storage technologies by unit types and
respective sources of energy and assigned annual full load hours FLH.

conventional technologies ‘ renewable technologies

storage technologies

unit type FLH" unit type FLH" unit type FLH*
(10°h/a) (10%h/a) (10°h/a)
nuclear  6.20/7.64/8.30  wind 0.80/1.65/4.00  ps 0.10/0.98/2.00
lignite  5.00/6.85/8.00 pv  0.65/0.97/1.10  bat /-] -
hard coal 3.60/3.79/4.50  bio 5.00/6.05/7.00  ev -/-/-
gas 0.50/3.21/3.80  hydro 0.90/3.16/6.20
chp  2.70/4.00/6.50
dg  1.00/4.50/6.00

*) calculations and assumption based on [30-32] indicating low / average / high utilization.

Next, a power plant portfolio for a whole country cnt is constituted and installed

capacities of conventional

Then, considering the gross energy demand E

Pces,cnt
r,year

and renewable energy sources

cnt
d,year>

Pres ,cnt
r,year

aggregated.

the energy balance calculated

in (2.3), can be formulated with the sum of the corresponding energy equivalents.

Ecnt

d,year

es,cnt
,year

= E¢

+ E,

es,cnt
,year

(2.3)

_ Pces,cnt A FLHces,cnt + Pres,cnt . FLHres,cnt

r,year

year r,year

year

Finally, expressing the share of renewable energy sources in the annual cumulated
Eres,cnt

%, (2.3) can be rewritten as (2.4).

gross energy demand by /™ =

ces,cnt | ces,cnt res,cnt | res,cnt
Pr,year FLHyea,r _ Pr,year FLHyeér (2 4)

1 _ Fres Fres

Eggtear =
For example, the average full load hours of the power plant technologies in Germany
are calculated by (2.5) based on historical data. The energy equivalents are normal-

ized to the base of the rated capacity.

res,ger 120 TWh
Fragee = Daon IO IWh gy )
r,2011 70 GW 2.5)
‘ iy 470 TWh '
FLHces,ger _ g,2011 . ~ 4.8 103h
2011 r(‘;gz,lgtlsr 98 GW ( /a)

Figure 2.4 shows the power plant capacity between 1991 and 2011. The red line

indicates the overall decrease in the average full load hours.

11
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Fig. 2.4.: Calculated average full load hours of the power plant portfolio (1991-2011) in Germany
as a function of installed capacities of conventional and renewable technologies.

For the estimation of the required capacities of renewable energy sources to cover
defined shares in the gross energy demand, the derived values are applied within
the following scenarios. Taking the governmental goals in Germany as an example,
Table 2.3 lists the scenarios for 2030, 2040 and 2050. The cumulated annual gross
energy demand is assumed with Ef5g; = 588 TWh. Scenario 1 [33] denotes the
proposed goals of the German Federal Government. Scenario 2 and 3 show addition
estimates according to Frauenhofer IWES and the German Institute for Aerospace

and Aeronautics [31].

TABLE 2.3.: Share of renewable energy sources in the gross energy demand of Germany in 2030,
2040 and 2050 for defined scenarios.

share of . . .
. scenario 1 scenario 2 scenario 3
renewables in
2030 50 % 59.5 % 59.9 %
2040 65 % 67.6 % 70.5 %
2050 80 % 74.3 % 788 %

The introduced (2.4) is reformulated to obtain (2.6) and determine the required
cumulated installed capacity P;g;gﬁd of renewable energy sources with a desired
share in the overall energy mix. The initialized data is assigned in accordance with
(2.5), where the cumulated annual gross energy demand is assumed to be constant
over the next decades.

Jres . cnt (
res,cnt __ d,year ces,cnt

1 Fres) ’ g:rz/tear (26)

r,year t r,year t
v T FLHyGS" g FLHj"
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Within the framework assumptions and introduced scenarios, Fig. 2.5 shows the
share of renewable energy sources in the power plant portfolio and the overall calcu-
lated average full load hours. The estimating calculation can be extended by further
influencing factors such as the annual increase of energy demand or adjustment of

the respective average full load hours for defined power plant technologies.
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Fig. 2.5.: Scenarios with estimations of required power plant capacities (2010-2050) to cover
defined shares in the gross energy demand with renewable energy sources.

The scenarios lead to similar results, with noticeable increase of the total installed
capacity even though the gross energy demand is assumed to be constant. Compared
with the base scenario with approximately 174 GW installed capacity of the power
plant portfolio, almost twice as much capacity is needed to cover the future amount
of gross energy demand in 2050 due to the lower average full load hours of renewable

energy sources. Thus, the overall average full load hours of the entire power plant
portfolio is 2.0 - 10%h/a in 2050.

2.3. Application of Virtual Power Plant Concepts

As the power generation of renewable energy sources depends on the weather condi-
tions, the before mentioned calculations also imply power generation surplus during
solar and wind peak hours in time periods of extreme weather conditions. There-
fore, adjustments in the power system and energy market design are required [34].
Here, the development of smart grid solutions can contribute to overcome some of
the challenges associated with the transformation process in the energy sector. The

Institute for Energy and Transport of the European Commission has implemented
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a platform of reported smart grid projects in Europe since 2002 '. With regard to
the development and implementation of the Virtual Power Plant concept, research
projects, such as the EU-DEEP, FENIX, MERGE, SUSTAINABLE, or SUNSEED
are carried out for demonstration and research purposes. The projects illustrate
the variety of research questions associated with the Virtual Power Plant concept.
However, there are some key objectives and efforts which include the following as-

pects:

e aggregation of multiple generation, load and storage systems

e consideration of variable power generation of renewable energy sources

e application of forecast processes and predictive analysis

e preparation of bidding strategies and scheduling profiles

e access and cost-effective participation in energy markets

e extension of information and communication infrastructures

e development of enhanced energy management systems and control schemes

e provision of ancillary services and support in power system operation

However, the proposed solutions differ considerably with respect to the integrated
power plant technologies, system devices and rated capacities of the aggregated units
and unit clusters. The listed projects indicate that few Virtual Power Plants exploit
the potential of demand side management by the utilization of storage technologies
and shiftable loads. Further, electric vehicles as mobile storage units are considered

in demonstration projects, but not yet physically integrated.

2.3.1. Categorization, Characteristics and Functionalities

Considering generation, load and storage systems as single units or unit clusters,
Fig. 2.6 illustrates possible allocations in partial feeders of the power system, ad-
jacent places or regions. Either connected with (i) neighboring and/or higher-level
power systems or (ii) autonomously, if disconnected from the power system [35,36],
these partial feeders can be considered as Microgrids. However, the single units or
unit clusters or the entire Microgrid can be also considered as part of the Virtual
Power Plant [35,37]. Hence, the Virtual Power Plants may profit from the geographi-

cal differences, technical differences and temporal availabilities.

Lavailable on http : //ses.jrc.ec.europa.eu
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Fig. 2.6.: Schematical allocation of distributed and renewable energy sources in power systems
and assignment to the balancing group of the Virtual Power Plant.

The aggregation concept further allows to reduce the complexity for market par-

ticipants [38], while providing providing firm capacity and technical features for

market participation and power system operation. Thus, the listed synergies and

advantages as listed in Table 2.4 can be achieved.

TABLE 2.4.: Synergies and advantages of unit and unit cluster operators (owner/client) and
Virtual Power Plant operator (aggregator/supplier).

wishes of
unit and unit cluster

operator (owner/client)

offerings of
virtual power plant

operator (supplier/aggregator)

e overcome substantial barriers to
energy market entry

e gain access and visibility across the
energy markets

e increase value of assets through
market participation

e simplify and reduce individual
transaction cost

e achieve greater efficiency through
economies of scale and scope

e optimize the energy market position
and maximize the revenue
opportunities

e improve of efficiency and value of
power plant portfolio

e mitigation of financial risk through
aggregation and flexibility

e improve ability to negotiate
commercial conditions

One possible integration of the Virtual Power Plant concept in liberalized energy

markets is illustrated by means of Fig. 2.7. The use case diagram schematizes

the relationship between the main market entities and architectural elements. The

arrows show the direction of the exchanged functionalities.
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The functionalities covers main use cases, including (i) aggregation and monitoring,
(ii) optimization and energy scheduling, (iii) representation and participation oppor-
tunity in energy markets and (iv) accounting of coordinated units and unit clusters.
System operators can benefit from the optimal use of available capacity and may
therefore be able to increase the efficiency of power system operation with improved
coordination actions. In addition to the maximization of cost effective values in en-
ergy markets, the optimized market and service position can provide further revenue

opportunities for the individual market participants.

2.3.2. Interoperability Layers and Communication Interfaces

Intelligent monitoring, control and communication enables the Virtual Power Plant
to efficiently coordinate and manage distributed and renewable energy sources.
Based on high data transfer bandwidth and low-cost access [39], the coordinative
interaction can be automated and realized with supervisory control and data ac-
quisition (SCADA) and energy management systems (EMS). The emergence and
availability of the following information and communication technologies (ICT) can

be used for such interconnected systems:

e smart meters e central control computer
e intelligent electronic devices e software applications

e wireless and cable connections

Necessary data are exchanged bi-directionally, processed and adjustment of the
power generation or demand realized. This enables the Virtual Power Plant op-
erator to meet optimized schedules in energy market tradings, respond to requested
system services and improve the use of energy within the power plant portfolio. Bi-
directional communication with distributed and renewable energy sources is already
realized to ensure feed-in management measures or reduce the injected power of
generation units to solve network congestions. However, the variety of systems and
components provided by different manufacturers complicates the interoperability of
the system as a whole. The implementation of advanced control and planning meth-
ods requires appropriate processing of information flows in interoperability layers,
defined as the capability of two or more networks, systems, devices, applications,
or components to externally exchange and handle information securely and effec-
tively [40]. Protocols, canonical models and languages connect the interfaces and
ensure interoperable information exchange between power system devices and com-
ponents throughout the communication structure. In smart grid applications, sev-
eral standardized protocols exist to cover certain information related interfaces [41]

and can be distinguished in (i) open and (ii) closed protocols. While open protocols
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allow standardized information and communication exchange, closed protocols rep-
resent proprietary solutions. Standardized communication protocols for information
related interfaces create interoperable information flows from process to operation
zones, as schematically structured by means of Fig. 2.8. The structure allows the
assignment of communication and security protocols in smart grid architectures and

provides on overview of possible solutions to standardize information related inter-

faces.
Operation
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Fig. 2.8.: Layers and zones of communication structures that advance interoperability and
address cybersecurity concerns applicable for smart grid architectures.

In compliance to the Smart Grid Architecture Model [42], the interoperability lay-
ers are categorized into hierarchically structured levels of power system management

zones. The layers correspond to components, communication, information, and func-
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tions while the zones reflect processes, fields, stations and operations. The informa-
tion flows from process to operation zones are illustrated with dashed lines. In gen-
eral, local control of power system devices and components requires low latency, e.g.
IEC 61850 with less than 4 ms, and highly reliable communication of measurement
and actuator to guarantee secure operation. Through intelligent electronic devices
and programmable logic controllers, distributed control is also possible. Therefore,
programmable logic controllers and smart meters communicate amongst each other
and use protocols to distribute applications, reuse components and provide platform
independency [43]. Additionally, security protocols and mechanisms have to be con-
sidered for the provision of secure data exchanges and protection against outages and
cyberattacks [44,45]. These security measures can be categorized into mandatory

and recommended requirements:

e mandatory: confidentiality, integrity, availability, authenticity

e recommended: authentication and access control, communication efficiency

and security, self-healing and resilience operations

Beside interoperable integration of information and communication technology, re-
liable and secured online measurements as well as current market and forecast data
are necessary for the optimized management and control of the coordinated dis-
tributed and renewable energy sources. Therefore, a high level of standardization
for interfaces and protocols is necessary in order to provide feasibility and flexibility

for the integration process.

2.3.3. Realized Microgrid Architectures and Interconnections

The systemic complexity for the implementation of interconnected systems is cap-
tured in the physical realization of a Virtual Power Plant with Microgrid architec-
tures, while [46] discusses further details. The interconnected systems are located at
the European Energy Forum (EUREF-Campus) in Berlin-Schoneberg and at Tech-
nische Universitat Berlin (TU-Berlin), Germany. Both test sites are operated as
Microgrid architectures within local area networks. In the following elaborations,
descriptive analysis of the relevant system components and evidence regarding the
applicability of communication interfaces are detailed. The considered power system
at EUREF-Campus is realized as low voltage smart distribution feeder connected
to a 630 kVA transformer [47-49]. The local area network is realized as point-to-
point and point-to-multipoint communication via Modbus TCP as standard indus-
trial automation and part of the IEC 61158 for real-time distributed control. The

low voltage distribution feeder at TU-Berlin is connected to a programmable in-
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verter and can be operated up to 90 kVA. The power system is constructed as ring
network with real-time Ethernet for Control Automation Technology (EtherCAT)
interconnections between the integrated power system devices. Figure 2.9 shows the
schematic interconnection of the Microgrids architectures including the supervisory

and data acquisition structures. The system architecture is modular structured and

scalable.
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Fig. 2.9.: Interconnection and data exchanges of physically realized Microgrids architectures
through (i) synchronization of databases and (ii) telecontrol equipment and systems.

The execution of application programs and software-interapplication can be real-
ized through canonical data models, information systems, machine and program
languages. Wide area networks [50,51] and common network time protocol (NTP)
for the clock synchronization of the integrated control centers are applied. Under
consideration of secured information exchange, the interconnection can be realized
through (i) synchronization of databases and (ii) telecontrol equipment and systems.
The synchronization of databases allows data reconciliation and archiving without
continuous operation, while telecontrol protocols provide reliable and safe transmis-
sion of recorded information during operation. In the next stage of development,

the following bi-directional data exchange between the control centers is foreseen:

VPP <— HIGH-LEIT NT
+— TEC 60870-5-104 <— clearSCADA
+— Remote Terminal Unit «+— ModBus +— Power System Devices
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Currently, the interconnection is realized through bi-directional database synchro-
nization for selected data and execution of defined set-points. Datasets or time series
are transmitted to the control center clearSCADA for telemetry and telecontrol ap-
plications. The measured process data at EUREF-Campus have a time resolution of
I-minute and are archived in 3-minute historical data bases. This enables upstream
processing and graphical visualization of system states. Downstream data process-
ing allows the control of power system components, units and unit cluster in reverse
order. The smart grid laboratory environment at TU-Berlin is equipped with the
control center HIGH-LEIT NT and realized as a mixture of real and emulated power
system devices and distributed energy resources through the application of hardware
and real-time simulators. The control center includes server units and virtual ma-
chines, a workstation as a man-machine interface and control panels. The additional
terminal server allows internal and external access to the control center at the same
time. The local area network consists of proprietary interfaces for EtherCAT buses.
The processed data are stored and transformed in normed IEC information objects.
Thus, the standard processing functions of the control center are also available for
the real-time EtherCAT buses. The interconnected system provides a unique oppor-
tunity for the developed of Virtual Power Plants and validation of control algorithms

in a secured testing environment.

2.4. Implications on Liberalized Energy Markets

To handle both emerging technical and economic conditions for the integration of
Virtual Power Plants in the context of energy markets, efficient scheduling and op-
eration strategies are required [52,53]. Typically, the participation opportunities are
categorized in several time frames and in combination with different ownership re-
lationships, preferences and tariff models. Short-term scheduling and operation, for
example, allows secure and cost-effective representation of power plant portfolios,
whereas mid-term and long-term planning processes influence the overall utilization
and cost-effective energy management [54]. In order to overcome substantial barri-
ers for the energy market participation, electricity trading transactions are either (i)
standardized and concluded on the electricity exchange market or (ii) individually
executed between two participants in off-exchange tradings in over-the-counter mar-
kets (OTC). However, depending on regulations and legal requirements in geograph-
ical areas of operation, the market participation opportunities can be limited and
may vary from one electricity market to another. In general, the businesses of market
tradings and financial equalization of mutual commitments between two or more par-

ties is organized by forward transactions and clearing contracts.
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2.4. Implications on Liberalized Energy Markets

2.4.1. Market Structures and Characteristics

There are numerous marketing possibilities of decentralized and renewable energy
sources. Whether for aggregated pools, compensation of balancing group devia-
tions, trading in the wholesale market, feed-in-tariffs, direct marketing or incentive
systems for self-consumption [55,56]. Through the breakdown of generation and
load schedules in forward products higher flexibilities in market tradings can be
achieved [57], under consideration of (i) delivery periods, (ii) time of contracting,
(iii) counter-parties and (iv) disposition of quantities. Taking Germany as an ex-
ample, Fig. 2.10 provides an overview of possible contracts and clearing sequences
for standardized tradings. More details on the energy market characteristics can be

found in Appendix A.

t=0 ||
. Primary Secondary Tertiary fulfillment of
Billlan: "t19 Reserve Reserve Reserve contract
arke (Pay-as-Bid) (Pay-as-Bid) (Pay-as-Bid)
Whole- Future Market Day-Ahead Intrazflay
sale (continuously) (auction) (auction,
Market Y continuously)
t-6y t7d t6d | t5d | [ t14n | [ #12n | [ +30min|
N . . previous week previous week daily trading daily trading daily trading
T;::‘i:'f gg_':)yotfj‘g'_’(‘)% (Tuesday) (Wednesday) until 10:00 until 12:00 from 15:00
’ ’ until 15:00 until 15:00 previous day previous day previous day
Sup.ply week, month, 1 week 1 week 4 hours 1 hour ! h.our
Period quarter, year 30 minutes

Fig. 2.10.: Overview of products and clearing sequences in the wholesale and balancing markets
traded in the German-Austrian bidding zone.

For the participation of controllable generation, trading in the future market is
appropriate with a variety of hedging and risk management strategies due to less
volatile price characteristics [11]. Because of variable power generation of renewable
energy sources and low predictability, participation opportunities in the future mar-
ket is limited [58]. Hence, market participation opportunities are mainly realized in
short-term tradings of spot markets. As a common feature of competitive wholesale
markets, the auctions in spot markets underlie volatile price characteristics [59].
Spot market tradings are usually cleared on hourly or sub-hourly basis under con-
sideration of staircase energy balance between supply and demand [60]. In order to
compensate remaining imbalances, restore balance supply and demand, as well as en-
sure synchronous power system operation, the transmission system operator (TSO)

provides additional control reserve (regulating power, balancing power, ancillary
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2. Framework Requirements

power). With respect to balancing markets in Germany, the transmission system op-
erators are obliged to apply transparent and competitive tendering proceedings. The
tendered control reserve (CR) is divided into primary control (PCR), secondary con-
trol (SCR) and tertiary control reserve (TCR). Control power suppliers, also called
Balancing Service Providers, have to fulfill distinct pre-qualification criteria 2 for the

provision of control reserve. An example is given in Table 2.5.

TABLE 2.5.: Pre-qualification criteria for provision and activation of primary control (PCR),
secondary control (SCR) and tertiary control reserve (TCR).

primary control
reserve

secondary control
reserve

tertiary control
reserve

tendering period

product

minimum bid

weekly

pos. and neg.
(symmetric)

1 MW with

weekly

pos. and/or neg.
in two time slices

5 MW with

daily

pos. and/or neg.
in 6 times slices

4h each

5 MW with
1 MW increment

range 1 MW increment 1 MW increment
-as-bi -as-bi -as-bi
pricing rule and pay-as bid ' pay-as bid . pay-as bid '
- auction (capacity  auction (capacity  auction (capacity
award criterion . . .
price) and energy price) and energy price)
sec to 1 . .
. <30. g < Hmin to4 h < 15 min by
response time min fully
o automated telephone or
and activation automated
(P /f-control) automated
(P /f-control)
measurement .
< 1 sec < lsec < 1min
cycle

Each control reserve capacity is in turn backed up by pre-qualified technical units
located in the same control area. Cross-pooling is allowed to achieve the required
minimum bid ranges, while bid pooling is restricted to one control area. In contrast
to primary control reserve, secondary control reserve and tertiary control reserve
(minute reserve) is tendered separately as positive (upward-regulating, incremental))
indicated by (*) and negative (downward-regulating, decremental) control power
indicated by (7).

by means of tendering procedures. Primary control reserve is tendered in single

The procurement of control reserve takes place almost entirely

parts, based on the price for the amount of capacity reserved w,, in EUR/MW.
Secondary and tertiary control power is tendered in multiple parts, consisting of
capacity and energy prices we, in EUR/MWh. The tradings are based on pay-as-
bid auctions in contrast to spot market auctions, which apply uniform (marginal)

pricing [61]. In order to facilitate the participation opportunities of decentralized and

2In case of Germany, further information are provided on https : //www.regelleistung.net.
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2.4. Implications on Liberalized Energy Markets

renewable energy sources in balancing markets, the elimination of market framework
barriers is essential. This may be achieved by shorter dispatch intervals in analogy to
spot markets and additional incentives for the participation of dispatchable, flexible

capacities [62].

2.4.2. Market Participation and Interactions

The contractual services and tradings on energy exchange markets are organized in
accounting areas consisting of balancing groups (BG). According to the Electricity
Grid Access Ordinance, market entities, such as power plant operators, electricity
traders and suppliers using power system infrastructures, have to operate individual
balancing groups or join third balancing groups. Balancing responsible parties, often
called Balancing Group Responsible or Balancing Group Manager [63], are market
entities that have the responsibility of balancing portfolios of generators and/or
loads [13] and are financially responsible for residual imbalances. Consequently,
the Virtual Power Plant operator as Supplier/Aggregator is required to handle all
processes related to the balancing group management. The transmission system
operator supports the allocation of cost accounting across the involved balancing
responsible parties, incorporates balancing, reserve and congestion management re-
strictions. The time interval of accounting balancing groups and balancing energy
for the European imbalance price system and regulations of the Association of Eu-
ropean Transmission System Operators is defined with At = 15 minutes. For a
distinct number of balancing groups within a control area, the required balancing

ECR:I:

reserve energy is determined as sum of balancing group deviations AE]ggi as

follows:

EC*E =3 AEBGEE , with
i=1 (2.7)
AES&? = <(Pg,BG,- + Pvia:) — (Pape, + Pexsa;) ) - At.

In case of negative values of balancing reserve energy, indicating a surplus of power
demand Py and/or exports Pgx in the control area, the transmission system op-
erator activates positive control power provided by respective number of control
power suppliers m. In case of positive values, indicating excess of power generation
P, and/or import Py, the transmission system operator activates negative control
power. Figure 2.11 illustrates the logical relation (solid arrows) between involved
market entities for the provision of control power, where physical power exchanges
(dashed arrows) denote balance deviations within the control area of the transmis-

sion system operator.
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control area

Control Power Control Power
Supplier; Supplier,
v

Transmission System Operator

[ eas |

Balancing
Group,

Fig. 2.11.: Schematic representation for the dimensioning of balancing energy and interaction
schemes for the tendering of control power in the control area of the transmission
system operator.

The required control reserve can be determined either for longer time periods (static
dimensioning) or more frequently depending on the stochastic and deterministic of
the weather conditions (dynamic dimensioning). Specifically, there are the following
obligations for the determination: (i) ex ante determination, (ii) real time activation,
(iii) ex ante acquisition, and (iv) ex post financial clearing. In any case transmission
system operators charge balancing responsible parties according to the imbalances
and/or recover disbursements via grid fees ex post for the compensation of the in-
curred expenditures. The payments for the balancing responsible parties are netted
over the monthly accounting period and the clearing balance invoiced accordingly.
As balancing responsible parties have several options to compensate unbalances with
ex ante market trades or ex post payments, balancing markets and spot markets are
not independent from each other [58]. The following commercial and technical spe-
cific characteristics of single units and unit clusters should be considered for the

optimal utilization within the power plant portfolios:

e commercially specific: market framework and characteristics, risk assess-
ment and portfolio management, tarification and congestion management, type

of contracts and regulations

e technically specific: generation, load and storage capacities, level of control-
lability and limitations, temporal and spatial availability, response time and

characteristics

Because of the limited storage capability of electricity and the characteristics of
the energy system, more frequent auction and shorter dispatch intervals can con-

tribute to increase the utilization of renewable energy sources [64]. Under those
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2.5. Concluding Remarks

preconditions and taking into account the market frameworks, Table 2.6 indicates
the potential revenues for participation opportunities. The prices refer to average
weighted energy and capacity prices in 2014 of selected wholesale and balancing

markets.

TABLE 2.6.: Average weighted energy prices and capacity prices (2014) of selected wholesale and
balancing markets in the German-Austrian bidding zone.

2014 spot market balancing market
aﬁ“g‘d intraday PCR* SCR* SCR- TCR* TCR-

P 1) 1) 3) 4) 3) 4) 2) 5) 2) 5)
(EUgﬁWh) 3276 33.01 _ 7816 973 20325  49.02
capacity price K 9 K 29 28
<§UR%\EW) ; . 351317 468.08 34809  3.33  12.90

te;lieigglg ; _ 7.24h 7-12h 7-12h 1-4h 1-4h
normalized
capacity price - - 20.91 5.57 4.97 0.83 3.23
(EUR/MW - h)

1) 1-hour based average weighted prices  2) 4-hour based average weighted prices  3) 1-week

based average weighted prices  4) time slice (8-20)  5) time slice (8-12).

Wholesale prices in the intraday and day-ahead market are remunerated for the
contracted energy provided in EUR/MWh, whereas suppliers of control power re-
ceive additional payments for the reservation of capacity in EUR/MW. As the en-
ergy markets are characterized by different clearing sequences, the average weighted
prices refer to the corresponding tendering period. The capacity prices are nor-
malized by dividing the derived values in accordance to the tendering period and
thus represents the theoretical remuneration of control reserve capacity per hour.
These market characteristics are subject to changes and price movements as further
detailed in the statistical assessments in Appendix A. For the pricing and reimburse-
ment possibilities of the Virtual Power Plant operator, these are crucial factors when

developing appropriate and affordable bidding strategies.

2.5. Concluding Remarks

The transformation process from a polycentric energy system featuring large-scale
conventional and controllable generation units to a distributed energy system, pri-

marily based on small-scale distributed and renewable energy sources is investigated.
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The transformation process is assessed and quantified by comparison of the power
plant portfolio in Germany in the years 1990 and 2014. Based on defined ranges for
the share of renewable energy sources in the gross energy demand in 2030, 2040 and
2050, further changes in the power plant portfolio are estimated in scenarios. The
results point to the increase of coordination efforts and requirements for efficient
bidding and operational strategies of decentralized and renewable energy sources.
In this context, driving forces for the adaptation of the Virtual Power Plant concept
with feasible participation opportunities in liberalized energy markets are presented.
The main characteristics and functionalities are introduced. Further, the interop-
erability and operating scheme of a physically realized Virtual Power Plant with
Microgrid architectures is detailed as extension of the status quo. Current par-
ticipation opportunities in liberalized energy markets are discussed according to
the price characteristics and developments of the wholesale and balancing markets.
Here, further research is necessary to evaluate alternative business developments
and revenue opportunities in accordance to the bidding and operational strategy
of the Virtual Power Plant operator and identify long-term effects of the outlined

transformation process in the energy markets and designs.
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3. VIRTUAL POWER PLANT IMPLEMENTATION AND
OPTIMIZATION MODELS FOR JOINT MARKET
OPERATIONS

Abstract — The chapter presents a Virtual Power Plant model for the participation
in liberalized energy markets with large sets of power plant portfolios and enhance-
ment of optimized energy procurements. First, the architecture and nodal-based
aggregation methodology is introduced, including distinct unit models for the rep-
resentation of a variety of generation, load and storage units. Then, the operational
exchange with different market entities is structured and specified in communica-
tion sequences for joint market operations in day-ahead and intraday markets. The
defined unit type specific characteristics serve as boundary and constraint condi-
tions for the determination of the operating points obtained from multi-period op-
timization processes. An internal imbalance mechanism is developed as part of the
optimization problem formulation to mitigate forecast uncertainties related to the
intermittent power generation of renewable energy sources. Finally, the performance
of the optimization model is evaluated and verified through various simulation and
computational studies, investigating the sensitivity in cost and greenhouse gas emis-

sions of distinct power plant portfolios.

Keywords — bidding strategy, cluster algorithm, mixed-integer linear program-
ming, dispatch optimization, forecast accuracy, short-term scheduling, joint market

operations, power balancing

3.1. Introduction

With the presence of the time-varying behavior of renewable energy sources and
flexible loads, the unit commitment and dispatch problem can change significantly
[65-67]. In that regard, there is a need for methodologies that leverage supple-
mentary power plant capacities and provide additional flexibilities to compensate
real-time imbalances [68]. To cope with unforeseen increases in demand, losses of

power plants and transmission lines, and other contingencies [69], enhanced feed-
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3. Virtual Power Plant Implementation

in management, redispatch measures, planning and forecasting methods, and effi-
cient energy management strategies with appropriate optimization techniques are
required [70-72]. With a similar rationale, the same applies to Virtual Power Plants
that use the flexibilities provided by generation, demand and storage units to meet
certain objectives [73,74]. For the determination of optimized control decisions, var-
ious planning and operation methods are dealt with in [75-78] and combinatorial
dispatch solutions presented by [79-81]. Even though, optimization models for joint
market participation of Virtual Power Plants have rarely been discussed in the scien-
tific literature. For example, [82-84] design bidding strategies for the participation
in the energy and balancing market. The deterministic price-based unit commit-
ment considers the supply-demand balancing and security constraints of managed
distributed and renewable energy sources to maximize the profit. The unit commit-
ment and dispatch problem for a mid-term scheduling is discussed in [54] that max-
imizes the profit through day-ahead market participation and bilateral contracts.
The optimization problem is subjected to long-term bilateral contracts and techni-
cal constraints. Interactive dispatch modes and bidding strategies are introduced
in [81] for day-ahead scheduling, hours-ahead scheduling, and real-time dispatch.
The chapter extends the previous methodologies in two important aspects. First,
the developed unified model architecture and energy management algorithm shows
possible realizations to deal with intermittent power generation of renewable energy
source with arbitrary power plant portfolios under consideration of forecast errors.
This is achieved thanks to a novel three-stage imbalance algorithm that utilizes
multi-period optimization in joint market operations. Second, for the purpose of
short-term scheduling and mitigation of balancing group deviations, an enhanced
balancing algorithm is presented that integrates demand-side management services
and functionalities for the provision of internal control reserve in combination with
day-ahead and intraday market operations. The design of the model architectures
is specified and the value of the developed balancing algorithm substantiated in nu-

merical simulations.

3.2. Model Architecture and Functionalities

The unified model architecture of the Virtual Power Plant, as schematically shown
by means of Fig. 3.1, allows the creation of arbitrary power plant portfolios. These
are formed by different sets of generation (gen), load (load) and storage units (stor),
which are not necessarily located in adjacent places or the same control area of a
single system operator. Different services and functions are considered as part of

energy management algorithm, including trading in the wholesale energy market,
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3.2. Model Architecture and Functionalities

power balancing and provision of internal control reserve. With increasing number of
variables used for the mathematical formulation of the power plant portfolio char-
acteristics, the computational efforts and complexity for solving the optimization
problem related to the scheduling process increases. Therefore, different control
concepts and cluster algorithms are developed to reduce the amount of variables

while aiming to achieve comparable results to single optimization approaches.

1 <Lbidder 1..* | auctions
Virtual Power Plant market model
? balancing group ? trading and supply
- contractrual obligations period <
- bidding strategy ? market prices

- supervisory control .
‘ + submitClearance() ‘

: irg]g(l;ekgAitaeigg”sit“e/Eg) energy management optimization takes place in
- optimizeSchedules() 1 1..*\Lsolver direct or hierarchical manner,
- submitSchedules() ‘ optimization depending on the level of

aggregation for units or unit
| |clusters which share certain

attributes

1| aggregator + objectives

+ boundaries
+ constraints
+ time period

1..*\L units or unit clusters

location coordinates profile model
‘ cluster
? degree of latitude ? historical data

? degree of longitude + number of units ? real-time data

? owner / client
+ initializeCoordinates()
‘ + getAttributes()
unit types ‘ unit model forecast model
? unit category ? power limitations + forecast method
? level of controllability ? variable cost ? forecast errors
? greenhouse gas + time period
T emissions

gen load stor
wind ‘ ov H chp ‘ dg ‘ ind ‘ hh ‘ o ps ‘ bat ‘

Fig. 3.1.: Unified model architecture of the Virtual Power Plant represented by generalized
elements using unified modeling language class and package diagrams.

Based on the operational strategy and aggregation approach, Fig. 3.2 shows the con-
sidered solutions according to [85,86]. Central control denotes direct interactions
by sending set-points whereas hierarchical control implies aggregation on different
hierarchical levels and decision-making, shared between hierarchical layers. Decen-
tralized control refers to autonomous control, where power sources receive incentives
in the form of price signals instead of set-points or auction processes. In the fol-
lowing elaborations, a distinction is made between local and remote control. Power

sources are typically equipped with local controls to ensure security of operation,
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3. Virtual Power Plant Implementation

whereas remote control allows online adjustments of the set-points for the operation.
For example, local control is used by means of droop control of inverter based gen-
erators [87], maximum power point tracking of photovoltaic power plants [88], pitch

control of wind power plants [89] or on-board charging of electrical vehicles [90].

a) central control b) hierarchical control c) decentralized control
VPP Operator
decision

i VPP Operator }dem.smn VPP Operator
! making
1 making price

II

| decision
making

®
B
®
ON
®

e
®
®
oFs
®

*) distributed and renewable energy sources (DER) receive incentives in the form of price signals instead of set-points

Fig. 3.2.: Operational strategy for Virtual Power Plants to coordinate distributed and renewable
energy sources by central, hierarchical and decentralized control approaches.

Within the proposed unified model architecture as illustrated in 3.1, each single unit
is primarily considered to be operated with central control. To realize also hierar-
chical control concepts, a nodal-based aggregation methodology is developed. For

the developed control concepts, the following characteristics are taken into account:

e geographical location e installed capacity
e degree of efficiency e generation ranges
e power loading capability e stand-by capacity
e power curve characteristics e operating cost characteristics

For certain optimization processes, however, further characteristics may be crucial,
such as ramp rates, fault ride through characteristics, frequency response character-
istics, and voltage regulating capability. Additional characteristics for the optimiza-
tion processes may be also given by economic influencing factors [91] as introduced

in Chapter 2, e.g. contractual obligations with owners/clients.

3.2.1. Unit Categorization and Controllability

Through the combination of a variety of units and unit clusters, denoting the con-
sidered set of unit types Hyy,, = {typ | typ € Hees V typ € Hies V typ € Hgor },
distinct power plant portfolio are composed. Table 3.1 provides an overview of the
unit types and assumed categories. Uncontrolled power generation or demand refer
to units and unit clusters with limited external control options which are summa-

rized as non-controlled (nc) unit types. Controlled power generation or demand with

31



3.2. Model Architecture and Functionalities

external control options in time or unit specific limits is modeled by means of partly-
controlled (pc) unit types. Fully-controlled (fc) unit types allow controlled power
generation or demand within the minimum and maximum limits and allows step-
less external control. Possible operating schedules are illustrated in Fig. 3.3 where
the red arrow indicates the degree of freedom. For example, Fig. 3.3a schematically
shows the intermittent power generation of wind and photovoltaic power plants that
is considered to be uncontrolled. The unit type specific power generation can only
be reduced through curtailments as part of redispatch measures.

TABLE 3.1.: Set of unit types Hiy, and unit categories with associated levels of controllability
used in the unified model architecture of the Virtual Power Plant.

unit type (ID) unit category and
level of controllability
wind power plant wind 10 gen nc
photovoltaic power plant pv 11 gen nc
combined heat and power chp 12 gen fc
distributed generator dg 13 gen fc
electric vehicles ev 14 stor nc, pe, fc
pumped-storage system ps 15 stor fc
stationary battery system bat 16 stor fc
industrial load ind 17 load pe, fc
household load hh 18 load nc

Partly-controlled generators can increase or reduce the power generation within the
boundaries of the lower and upper limits. Figure 3.3b shows the generation ranges,
which can vary in time and operational condition. The gray shaded areas specify
the flexibility ranges for the provision of positive PCE" and negative PYF control
reserve through the application of power adjustment or shifting mechanism. Power
adjustment defines the temporal reduction or increase of the power generation or
demand of fully-controlled unit types without later compensation. Power shifting

PPP¢ of partly-controlled

means that part of the power generation or demand A
unit types is brought forward or is postponed. The power adjustment and power
shifting mechanism is modeled through the introduction of a virtual storage capacity

where the corresponding amount of energy is calculated by

e EYPre APgtf’,f PELUAL, generator units (3.1)
k+1 — '
E{PPC ¢ AP At,  load units.

Thus, a temporary load reduction or increase can be simulated by subsequent dis-
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charging or charging processes of the virtual storage capacity, under the premise that
the corresponding energy quantities must be compensated in following time steps.
In Fig. 3.3c an example is given for an operation schedule of a fully-controlled gen-
erator. As schematically illustrated fully-controlled generators are assumed to allow

stepless control of the power generation between PYP and P%Pfc denoting the

g, min g, max>
minimum and maximum operational limits.
power (p.u.) power (p.u.)
4 p.pc
g?rfl;x ________________________ Bo,’,f:;a
CR* i
L
CR’
__________ N s
g,min
(L : . > i >
time (h) 0 time (h)
(a) non-controlled generators (b) partly-controlled generators
power (p.u.) power (p.u.)

typ.fe pfyp,fc

- Pg,max T_____________‘r____TIl_; g,max
0 [ ! >
typ fc
Rg,rﬁin \\ LLL'Z__I"'JJJ
__________ V. A Ptyp,fc

time (h) i time (h) d.max

(¢) fully-controlled generators (d) stationary storage units

Fig. 3.3.: Schematic illustration of possible operation schedules and controllability limitations for
non-controlled, partly-controlled and fully-controlled generator and storage unit types.

Contrary to generation units, storage units can also be considered as a controllable
load unit. As indicated in Fig. 3.3d, fully-controlled storage units can be operated
in stepless charging/discharging processes between Pﬁfﬁgﬁ and PP denoting the
maximum charging/discharging power. For identification purposes, each unit model
is specified by a combination of various machine-readable sequences (ID). An exam-
ple of which is shown in Fig. 3.4. The first two digits specify the unit type and the
third digit is assigned to the unit model. The fourth digit specifies the operation
schedule that is currently represented by a set of time series of historical data. The
fifth digit indicates the level of aggregation, where "0"" refers to a single unit and
"1" to a unit cluster. The remaining digits represent a counter index for unit or
unit clusters that share certain attributes. 10-2-5-0-070189 is a possible number

generated by this approach and is interpreted as follows:

e 10: unit type for wind power plant
e 2: unit model for 1 MW rated capacity

e 5: profile of measured data
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e (: single unit

e 070189: is the 70,189th number generated within the unit type 10 with unit
model 2.

In total 999,999 units or unit clusters of the same type and unit model can be
simulated. The identification numbers are also used for the geographical assignment
and refer to geographical regions, control areas or buses with location coordinates

and different energy markets, e.g. spot market or balancing market.

determination of technology characteristics, calculation of forecast

accuracy
unit model: single unit: 0 —— attributed for level of
1,2,...,9 unit cluster : 1 aggregation

‘—T—] ! 1 J L I ]
unit type: profiles: counter index: 000001,
10 wind, 1,2,...,9 000002, ..., 999999
11 pv,

12 chp, ﬂ ﬂ

12 28 modularity of unit type with same

15 s’ real-time optimization attributes, initialization of
PS, and simulation forecast data

16 bat,

17 ind,

18 hh

E{) attributed for controllability, forecast generation, optimization, ...

Fig. 3.4.: Structure of the developed machine-readable identification number (ID) used,
specifying the embedded unit type models and attributes.

Appendix C details the integrated unit models and specifies the assigned attributes.
These are used within the proposed energy management algorithm and specify the
boundary and constraint conditions in the scheduling process of the unit commit-
ment and optimization problem while achieving the operational objectives of the
Virtual Power Plant operator. Among the given attributes, the specific greenhouse
gas emissions ghgih, in gCO2/kWh and variable cost @' in EUR/kKWh serve as
indicating parameters for the evaluation of economic and environmental operation
strategies. Modifications can be made as necessary and according to the embedded

model environment or development program.

3.2.2. Nodal-based Aggregation and Cluster Algorithm

In order to determine appropriate power system services but also participate in
different energy markets, a nodal-based aggregation and cluster algorithm is intro-

duced. Units and unit clusters that share certain attributes are aggregated and
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the assigned unit model characteristics scaled linearly. The methodology makes it
possible to reduce the amount of optimization variables and thus less computational
effort is required to solve the optimization problem with the associated boundary and
constraint conditions. Possible compositions and creation of unit type specific clus-
ters are shown in Fig. 3.5. The dashed circles represent virtual nodes and the solid
circles physical nodes. Virtual nodes refer to a specific geographical region/area or
balancing group, while physical nodes indicate the physical buses of power systems.
The units of three possible unit clusters, consisting of various unit combinations,
are matched from their physical nodes of the network model to the virtual nodes of
the portfolio. It is indicated that the unit clusters can be independently composed
from the location of the units while the allocation of physical nodes is based on the

respective geographic coordinates.

Wind2,1 /

-~

s

. \
{unitcluster (N ) virtual node @ physical node — nodal matching

legend: @ unit

Fig. 3.5.: Nodal-based aggregation and geographical allocation of single units and unit clusters to
virtual and physical nodes for the composition of distinct power plant portfolios.

For the purpose of nodal-based aggregation and geographical allocation, the latitude
lat and longitude [on coordinates needs to be converted to cartesian coordinates, as
these are usually given in different notations. For a distinct location L;, (3.2) con-
verts the spherical coordinates into the two-dimensional projections with cartesian

coordinates.
L; (lon?ph, lat?ph) — L (lonfrt, latfrt> (3.2)

By using the geodetic reference system WGS84, complex mathematical calculations
for the geographical assignment can be eliminated as the meridians are subdivided
into relative latitude sections and longitude sections through cylindrical projection.
Therefore this method is used in the Virtual Power Plant for the geographical as-
signment. Possible examples are given in Fig. 3.6, showing sample-sets of existing

distributed and renewable energy sources in Germany. Figure 3.6a shows a polygon
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representation with triangles, where the verticals can be arbitrarily defined by lati-
tude and longitude location coordinates. Figure 3.6b shows an example of sectoral
representation, where distributed and renewable energy sources in the metropolitan

region of Berlin are identified within a given radius.

53.5 53
pv
53.4 —e—wind
biogas ;
52.8 biogas
53.3
ohp (gas) _ chp (gas)
© 532 3
bt —
o) 2 52.6
§53.1 o
® o)
53
E S 524
® 529 -
52.8 52.2
52.7
52.6 5
11.5 12 1?.5 13 13.5 14 122.5 13 13.5 14 14.5
longitude (degree) longitude (degree)
(a) polygon (b) sectors
54.5 55
pv
54 | ——wind 54
| biogas
53.5 @, | chp (gas) 53 chp (gas)
?® 53 ¥ ater T water
o X 0 57
® 525 &
% % 51
- 52 °
2 250
T 515 i
51 49
50.5 48
50 : ‘ : / 47 : : /
8 10 12 14 16 5 10 15 20
longitude (degree) longitude (degree)
(c) federal states (d) country

Fig. 3.6.: Schematic representation of power plant portfolios in geographical sample-sets
consisting of (a) polygon, (b) sector, (¢) federal states and (d) country allocation.

Considering power plant portfolios in federal states, Fig. 3.6¢ shows units or unit
clusters in the high-voltage level. The illustration mainly corresponds to the control
area of the German Transmission System Operator, 50Hertz Transmission GmbH.
In the case of holistic analysis for an entire country, Fig. 3.6d highlights units or
unit clusters connected to power systems in the medium-voltage level. All these
units and unit clusters H, can be considered to be part of the Virtual Power Plant,

which can be formulated as follows

VPP = H Hcl,i: {Hcl;i | 1€ {mam + 17 <. 7n}} (33)

i=m
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where m denotes the first and n the last set of aggregated units or unit clusters.
Once the required model attributes, as specified in Appendix C are assigned, the
power plant portfolio can be integrated in the energy management algorithm of the
Virtual Power Plant.

3.3. Solution Method for Multi-period Optimization Processes

The implementation of an efficient energy management strategy for power plant
portfolios requires the consideration of several uncertainties in the development of
appropriate bidding algorithm [92]. This relates, for example, to the uncertainties
regarding the expected generation of renewable energy sources [93], which becomes
an important aspect for energy market participation and power system operation.
Here, a three-stage imbalance compensation algorithm is proposed that takes into
consideration the uncertainty related to the power scheduling problem with renew-
able energy sources for corresponding forecast horizons fh € {24h, 1h,0.25h}. Ta-
ble 3.2 specifies the considered online-control and redispatch measures for each stage.
Online-control and redispatch measures imply remote access that allows to send
set-points for the operation and apply power adjustment and power shifting. The
classification of the stages is derived from the trading period and clearing sequence
of market operations as reviewed in Chapter 2 and summarized in Fig. 2.10. In
order to eliminate market framework barriers for the participation of renewable en-
ergy sources, the energy management algorithm of the Virtual Power Plant operator
integrates shorter dispatch intervals and determines the operation schedules within
a multi-period optimization process in joint market operations.

TABLE 3.2.: Forecast horizons, online-control and redispatch measures considered in the
three-stage imbalance compensation algorithm.

stage forecast horizon redispatch and

online-control measures

1 day-ahead 24 hours up to day-ahead optimization
several days process
9 intraday 15 minutes up to intraday optimization
several hours process
. . ] 1 .
3 real-time several minutes imbalance compensation

process

The proposed methodology aims to mitigate power imbalances and meet the con-
tracted power exchanges in the energy market operations while considering power

system security constraints in advance. The sequence of communicative actions that
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3.3. Solution Method for Multi-period Optimization Processes

are needed to be exchanged with the main actors for joint market operation are de-
tailed in Fig. 3.7.

Energy System PP Gen Stor Load
Market Operator Operator Units Units Units
T T T T T T
sd: joint market | | | | | |
i I I I I I I
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every da | I ——r—— 4 i
fevery day] L | status check | |
availability, B s [ S —— R SO
day-ahead forecast | | T status check | N
T I : : :
| | day-ahead | |
I I MU I I
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| | technical [ | | |
: | validation : : :
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oop.J [ [ seq: status check, | [ [
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: : real-time imbalance : :
| | [ compansation | |
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Fig. 3.7.: Sequence diagram of proposed three-stage imbalance compensation algorithm and
interactions of the main actors in joint market operations.

Let Hi be the set of time steps k, e.g. Hy = {1,2,...,96} , for At = 0.25h
reflecting the trading period and market sequence of the day-ahead and intraday
market operation. The time increment At denotes the anticipated dispatch interval.
Then, in each stage the total power generation Py’ and demand Py;’" of the power
plant portfolio is determined by
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3. Virtual Power Plant Implementation

PYY" = PPy + PIPY + PO + P + PR + PPy + PRt 5.4
PYY" = Py + P+ PR+ PO+ PR, |
where Pjj", and Pgy ;. denote the market imports and market exports. Generally,
the power generation Pgtyp is defined as positive quantity and the demand Pgtyp as
negative. The first and second stage utilizes multi-period optimization processes to
yield minimum power imbalances during day-ahead and intraday market operations
following a distinct bidding strategy. In each stage, the bidding schedules are opti-
mized while considering the unit type specific boundary and constraint conditions
including updated information and operational states. The sequences of the day-

ahead market operation are as follows:

e forecasting of generation profiles, load profiles and flexibilities of aggregated

units and unit clusters for each hour of the next day

e forwarding optimized day-ahead bidding schedules to the system operator for
technical validation and adjustment processes in case of power system con-

straints violation

e forwarding optimized and adjusted bidding schedules for day-ahead market
participation for each hour of the next day and receiving accepted biddings

and offers after market clearance

In intraday market operations, the sequences are similarly structured under con-
sideration of the contracted bidding schedules of the day-ahead operation for every
hour of the respective day. To mitigate minute-to-minute power deviations within
the balancing group of the Virtual Power Plant operator, a subsequent real-time
imbalance compensation process takes place. As a consequence, balancing group
deviations may be reduced and the overall power balance in the control area of the
system operator maintained. In case of remaining real-time imbalances and with
regard to power system operations, automatic-control solutions such as frequency
response and automatic-generation-control are still required. However, as the phys-
ical power balancing is the responsibility of the system operator, these measures are

not further considered in the following elaborations.

3.3.1. Power Balancing with Internal Imbalance Mechanism

In the day-ahead and intraday optimization process, the uncertainties of renewable
power generation are modeled by different scenarios of renewable power forecasts as
detailed in Appendix D. Depending on the forecast horizon as given in Table 3.2,

(3.4) can be used to determine the power deviation of the predicted power generation
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3.3. Solution Method for Multi-period Optimization Processes

PYE, and demand PYPY, in the first two stages. The obtained result is used for

the determination of required market exchange, which is calculated as follows:
pem pDVPP pPVPP
AP = —( g\,/k,fh + Pk sn)- (3.5)

Next, the power deviation AP,SRi that defines the amount of required internal

control reserve is determined

APE = P P 4 AR+ AP, (3.6)

where P, " and P{%" denote the power generation and demand of fully controllable
unit types, AP;};QP P and APgt’y,f P¢ the dispatchable power adjustments or shiftings
of partly-controlled units, respectively. Figure 3.8 details the single steps taken into
account when specifying the required quantities. The red shaded bars denote the
forecast error A ~,ff;;fyp related to the intermittent power generation of renewable
energy sources. The white bars express the optimized bidding schedules for market
exchanges in day-ahead and intraday optimization process, respectively. The resid-
ual market exchanges denote the sum of the cleared day-ahead and intraday market

exchanges and indicated by the black bars.

calculate day-ahead bidding calculate intraday bidding real-time imbalance
and adjusted power schedule and adjusted power schedule compensation
[previous day] [previous time step] [current time step]

@ © 0 & © o @ @ o @ @

N
da da da da id id id
id id id id
0 # # B
k
da ] hid| | da
da da da da da

R R [EaAg RS B o

Fig. 3.8.: Schematic representation of the scheduling processes and preparation of market bidding
schedules during day-ahead (da) and intraday (id) optimization process with
subsequent real-time imbalance compensation (ic).

The steps 1.1-1.4 define the day-ahead optimization results of the previous day. In

step 1.1 the initial power schedules are forecasted, while step 1.2 identifies the initial
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3. Virtual Power Plant Implementation

day-ahead market exchange. The optimization process takes place in step 1.3 and
the dispatch schedules are forwarded to the system operator for technical validation.
The accepted power schedules after the day-ahead market clearing are given in step
1.4. For each time step of the following day, the continuous intraday optimization
takes place using updated forecast information. This is summarized by means of
steps 2.1-2.4. The steps of the intraday optimization process are equally struc-
tured while the results of the day-ahead optimization process serve as additional
constraint conditions. The forecast errors related with the contracted day-ahead
bidding schedules are partly compensated. In steps 3.1-3.3 the residual market ex-
change is calculated by (3.7) and the remaining real-time imbalances are determined
in (3.8).

id d id d
AP = P gn + Pitesn T Pexepn + PeXoen (3.7)

APy = P54+ BT+ AR (3.8)

The market imports of the day-ahead and intraday operations are specified by Pﬁﬁvk
and Pfl‘\i/lﬁk and the exports are given by Pgi’k and Pé(%(,k, respectively. Through the
activation of internal control reserve part of the power unbalances are mitigated. The
real-time power generation and demand of the power plant portfolio are given by
Pg\f PP and P(X PP respectively. For the real-time imbalance compensation, numerous
contracted units and unit clusters of the power plant portfolio are utilized and

activated following the merit order as listed in Table 3.3.

TABLE 3.3.: Merit order and segmented participant categories for the provision of internal
control reserve as part of real-time power adjustments.

I II I11 IV
power Py, P |

chp dg ind pv wind
surplus Py 1, PP | P Pe Fa P B4
power Pé)at J/? Pgbat T chp dg ind
deficit | Pp | opet | e DT Fa N

The order of activation is from fast I to slow reacting IV participant categories.
The first-order I consists of contracted stationary battery and pump-storage systems,
enabling fast power adjustments. For example, in case of power surplus the charging
power PPat of stationary battery systems increases. The second-order units IT,
represented by controlled combined heat and power plant and distributed generation
units, reduce the power generation Pghp and ng. The third-order units III, are
defined by controlled industrial load units that are capable to increase or reduce the

power demand Pi"d. Redispatch measures with wind and photovoltaic power plants,
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which represent the forth-order units I'V, are considered as the last option. As an
alternative strategy for the provision of internal control reserve, single back-up power
plants and storage capacities can be considered to reduce the coordination efforts.
However, also in this stage the considered redispatch measures are subjected to the
contractual obligations and controllability limitations given by the characteristic of

the power plant portfolio.

3.3.2. Optimization Problem and Mathematical Formulation

The dimensionality of the unit commitment and dispatch problem requires a opti-
mization method, capable to solve the whole problem for any real-size system [94,95].
This includes updated information of the coordinated units and unit clusters as
well as the market status and deviation between the forecasted and contracted
power schedules. The proposed optimization problem is formulated as a constrained
mixed-integer linear programming problem subjected to boundary conditions and
linear constraint functions, specified by the unit model characteristics. This can be
achieved by taking into account constants as model attributes which allows to cir-
cumvent nonlinearities in the optimization problem [96]. The optimization problem

LP is generally formulated as follows:

rgsliyn cle+d'y (3.9)
(LP) st Ar+By<b

AcZ™ Be7Z™ becZ™ xR yc Zgo

The continuous variables & € [@pin, max] reflect the power schedules of controllable
generation, load and storage units. The lower x,;, and upper x,.. bounds are
specified by the unit model attributes. The integer variables y € {0,1} define the
operation modes of the unit types with assigned storage capacities, where 1 indicates
charging and 0 discharging processes. The coefficient matrices A and B in combina-
tion with the right hand side vector b, define the constraints of the optimization prob-
lem. Let ¢"xz+d"y € R™ be the bidding strategy of the Virtual Power Plant, spec-
ified by (3.10)-(3.14). The mathematical formulation of the optimization problem

covers the following economic and environmental objectives:

e OB.1: minimize variable cost min {Zke n. OBYFF }

e OB.2: minimize CO2 emission min {ZkthS Onggk}

VPP
em,k

e OB.3: minimize market exchange min {Zke ., OB
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In (3.10), the revenue opportunities are maximized through the minimization of the

variable cost OBXCF”,S . The lowest cost solution considers the total variable cost for

power adjustment and load shifting as well as the expected income or expenses of

joint market operations.

OBVFP — (( PPl o cplipfe _ plple  otupey (3.10)

ve,k,j T ve g.k,j ve

typ,pc typ,pc . typ,pc typ,pc
(APd ki " Wvectrl APg ki " W, ctrl)

(Pk fhi wli?}h)) - At

The assigned market prices w®”, detailed in Appendix A, refer to historical data of

typ,pc
ve,ctrl

tion and demand units are differentiated by the price for the provision of internal
CR*

spot market auctions. The variable cost @ for partly-controlled power genera-

control reserve w and is calculated by

+ . .
Eve - PP — zORT  generation or demand increase
t Ve
w PP — (3.11)

ve,ctrl + . .
Eve - PP + BT generation or demand reduction.

The variable cost w!¥PP¢ for each unit type is multiplied by the scaling factor e,
used in later scenarios for cost sensitivity analysis. The default value of ¢, is set to
1, leaving the original cost structure unchanged. Within the optimization processes,
the initial market bidding schedules calculated in (3.5) are sequentially adjusted by

(3.12) to determine the final market exchanges.

APET, = AP, - — (PP + PYPIC + APYPPS + APPPY) (3.12)
Similarly, (3.13) calculates the total emissions of the power plant portfolio. While the
specific greenhouse gas emissions of generator units are fully taken into account, pur-
chases from the spot market [f’,f?h > 0 are assumed with ghg&d, = 550 gCO2/kWh,
ghg&ds = 0 for ]5,5% < 0, respectively. The specific greenhouse gas emissions for
purchases reflect the current average carbon dioxide emissions of the electricity mix

in Germany.

OBYS ., =((BLF - ghalth) (313

»7.]

t c typ,pc
+ (AP - ghgcsy”)

+ (P Fhij 9h98%2)> - At

Additional bidding strategies, such as the mitigation of day-ahead and intraday mar-
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3.3. Solution Method for Multi-period Optimization Processes

ket exchanges, are realized through the application of (3.14). The objective function
may be relevant for energy management algorithms within Microgrids simulations,

e.g. to optimize the power balance associated within islanding operations.

OBL :( Iel\r/lnk,fh,j - E?{Lk,fh,j)'At (3-14)

em,k,j

The optimization processes are restricted by the model attributes and operational
states of the units and unit clusters. These are specified by the following series of

boundary and constraint conditions.

Boundary Conditions — The lower and upper bounds of fully-controlled units

are defined by the assigned operating ranges for the power generation or demand as

follows:

0 < PiPic < plunfe (3.15)
— “gkj — 7 gmax .
typ, typ,f

Pymax < Pay <0 (3.16)

yZ?th . pgﬁ;}f{c < Pl:fjonfc < (1 . Z/Z-?r’fc) . Pgs,tr?q;’ic- (3'17)

The integer variables " of the fully controlled storage units indicate the op-
eration mode. In case of """ = 1 charging processes, otherwise for 35" = 0

discharging processes take place. The boundary conditions of partly-controlled gen-
eration and load units are given by (3.18) and (3.19). The equations represent the

minimum and maximum power values for the possible provision of internal control

reserve.
typ,pc typ,pc typ,pc
Pg,min S A‘Pg,k,j S Pg,max (318)
typ,pc Lyp,pc typ,pc
Pd,min S AP)d,k,j S Pd,max (319)

The lower and upper bounds for partly controlled generation units and load units

are specified in (3.20) and (3.21), respectively.

typ,pc __ , lyp,pc typ,CR™ plyp,pc

£, min g,max

typ,pc __ _ L typpey s typ,CRT  ptyp,pc _ ptyp,pc
g, max (1 Yk 5 ) mlH{P P P

k,j g,max ’° g,max g.k,fh }
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typ,pc __  typ,pc typ,CR™ typ,pc DLyp,pc

Pimin = Yk maX{_Pd,max » L d max T Pd,k,fh} (3.21)
typ,pc __ typ,pc . typ,CRT Dtyp,pe

Pd,max =(1- Yk.j ) 'mm{Pd,max ) d,k:,fh}

For partly controlled generator and load units, the activation of internal control
reserve is determined by integer variables. Negative values of AP™PP¢ indicate

either a generation decrease or a load increase. In case of power adjustment and load

shifting with partly controlled load units, the integer variable y;??P° = 1 initiates a
load increase while ,*”*° = 0 leads to a load reduction. In each time step of the

optimization process, the operational conditions of the partly controlled generator

and load units are taken into account and the maximum possible flexibilities are

Lyp,pc
Pd,max

is either given by the limit value of the positive control reserve Pi” CRY or the

d,max
; ptyp,pe
predicted demand value Py%’s,.

determined. Taking as an example, the maximum possible load decrease

Linear Inequality Constraints — In accordance with the assigned virtual stor-
age capacity E"PP¢ of partly-controlled units as specified in Appendix C, the avail-

able energy capacity is formulated as function of the state of energy and given by

100% - E2rPe

typ,pc typ,pc typ,pc : typ,pc __
SoFE, < SoEpii < SoE with  SoE ™" = L
T

min (322)
In case of storage units, E5°" denotes the unit type specific rated energy capacity

and the constraint formulation is expressed as follows:

100% - B}

stor,fc
T

SoE " < SoEy{Y < SoBier  with  SoEjT =

min max

(3.23)

While the energy values for the calculations for partly-controlled units are derived

from (3.1), for storage units these energy values are given by

stor,fc - stor,fc _omod | .

pstorfe _ Ey AV At, charging mode -

k+1 ™ Estor,fc Pstor,fc 1 At disch . d ( : )
k - g,k : nmod . 3 1SC arglng mode.

Problem Solving — The mixed-integer linear programming problem is solved
by using a branch-and-cut method with simplex algorithm, offered by the Matlab
extension of ILOG CPLEX Optimization solver. The optimization variables are up-
dated at each iteration during the optimization processes until a defined tolerance

on the change of the objective function value is satisfied, or the maximum number
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of iterations is reached. Depending on the selected optimization solver, the opti-
mization processes can be further accelerated, e.g. through the adjustments of the
function tolerances, constraint and step tolerances, respectively. However, the com-
putational effort to solve the multi-period optimization problem can still be limited,

e.g. due to the speed of data measurement, data exchange or data processing.

3.4. Simulation and Computational Study

The energy management algorithm and optimization model is validated using time-
series analysis with variations of the power plant portfolio characteristics and op-
timization parameters. For comparison purposes, the power plant portfolios are
similarly constituted, as can be seen in Table 3.4. The share of the stationary bat-
tery systems I € {5%, 10%, 15%, 20%, 50%} in case 2-6 is a multiple of the total

installed capacity of case 1.

First, the effectiveness of the three-stage imbalance compensation algorithm is tested
in the base scenario. Hereby, the dynamic effects of the forecast accuracies on the
power scheduling processes and coordinated redispatch measures are investigated.
Second, the economic efficiency of cost-optimized and CO2-optimized joint market
operations are assessed in case 1 and 2. Third, the specific utilization and dispatch
of stationary battery systems with different unit models are analyzed. Forth, the
revenue perspective of the Virtual Power Plant operator is specified in cost sensitivity
analysis.

TABLE 3.4.: Power plant portfolio parametrization for case studies with different shares of
stationary battery systems.

scenario wind | pv chp dg ‘ bat*) ‘ind hh total

30 400

case 1: base 140 130 20

case 2: base
+ 5% battery | 140 | 130 | 20
capacity

*) minimum and maximum state of energy are assumed with SoEPa! :=10 % and
SoEbat =90 %, respectively.

max

The simulation results are quantified according to specific and absolute evaluation

VPP

ok » greenhouse gas emis-

parameters. For each time step, the total variable cost w

sions ghgdoy . and the market energy exchange EY% are determined and normal-

ized as follows:
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wYPP haYEP EVPP
\VPP _ Z ve,k \VPP _ Z 9nNgco2.k and \VPP _ Z em,k

ve PP N CO2 VPP N em PP N
k

with

T = (PR - e lire] = P - oty
+ | Ptyp,fc e - wigép,fc . Pgtch’fc . wiquclp,fc)
+ (|Ptyp ;pc,ref CEve wiqép,pc . Pgty]?pqref . wf}ép,pc)
(AP Sl — APEP )
+(|PEXI<: @y — ﬁlﬁk @)
+ (1P ] = Pl =) - A

typ,nc typ,nc typ,fc typ,fc
ghg¥SE . =((PIE™ - ghal®hi) + (P - ghgli)
+(PLPPTT ghgBY) + (APLE™ - ghgly”)
(PIMk ghgcoz) (PIMk ghgcoz)) At

E(Yrrfl)g _<(PIM k PEX k) (PIM k PEX k)) At (325)

Further, the energy equivalents E, = Y, PYY" - At and ECRF — v |APSRT| . At
are calculated, denoting the total generated and purchased energy and the provided
internal power adjustments and power shifting, respectively. As a simplification for
CR* ig assumed to be the same
for all unit types with 10 EUR/MWh. Each scenario covers 10 days, whereby the

first 3 days refer as initialization period and are therefore not considered in the

the provision of internal control reserve, the price w

evaluation results.

3.4.1. Impacts of Forecast Accuracy in Joint Market Operations

To participate in the joint market operation, the Virtual Power Plant operator pre-
dicts the expected power generation of renewable energy sources. However, the
forecasts have particular forecast accuracies which differ regionally and over time.
As an approximation of different forecast scenarios, Appendix D introduces a fore-
cast model that uses normal and uniform distribution functions to synthetically
generate forecast profiles with defined forecast errors. The average normalized root

mean square error BTT‘?IRMSE

is used as an indicator for the forecast accuracy. De-
pending on the forecast horizon, Table 3.5 lists the obtained values as a result of
the applied forecast model. The tabulated values have similar forecast accuracies

in comparison with analogous values found in the literature [97-106]. A selection of
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the generation forecast of wind and photovoltaic power plants is given in Fig. 3.9.
The grey area denotes the real-time schedules. The synthetic forecast profiles with
forecast horizons of 24h, 1h and 0.25h are highlighted as solid red, dotted black and
solid blue lines, respectively.

TABLE 3.5.: Evaluated forecast accuracies of time-varying forecast profiles of wind and
photovoltaic power plants given for distinct forecast horizons of 24h, 1h and 0.25h.

wind pv
eTTEL%MSE €TT1NhRMSE 6TT§2RSI\I/IISE ‘ erri%MSE errll\IhRMSE errggg\ﬁ[SE
(p-u.)
0.064 0.028 0.016 ‘ 0.065 0.030 0.012

5000 T 10000 T

[ static data Wi static data

—fc (fh=24h) —fc (fh=24h)
4000 | |.woeafc (fh=1h) 8000 " |...-fc (fh=1h)

—fc (fh=15min) —fc (fh=15min)
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Fig. 3.9.: Day-ahead and intraday renewable power generation forecasts for wind and
photovoltaic power plants.

Considering the power plant portfolio configuration of case 1, as defined in Table 3.4,
the forecast uncertainties of the renewable energy sources are modeled similarly
and used as inputs for the multi-period optimization processes. Selected results
of the obtained bidding schedules are provided in Fig. 3.10a and shows the power
imbalances for the day-ahead optimization with an forecast horizon of 24h and the

intraday optimization with a forecast horizon of 1h.

In comparison of the cost-optimized scenario, Fig. 3.10b shows the results obtained
in shorter dispatch intervals and use of 0.25h generation forecasts. The power imbal-
ances for each time step of the day-ahead and intraday optimization processes are
indicated by the red solid trend line and blue solid trend line, respectively. Due to
higher forecast accuracies available in the intraday operation and shorter dispatch
intervals, the power imbalances can be reduced from almost 6 MW down to 4 MW.
In addition, Figure 3.10c and Fig. 3.10d provide a selection of the obtained real-time

schedules of both scenarios, segmented by unit types. The red solid line illustrates
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the remaining real-time power imbalances, which are fully mitigated after the three-

stage imbalance compensation algorithm has been executed.

power (MW)

power (MW)

-10

-15

\-intraday imbalances [ ]day-ahead imbalances\

power (MW)

6 12 18 24

time (h) time (h)
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Fig. 3.10.: Comparison of power imbalances after cost-optimized day-ahead and intraday
optimization process considering fh = 1h and fh = 0.25h forecast horizons in the
energy management algorithm and corresponding real-time schedules after activation
of internal control reserve.

Disregarding the forecast horizon, the contracted power exchanges in day-ahead

and intraday markets stay almost unchanged but differentiate in the use of internal

control reserve, as summarized in Table 3.6. Additionally, the variable cost and

greenhouse gas emissions of the dispatch results are provided.

TABLE 3.6.: Comparison of the traded energy in cost-optimized scenarios over 168 hours
indicating the effect of shorter dispatch intervals and use of internal control reserve.

forecast horizon E, ECR: VPP Aoy
(MWh) (MWh) (%E,) | (EUR/MWh) (gCO2/kWh)

fh=1h 6,975.52 1,029.69 14.76 -18.18 90.57

fh =0.25h 7,024.96 900.89  12.82 -16.88 97.38

Through the utilization of shorter dispatch intervals, the provision of internal con-

trol reserve can be significantly reduced, by almost 2 % of the generated energy

in the power plant portfolio. This in turn leads to decreasing operational cost for
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the Virtual Power Plant operator. Particularly, the absolute values when using 1h
and 0.25h generation forecasts in the scheduling process are given by the tabulated
values. In summary, the simulation results confirm the feasibility of the developed
three-stage imbalance compensation algorithm to mitigate balancing group devia-
tions. This improves the reliability of the delivered power schedules while scaling
down the overall power imbalances. This is also accomplished by considering shorter

dispatch intervals and clearing sequences.

3.4.2. Comparative Assessment of Bidding Strategies

In this case study, comparatives assessments are carried out for economic and envi-
ronmental bidding strategies in joint market operations. Table 3.7 summarizes the
obtained results for the investigated power plant portfolios, which uses the same
forecast profiles in cost-optimized and CO2-optimized scenarios.

TABLE 3.7.: Results obtained from cost-optimized (OB.1) and CO2-optimized (OB.2) base
scenario and base +5% battery capacity scenario over 168 hours.

scenario E, ECRE VPP Aoy
(MWL) (MWL) (%E,) | (EUR/MWL) (gCO2/MWh)

case 1 OB.1 7,024.96 900.89 12.82 -16.88 97.38

0OB.2 6,764.31  1,772.07  26.20 -44.73 20.17

case 92 OB.1 7,203.97 1,201.28  16.68 -14.51 96.23

0B.2 6,735.53  1,872.40  27.80 -42.34 15.08

*) negative specific variable cost A\YI'T refer to expenses, positive values refer to incomes.

The total amount of energy traded, increases from 7,025 MWh to 7,204 MWh in
cost-optimized scenarios and decreases from 6,764 MWh to 6,736 MWh in CO2-
optimized scenarios. In the latter scenario, the specific variable costs are more
than doubled due to the activation of the additional internal control reserve to
substitute the market exchanges. For case 1, Fig. 3.11a and Fig. 3.11b provide the
obtained results in the cost-optimized and CO2-optimized scenario. The gray lines
indicate the day-ahead and intraday market exchanges while the red line shows the
activation of the internal control reserve. Additionally, the day-ahead and intraday
market prices are given in the black lines. The differences of the evaluated economic
and environmental bidding strategy can be observed especially in moments of low
markets prices. Here, the extracted cost-optimized power schedules in day-ahead
operation are mostly compensated through activation of the internal control reserve.
The import of the energy market is primarily compensated by controllable generation

units to maintain the power balance of the power plant portfolio.

50



3. Virtual Power Plant Implementation

41.18

‘ da exchange —--id exchange —internal control reserve -<-da price —id price

21.83 41.18 21.83
27.46 117.63 27.46 117.63
£ £

S 1373 1343 = S 1373t 11343 5

=3 x = r €

[ w o w

2 o 923 < 2 0 =

g 83 8

s &

-13.73 | 5.03 -13.73|
-27.46 : 0.84 -27.46 : 0.84

6 12 18 24 6 12 18 24

time (h) time (h)
(a) cost-optimized (b) CO2-optimized
6 T i T 6 T T -
— cost-optimized —--CO2-optimized ‘ —cost-optimized —--CO2-optimized ‘

5 T T ; I pehp 5 T H pdo
SH Eogi | apl M | r
i P it

4r Wit P 4f R

s it ! s = iru
2 i i ot 2 i
T3t i R A T3t i |
[} izl o [} it i
2 IS HE [ E i i
15} i (I i! i 5] il !
<% ! 1 [N o o u I
2+ i Ao ! 27 J ’

i H ! 1 r

: [ : I

I L ! i

16 ! i ! 1F i

! i ! i
I i i ! i s

0 | [ i i ! 0 2 | LI ‘

6 12 18 24 6 12 18 24
time (h) time (h)
(c) chp, ID 121000011 (d) dg, ID 131000013
0
20 f
2+t
10
4+
BF 0
s 2
s & S .10}
5} — 9]
10F T S
§ L = ; 820t
12+ i
1
14 F i | -30
1 Pind
-16 . A 1r -40 . S
\—cost-opt|m|zed —--=-CO2-optimized \ ‘—cost-optlmlzed —---CO2-optimized \
18 I I I I I I
6 12 18 24 6 12 18 24
time (h) time (h)

(e) ind, ID 170000001

(f) em, ID 300000001+300000002

Fig. 3.11.: Activated internal reserve capacity in (a) cost-optimized and (b) CO2-optimized base
scenario (case 1) with selected real-time schedules (c¢)-(e) of unit and unit clusters
and the residual (f) energy market exchanges.

Insight into the obtained dispatch results is given in Fig. 3.11c-Fig. 3.11e for se-
lected unit types, while Fig. 3.11f shows the residual market exchange. Thereby,
the black line indicate the dispatched power in cost-optimized and the green line
in CO2-optimized scenarios. For example, Fig. 3.11c shows that the combined heat
and power unit is not committed in the cost-optimized scenario, as the assigned

generation cost @w%? = 141 EUR/MWh are significantly above the market prices.
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However, within the CO2-optimized scenario the combined heat and power unit is
committed and dispatched for the aforementioned market import compensation. In
comparison to the cost-optimized scenario, the residual market exchanges for the
CO2-optimized scenario are significantly reduced as shown in Fig. 3.11f and thus

also the total emissions of the power plant portfolio.

3.4.3. Objective Specific Stationary Battery System Utilization

The charging/discharging process of the integrated stationary battery systems can
differ in accordance to the bidding strategy and assigned unit models, which are
detailed in Appendix C. As an extension of the previous assessment, Table 3.8
summarizes the results of the analyzed scenarios with increasing share of stationary
battery systems in the power plant portfolio for a total of 168 evaluated hours.

TABLE 3.8.: Dispatch results using forecast horizon of 0.25 hours for cost-optimized (OB.1) and
CO2-optimized (OB.2) scenarios with different share of stationary battery systems.

scenario E, ECRE AVPP Aoy
(MWL) (MWL) (%E,) | (EUR/MWL) (gCO2/MWh)

case 2 OB.1 7,203.97 1,201.28  16.68 -14.51 96.23
0OB.2 6,735.53 1,872.40  27.80 -42.34 15.08

case 3 OB.1 7,458.44  1,611.19  21.60 -13.37 99.61
OB.2 6,736.69 1,922.89  28.54 -42.42 15.30

case 4 OB.1 7,760.40  2,037.59  26.26 -12.19 105.58
OB.2 6,746.17  1,995.06  29.57 -41.54 15.25

case & OB.1 8,071.64  2,389.48  29.60 -11.14 111.91
0B.2 6,744.11  2,003.43  29.71 -42.12 14.55

case 6 OB.1 10,106.85 4,577.98  45.30 -6.34 147.56
OB.2 6,754.62  2,224.05  32.93 -41.44 14.28

*) negative specific variable cost AYI'T refer to expenses, positive values refer to incomes.

In CO2-optimized optimized scenarios, the stationary battery systems are mostly
charged at time periods of energy surplus, e.g. at noon hours to store power surplus
provided by photovoltaic power plants instead of selling in the energy market. The
stored energy is used during time periods with power deficit. In cost-optimized sce-
narios, the stationary battery systems are primarily charged in periods of low market
prices and discharged in periods with higher market prices. Since those values are
likely to drive results in scenarios with very high penetration rates of stationary
battery systems, an extreme test is performed by means of case 6. Here the specific

greenhouse gas emissions also remain almost unchanged in CO2-optimized scenar-
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ios and confirm the saturation area of the previous simulations. Small variations
are still possible due to the increasing battery capacity and resulting dispatch of
the optimization processes. The specific variable costs decrease continuously in the

cost-optimized scenarios, but are still at a negative level.

Specifying the utilization of the different battery technologies within the energy
management system of the Virtual Power Plant operator, the assigned unit models
as given in Appendix C, are further investigated. For example, taking the power
plant portfolio configuration of case 2, Fig. 3.12 compares the dispatch schedules in

cost-optimized and CO2-optimized scenarios.
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Fig. 3.12.: Cumulated (a),(b) day-ahead, intraday and real-time schedules of stationary battery
systems with (c),(d) detailed unit model specific real-time schedules.

In Fig. 3.12a and Fig. 3.12b the aggregated dispatch schedules of the stationary
battery systems are shown, whereby the red line represent the day-ahead, the blue
line the intraday, the black line the real-time schedule and the gray area the state
of energy of the battery systems. The real-time dispatch results are further detailed
by means of Fig. 3.12c and Fig. 3.12d for cost- and CO2-optimized scenario, re-
spectively. Additionally, the day-ahead market price signal is given by the black

dashed line marked with circular markers. It can be observed that for the charg-
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ing/discharging process first lithium-ion (Li-Ion) batteries are applied, followed by
lead-acid (Pb) and sodium-sulphur (NaS) at last. The dispatched time interval
for the charging/discharging increases from the lithium-ion to the sodium-sulphur
technology from 1 hour up to 3 hours. The result complies the attributed linear
inequality constraints of the unit models which are specified in Table C.3 and calcu-
lated in (3.23)-(3.24). The real-time schedule follows mainly the optimized intraday
bidding schedule in correlation with the market price. Minor deviations are caused
by the real-time imbalance compensation process to mitigate remaining power im-

balances.

3.4.4. Cost Sensitivity Analysis and Revenue Perspective

Although the price structures, as given by the unit model attributes in Appendix C,
are modeled on realistic assumptions, the Virtual Power Plan operator has more
expenses than income opportunities as indicated in the previous assessments. This
is because the price structures are explicitly modeled without any consideration of
additional subsidies. As a possible solution to gain profit when participating in
the energy market, the negative profit margin could be counterbalanced as it is the
current practice, e.g. in Germany given by the feed-in tariff, subsidies or direct

marketing of renewable energy sources [56].

Alternatively, different pricing methods and price strategies can be examined for the
Virtual Power Plant operator. This is achieved by changing the cost structure as
calculated by (3.11), through the variation of €y.. The remaining variable cost and
expenses for power adjustment and power shifting remain unchanged. In case of
€ve = 1, the variable cost for purchases are given in Table 3.9, referring to standard
values provided by the European statistical data support Eurostat.

TABLE 3.9.: Overview of defined variable cost factors . and ranges of the adjusted demand
oriented variable cost w!¥P"P¢ for energy supplies to industry, commercial and
household load units.

unit variable cost @PP¢ in EUR/kWh, with &.:
type 1.00%) 1.05 1.10 1.15 1.20 1.25 1.30 1.35

0.0445, [0.0467, [0.0490, [0.0512, [0.0534, [0.0556, [0.0579, [0.0601,
0.0610] 0.0641] 0.0671] 0.0702] 0.0732] 0.0763] 0.0793] 0.0824]

0.0741, [0.0778, [0.0815, [0.0852, [0.0889, [0.0926, [0.0963, [0.1000,
0.0772] 0.0811] 0.0849] 0.0888] 0.0926] 0.0965] 0.1004] 0.1042]

ind

hh

*) derived from statistics provided by the European statistical data support Eurostat.

For example, the lower value of the interval w!¥P*¢ = (0.0445 EUR/kWh denotes

the variable cost for industry load units with an annual energy demand between
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70,000 MWh and 150,000 MWh. For commercial and household loads, the lower
value w'¥PP¢ = 0.0741 EUR/kWh specifies the purchase cost with less than 15 MWh

annual energy demand.

The results obtained in the cost sensitivity analysis are summarized in Fig. 3.13.
There are noticeable differences with or without consideration of stationary battery
systems. For example, with the regular cost structure €, = 1, as a result of applying
(3.25) the ranges of the calculated specific variable cost A\YFY = [-16.88, —6.11]
in EUR/MWh are obtained with increasing penetration of battery systems from
0% up to 50%.

€ve = 1.3 times the variable cost for purchases and with 5% share of stationary

Income opportunities can be already achieved in scenarios with

battery systems. The range of the specific CO2 emissions of the power plant portfolio
is A\eob = [96.23,147.56] in gCO2/kWh and remain approximately the same for an
increasing variable cost factor. This is due to the formulated objective function that

minimizes the variable operating cost of the power plant portfolio.
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Fig. 3.13.: Cost sensitivity results for each power plant portfolio configuration, specified by the
VPP

obtained specific variable cost AVFP and greenhouse gas emissions A¥S5.
In summary, this simplified cost-sensitivity analysis shows the complexity of the
effects on possible price structures under given conditions and identifies the deficit
or surplus of the profit margins. The results can be used of the Virtual Power
Plant operator within the decision-making process related to identify the most cost-
effective values and pricing strategy for the use of different power plant technologies.
Alternatively, the calculations can be adapted to identify the required subsidies to

reach grid parity especially with renewable energy sources and storage systems.

3.5. Concluding Remarks

A Virtual Power Plant model is developed for the operational planning of power

plant portfolios and solving multi-period optimization processes in joint market
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operation. Nodal-based aggregation and cluster algorithm is presented and com-
bined with different control concepts. The unified model architecture allows creating
various power plant portfolios with unique unit models and simulate time-varying
characteristics of renewable energy sources under consideration of distinct forecast
accuracies. The mathematical formulation of the optimization problem is specified
and validated for a variety of power plant portfolio configurations. The results indi-
cate the potential to solve the multi-period optimization problem with different time
resolution and forecast horizons and fully compensate power imbalances through the
proposed three-stage imbalance compensation algorithm. The presented methodol-
ogy can contribute to improve the compliance of the Virtual Power Plant operator
in joint market operations. The optimization problem is formulated as a mixed
integer linear programming and embedded in modular structured energy manage-
ment algorithm. Extensions to include multilateral transactions and hierarchical
optimization techniques are a straightforward process. For further research, the
physical limitations defined by the speed of data measurement and data process-
ing have to be appropriately determined to enhance operation and obtain desired

dispatch results.
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4. OPTIMIZED ENERGY PROCUREMENT FOR ELECTRIC
VEHICLE FLEETS MANAGED IN VIRTUAL POWER
PLANTS

Abstract — With the share of electric vehicles within the transportation sector ris-
ing, solutions for the market and system integration are of increasing importance.
With regards to the operational management of charging processes and optimized
energy procurement and supply, the chapter details the extension of the Virtual
Power Plant concept for promoting an effective integration of electric vehicles. A
hierarchically structured optimization approach is established to achieve optimal
charging power schedules considering multilateral transactions in joint market op-
erations. A profound understanding of the multilateral transactions between the
market entities involved in the charging process is given and substantiated through
comprehensive simulation studies. For distinct electric vehicle fleets, consisting of
private and commercial electric vehicles, a methodology for prediction of the re-
quired energy demand is presented. The main characteristics are investigated and
used as inputs for the energy management algorithm. The proposed optimization
model is verified in numerical analysis and the applicability of using the energy ca-

pacity of the electric vehicle fleets in the power plant portfolio demonstrated.

Keywords — aggregation algorithm, average modeling, charging infrastructure, hi-
erarchical optimization, driving profiles, electric vehicles, multilateral transactions,

power scheduling, redispatch measures

4.1. Introduction

Developments in the energy and transport sectors present complex challenges for
operators and suppliers involved in the charging process of small- and large-scale
electric vehicles. The rollout of mobility solutions and its integration in a fleet
and charging management is accompanied by substantial challenges, e.g. the re-
duction of the total cost of ownership [107,108], provision of sufficient charging in-
frastructures [109,110], and standardization of regulatory requirements [111]. With

predictable improvements of the batteries technologies and performances, electric
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vehicles might not be regarded just as loads but also as mobile energy resources.
Hence, electric vehicles can be either consumer, when in charging mode, or injec-
tors of power to the grid, in so called vehicle-to-grid (V2G) mode [112,113]. This
requires extended network functionalities and standards to avoid bulky grid rein-
forcements and facilitate the market integration. Specifically, enhanced planning
and operation methods need to be considered to offer suitable charging strategies,
market and business models [114,115]. In that regard, optimization techniques for
smart charging strategies are proposed [116-118] to lower the overall energy cost,
avoid grid congestion and peak loads caused by charging processes [46]. A critical
aspect hereby is the determination of the energy demand for charging processes at a
range of spatial and temporal scales. This requires to obtain additional information,
e.g. through transportation network simulations [63], traffic generators [119,120] or
field-recorded driving cycles stamped with dwell times and locations [121]. Here,
the offered planning methods of the existing research anticipate full information
of the user behaviors, driving profiles, charging times. This can be complicated
and in practical cases can be realized efficiently only by means of smart or optimal
charging schemes that uses direct load controls and state information of the elec-
tric vehicles [122,123]. Compared to the existing research, the chapter proposes a
solution to integrate electric vehicles in the Virtual Power Plant to obtain optimal
charging schedules and make use of those additional mobile energy sources for energy
market participation and provision of power system services. This is achieved thanks
to novel Virtual Power Plant functions proposed here that predicts the required en-
ergy demand for charging processes through the integration of activity-based and
timetable-based driving schedules of electric vehicles fleets instead of using exten-
sive methods for the determination of the user behaviors or trip-based management
solutions. The second important contribution lies in the formulation of a hierarchi-
cally structured optimization model allowing multilateral transactions with the main
market entities involved in the charging processes. Different scenarios are studied in
simulations to evaluate the cost-effective and environment-friendly features of the

proposed optimization model.

4.2. Implementation Schemes for Electric Mobility

The integration process of electric vehicles in the energy and transport sector poses
serious challenges for market entities involved in the charging process. Therefore
well coordinated interactions are required to lower the complexity for market par-
ticipation and power system operation purposes. Aggregation entities, including the

Virtual Power Plant operator, represent an option to bid and participate in energy
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markets under the same market entity [38,124-126]. This offers the possibility to
provide several services, including trading in the energy market, balancing of trad-
ing portfolios and provision of services for system operators [127]. Charging points
for electric vehicles can be equipped with various conductive and inductive charg-
ing technologies [128], whereby some charging points can be used for bidirectional
operations. For this purpose, smart meter infrastructures and sufficient information
and communication technologies (ICT) are a prerequisite. According to established
standards !, the electric vehicles already communicates control and usage data with
the charging point. Depending on the established connection requirements, the sys-
tem operators may also communicate directly with the charging point to turn the

charging point off /on in order to relieve problems of congestion in the power system.

4.2.1. Joint Market Operations and Transactions

Subjected to the level of aggregation and according to the total load and energy
demand of the electric vehicles, a distinction can be made between intermediate and
higher-level aggregation entities [85]. Intermediate aggregation entities are respon-
sible to communicate with higher-level aggregation entities. This allows an efficient
system management without full information availability [129-131]. The market
entities will have contracts with the owner of the electric vehicles for selling charg-
ing services, offering access and metering services with transparent and unbundled
charges as required by directives, e.g. 2009/72/EC concerning common rules for
the internal market in electricity and repealing. Depending on the charging point
locations (CPs), either in (i) private areas with private access, (ii) private areas
with public access, or (iii) public areas with public access, charging point man-
agers (CPMs) are responsible for developing and operating charging infrastructure.
The classification for charging point locations is based on the ownership and access
permission. For single electric vehicles in private areas with private access also lo-
cal distributors may exist that take over the tasks of a charging point managers.
The responsibilities may include the energy procurement, managing payment for
charging processes, and dealing with Electric Vehicle Supplier/Aggregator (EVS/A)
and system operators. The EV Supplier/Aggregator is the market entity which
collates the energy demand of a number of electric vehicles and is responsible for
the maintenance planning, operating data acquisition and management. Depend-
ing on the number of electric vehicles, the EV Supplier/Aggregator negotiates the

commercial conditions with the Virtual Power Plant operator and buys the electric-

le.g. SAE2836-1 use cases for communication between plug-in vehicles and the utility grid,
SAEJ2847-1 communication between plug-in vehicles and the utility grid.
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ity for charging services or directly participates in the energy market. Figure 4.1
shows a possible solution for the integration of these market entities in the Virtual
Power Plant. Each EV Supplier/Aggregator combines the functions of managing
and retailing the energy demand for the operation of distinct electric vehicles, e.g.
passenger or commercial electric vehicles. The segments of the pie diagram indicate
the number of electric vehicles assigned to possible charging point locations. The
Virtual Power Plant operator offers differentiated charging tariffs in accordance to

the control and charging strategy of the EV Suppliers/Aggregators and receives the

corresponding information to determine possible operation schedules.

EV Supplier/Aggregator 1

EV Supplier/Aggregator 2
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Fig. 4.1.: Solution approach for the integration of electric vehicles in joint market operations
through the coordinated interaction between the Virtual Power Plant operator and
different EV Suppliers/Aggregators.

Depending on the assigned contract, the Virtual Power Plant operator functions as
trading and energy supplier and includes the set of electric vehicles fleets Hyeey in its
supervisory control and data acquisition (SCADA) and energy management systems
(EMS). This allows to directly link the aggregated energy demand of the electric
vehicles to the optimization problem for the operational planning of the power plant
portfolio and solving multi-period optimization processes in joint market operation,
as discussed in Chapter 3. Therefore, appropriate electric vehicle models needs to be
defined that capture the main characteristics of the electric vehicle fleets. The total
number of electric vehicles He, € {1,2,...,4,...n°} in the power plant portfolio
can be specified by (4.1). Let Huystor = Hpey U Heey be the set of electric vehicle
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models, composed by the subsets of passenger and commercial electric vehicles.

Heo O Hpeer , with | |Hpeet = {(mstor,i) | mstor € Huystor © € Hpeer } (4.1)

Each of the electric vehicle models is specified with model attributes and matched
with activity-based and timetable-based driving schedules (grey rectangle) so that
the fleet characteristic can be integrated in the energy management algorithm. The
Virtual Power Plant operator determines the optimized energy procurement and
evaluates opportunities for the provision of services offered to the energy market
or system operators, which is detailed in the following elaborations. Finally, the
proposed charging schedules are forwarded to the EV Suppliers/Aggregators that

takes care of the ongoing operations.

4.2.2. Charging Strategies and Tariffing

For the development of business related applications, Table 4.1 provides an overview
of possible charging concepts and strategies at specific charging point locations [132],
to conceive charging attractive for different EV Supplier/Aggregators and electric

vehicle users.

TABLE 4.1.: Charging concepts and strategies for private and commercial electric vehicles
related to charging point locations.

private areas private areas public areas

with private access | with public access | with public access

I
locations home parking public parking
parking garage terminal station
. intermediate
underground parking station
business motorwa
buildings Y
retail location railway station
charging 1st-base Ist- and 2nd-base
concept chargin 2nd-base charging
p &g charging
overnight . :
. opportunity charging
charging

A distinction is made between 1st- and 2nd-base charging that allows the appli-

cation of different charging tariffs. While 1st-base charging offers opportunities to
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charge at a specific location, e.g. home, depot, workplace, office, 2nd-base-charging
on the other hand, provides additional opportunities to charge at recharge stations,
e.g. shopping district, supermarket, on-street. With particular focus on electric
vehicle fleets different charging concepts are proposed. This includes opportunity
charging at terminal or intermediate stations [133], up to automated exchange sta-
tions through battery swapping [134]. Depending on the charging infrastructure and
on-board electronics of the electric vehicle, different charging schemes as schemati-
cally depicted in Fig. 4.2 can theoretically be realized for inductive and conductive

charging technologies.
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Fig. 4.2.: Charging schemes for electric vehicles and operation ranges for (a) non-controlled, (b)
partly-controlled, and (c) fully-controlled charging strategies.

The charging schemes are derived from considerations on different charging strategies
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[86,135,136] and combines SoE-based and price-based charging. Possible operation
ranges are indicated by the red arrow and highlighted by the gray shaded areas. In
order to counteract the aging of the energy storage [137,138], the useable energy
capacity is limited. The ranges are indicated by the minimum SoF,;;, and maximum
SoF .« state of energy in relation to the rated energy capacity F, of the energy
storage. An example of which is given on the right hand side in Fig. 4.2. In
accordance to the flexibilities that can be provided by the electric vehicle fleets within
the operational planning of the power plant portfolio, the charging schemes are
translated into power boundary and constraint conditions in the optimization model
and summarized as possible set of charging tariffs Hi ;¢ . Table 4.2 specifies the
constraint variable for the charging power P, and nominal state of energy SoF, o, as
well as the considered charging prices and remuneration for the provision of vehice-

to-grid services.
TABLE 4.2.: Set of charging tariffs Hi,.i¢ for electric vehicles distinguished by the rated

charging/discharging power P,, nominal state of energy SoFE,om, charging price and
V2G remuneration.

tEILBH tariff type P S0Enom Ch}?;i%ieng reml};iittion
(kW) (%) (EUR/kWh) (EUR/kWh)

1 base 3.7 (-) 0.14 (-)

2 flex 11.4 70 0.12 )

3 V2G 44 80 0.10 0.17

4 base 450 (-) 0.14 (-)

5 flex 150 70 0.10 )

6 V2G 100 80 0.10 0.17

The charging tariffs are differentiated according to available charging infrastructures,
charging systems, and applicable standards [139], e.g. TEC 61851 standard series
and plug types according to IEC 62196-2. While the charging tariffs (ID1-ID3)
are used in combination with passenger electric vehicles, the charging tariffs (ID4-
ID6) refer to operations related with commercial electric vehicle. Here, the rated
charging power indicates the state of the art, e.g. charging infrastructures used for
the operation of electrified buses. However, extensions by individualized tariffs and
changes of the tabulated values are possible. The charging tariffs are summarized

in the following.

Base-tariff — Includes all the necessary functionalities to cope with less demand-

ing requirements and defines non-controlled charging. Figure 4.2a provides a possible
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charging process for 1st-base and 2nd-base charging. The charging power is assumed
to be constant. Therefore, no economic incentives are given to electric vehicle users
for the provision of flexibilities as the charging process cannot be optimized. As can
be seen, once the electric vehicle user plugs-in after the first trip ends, the charging
process immediately starts and lasts until the electric vehicle gets disconnected or
the energy storage is fully charged. The second charging process indicates second-

base charging after the n-th trip ends.

Flex-tariff — A possible charging process when using the flex-tariff is illustrated
by means of Fig. 4.2b. This charging tariff provides a more efficient usage of the
available resources and enables the application of optimized power scheduling. This
envisages an active management of electric vehicles where the Virtual Power Plant
operator serves as a link between the EV Supplier/Aggregator and the electric ve-
hicle user. Partly-controlled charging assumes that the charging process can be
actively managed, by adjusting the charging power instead of using an on-off so-
lution. This charging strategy allows variable charging rates between SoFE,,, and
SoFE .« as indicated by the stepwise charging process. The imperative charging up
to a defined nominal state of energy SoF, ., is supposed to guarantee a desired level

at the next departure time.

V2G-tariff — As an extension of the previous charging tariff, the V2G-tariff aims
to exploit the most advanced usage of electric vehicles in the power plant portfolio.
Under certain circumstances, e.g. provision of system services, the electric vehicles
can behave as generator unit when the state of energy ranges between SoF,,, and
SoF.x. The activation, as shown in Fig. 4.2¢, can be combined with approval and
permission signals from the market entities involved in the charging process. In
order to foster electric vehicles users adherence to the V2G services, an additional

incentive is provided in form of V2G remuneration.

The electric vehicles are regarded in the energy management algorithm for day-ahead
and intraday optimization as well as for the real-time imbalance compensation as
introduced in Chapter 3. Thus, the introduced SoE-based charging can be linked to
price-based charging in an economic operation that explicitly considers the energy
market prices. In that regard, the variation of electricity prices can be also taken
into account for the determination of optimized charging processes which contribute
to eliminating concerns regarding the single use of price-based charging. Considering
a large number of electric vehicles, price-based charging can lead to peak loads in

the power system when starting charging simultaneously [134].
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4.3. Modeling Electric Vehicle Fleet Characteristics

With the presence of electric vehicles as additional loads, the currently used standard
load profiles, as detailed in Appendix C, might not be appropriate anymore [140] and
needs to be updated. For energy purchases in the wholesale and retail market, the
energy demand of customers is usually estimated by registered power measurements
or predicted with standard load profiles, e.g. based on regulatory requirements or
guidelines for the management of balancing groups, e.g BK6-07-002, VDI 4655. For
the prediction of the required energy demand and application of appropriate charging
concepts, a variety of limiting factors has to be considered [109,141], such as distance
traveled, road topology (elevation), driving behavior (desired speed, acceleration,
prevailing traffic conditions, ambient temperature). A simplified representation of

these event-oriented operation schedules is given by means of Fig. 4.3. For an

ev,m

eV of an electric vehicle, tP°© denotes the specific departure time

individual trip trip

at origin, t*P the arrival time at destination, and m®” the mileages of driving.

TRIP - day 1 TRIP - day 2 TRIP - day 365
EV 1 trips”! trips™t || tript?
Time Origin O: t° 10:17 pm
Time Destination D: t*” | 11:03 pm

Driving Mileages: m°” 17,8 km

EV 2 | trips™? | | trips™? | | tripe¥? |

EVm | trip;’™ | | tripy"™ | | tripy”™ |

Fig. 4.3.: Event-oriented operation schedules of electric vehicles, specified by the departure time
tP:O at origin, arrival time t*P at destination and the mileages of driving m©P.

To model the driving behavior of an entire electric vehicle fleet and determine the
required energy demand, activity-based and timetable-based driving profiles are
developed that completely avoid the usage of user-related data. Under consideration
of different user types, statistical data from a nationwide travel survey [142] are used
for modeling the activity-based driving profiles while timetable-based driving profiles

are obtained from operation schedules of specific bus routes.

4.3.1. Trip Prediction and Methodology

The electric vehicles are clustered in electric vehicle fleets which share certain at-
tributes and characteristics. Then, the estimates of the activity-based and timetable-

based driving profiles are aggregated on hourly or sub-hourly bases, to determine
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the contractual obligations and cope with the uncertainty associated with the eval-
uation of appropriate charging schedules and service procurements. Therefore, the
event-oriented trips are converted to time-oriented data with k discrete time steps
for a given time period, so that event-oriented information can be used in the en-
ergy management algorithm with variable time increments, e.g. At = 0.25 h. The

T RIP matrix contains the vectors trip which is defined as follows:

1.0
kyi
TRIP : Hy x Hpeor — R® with trip,, — | kP |. (4.2)
mgy
The discrete variables k,?;o and k,ﬁ’lp denote the time-discrete departure and arrival
time while m®” specifies the mileages of driving. These are equally distributed
among the corresponding time steps, using the stepwise approximation. The trip
information in the k-th time step from the i-th electric vehicle in kilometers are

summarized as follows:

EV1 EV 2 EVi EVm
-/ D0 DO D,O DO 1
k/ﬁni,l kkiniﬁ kkini7i kkini,m
A,D jAD o A,D . A,D b
Kini,1 Kini,2 Kini,? Kini,m i
oD oD oD oD
M1 M2 M i Mism
D,O D,O D,O D,O
k,1 k,2 ki k,m
TRIP = JAD JAD o JAD o JAD i
k,1 k,2 ki k,m
oD OD OD oD
my 1 My mes Me'm
D,O kD,O k_D,O D,O
kﬁrnl kﬁn72 kﬁnui kﬁn)m
AD A.D . AD . AD e
Kfin,1 kgin,2 Kfin,t kgin,m fin
OD OD OD OD
mkﬁrul mkﬁn12 mkﬁnvi mkﬁnvm -

(4.3)

The matrix has the format |H | X |Hgeer | X 3 defined by the cardinality of the
set of time steps His = {kini,- .-, kan} and the set of electric vehicle fleets. For
a single electric vehicle, the 3rd element of an arbitrary trip,; in (4.3) gives the
mileages of driving. As the electric vehicles are individually connected to charging
infrastructures, charging strategies need to be processed differently. An example
for single electric vehicle charging is provided in [143]. This is expressed by the
connection matrix CON , which has the format |Hys | X |Hpeet |, denoting the binary
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relation of spatial movement of electric vehicles and temporal availability at the

charging infrastructure for an entire electric vehicle fleet. The logical relation is

{cong; = 1} © {trip, ;(3) > 0} Vk € Hi , 1 € Hyeet - (4.4)

The disjunct and separable matrices CON and T RI P identify the time steps for
charging and driving. The element cony; is equal to 1 if the i-th electric vehicle
is connected to the charging infrastructure in the k-th time step and 0 otherwise.
Subsequently, the energy demand for an electric vehicle fleet can be calculated by
(4.5), through the assignment of a specific energy demand for driving Eg?,ftar’km, e.g.
0.2 kWh/km. The specific energy demand is a representative value for the entire
cluster. The resulting profile is normalized based on the aggregated energy capacity
of the assigned electric vehicle models. The rated energy capacity of the energy

storages serves as scaling factor to simulate different cluster sizes.

Bt = EPYrN S "trip () Vmstor € Hygor » Yk € Hys , Vi € Hyee, (4.5)

For simplicity, the specific energy demand for driving is assumed to cover the re-
quired energy for the traction and energy conversion units, such as heating, cooling,
air conditioning, lighting, pump, presses. Additional factors, such as the driving be-
havior, weight loading, rolling resistance and ambient temperature are not explicitly

considered in the following elaboration.

4.3.2. Passenger Electric Vehicles Models

The solution of driver scheduling problems must satisfy specific driving purposes in
order to cover the planned trips [144]. For the purpose of modeling such activity-
based driving profiles, statistical data from a nationwide travel survey [142] is used.
The travel survey covers the data of 25,922 households, 60,713 persons, 193,290 dis-
tances, 34,601 vehicles and 36,182 trips. A classification is carried out by neglecting
the allocation of trips between the origin and destination. The proportion of daily
and weekly mileages of driving, driving distance and corresponding trip duration
times are analyzed. Based on different driving purposes pl-p7 as summarized by

(4.6), distinct user types are defined.

H,,, = {work,official, educational, shopping, execution, leisure, company} (4.6)
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Table 4.3 provides an overview of the classified user types and gives the average
distance per trip and purpose that varies between 7.2 and 36.9 kilometers.

TABLE 4.3.: Classification of passenger electric vehicle user types by different driving purposes.

profile driving purposes
user type
(ID) P1 P2 P3 P4 Ps Pe pr
1 private X X
2 education private X X X X
3 commuter X
4 official commuter X X X
5 commercial X
6 semi commercial X X
average distance per wip | o 35 199 72 114 205 9.1
and purpose (km)

In total, 10.000 randomized trips for each user type are simulated and concatenated
to form the driving profiles. This results in an approximation of the trip distributions
which are similarly compared to the reported values of the nationwide travel survey
[142]. Table 4.4 summarizes the results for each user types.

TABLE 4.4.: Transportation statistics of assigned activity-based driving profiles for passenger
electric vehicle user types.

profile user type annual mileage * average
connectivity

(D) (k) (pu)

1 private 1,669/6,893/16,840 0.9485

2 education private 2,682/7,317/15,501 0.9344

3 commuter 10,135/15,429/24,377 0.9153

4 official commuter 9,135/16,859/28,311 0.8977

5 commercial 23,774/32,421 /45,578 0.8448

6 semi commercial 9,031/17,358/33,13 0.9014

*) values refer to lower 25th, median 50th and upper 75th percentile, outliers are excluded.

For example, the annual mileage of driving is between 1,669 and 16,840 for the
analyzed activity-based driving profiles of the private user type. Next, these driving
profiles are assigned to distinct passenger electric vehicle models, as introduced in
Table 4.5, by comparing the daily energy demands and required energy capacity.
The given energy capacities and specific energy demands are derived from data
provided by [114, 143] and specify the model attributes of the subcompact (SC),
compact (CO), and premium (PR) unit model.
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TABLE 4.5.: Classification parameters for the assignment of passenger electric vehicles unit
models, specified by the energy capacity, annual mileage of driving, and specific
energy demand.

unit model czrg)zr(iify annual mileage *) sp(;:;:liil;ne(linif)g Y da(iilgfme;ls(rigy
(kWh) (km) (kWh /km) (kWh)
subcompact SC  17.6 8,882/13,344/17,784 0.10/0.17/0.20 0-30
compact CO 244 17,456/23,317/31,479 0.15/0.20/0.25 30-60
premium PR 60  23,292/31,356/41,714 0.15/0.25/0.35 ~60

*) values refer to lower 25th, median 50th and upper 75th percentile, outliers are excluded while

**) indicates low / average / high values of the calculated energy demands.

The aggregated demand profiles are shown in Fig. 4.4, which represent the average

hourly-based power demand of connected electric vehicles for each cluster.
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Fig. 4.4.: Clusters characteristics of passenger electric vehicles, specified by the (a) hourly-based
power demand, (b) probability distribution, and (c) boxplot of connected vehicles.

As can be seen in Fig. 4.4a the power demand of the hourly-based average profiles
is slightly different. This is a result of assigning the driving profiles to distinct
passenger electric vehicle models. As given in Table 4.5, the driving profiles as-
signed to the subcompact unit model, for example, have 8,882 to 17,784 kilometers

driven annually. Compared to the assigned driving profiles that are used within
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the premium class, the annual mileages are between 23,292 and 41,714 kilometers.
Expressing the relationship between the energy demand for driving and auxiliary
devices, field-recorded measurement data [114,145] is taken into account. Here,
a linear regression model is initialized as a hypothesis concerning the relationship
among the specific energy demand and ambient temperature. This is indicated by
the results provided in Fig. 4.4b which shows the probability distribution of the
annual normalized energy for each unit model. The calculations are derived from
applying (C.1) given in Appendix C. Although the energy demand of the user types
that uses the premium model is higher compared to the remaining vehicle models,
the normalized values (light blue dashed line) are lower due to the assigned rated
energy capacity as listed in Table 4.5. The boxplot given in Fig. 4.4c shows the 25th
lower and 75th upper percentile of the weekly connected passenger electric vehicles.
The values are derived from the CON matrix and indicates the sum of simulta-
neous available electric vehicles I'ON for charging/discharging processes at a time
step, which is normalized by the total number of electric vehicle considered in the

fleet. The general calculation is as follows:

[OON _ LeieHue COMi o i f (4.7)

| Hpleet, |
From the results obtained in Fig. 4.4c, it can be observed that the connectivity within
the cluster of subcompact unit models is higher compared to the remaining clusters
of unit models. Regardless of the classified unit models and assigned driving profiles,
all aggregated profiles are characterized by high connectivity levels that allows the

Virtual Power Plant operator to make use of available energy capacities.

4.3.3. Commercial Electric Vehicle Models

To model the utilization of commercial electric vehicles, timetable-based driving
schedules are investigated. The vehicle scheduling problem, e.g. public transport,
waste disposal or transport of goods, addresses the task of serving company-specific
services under consideration of a given set of timetabled trips to fulfill specific re-
quirements [146,147], such as to satisfy demand patterns, maximize the number of
well-timed passenger transfers, minimize waiting times [144]. Taking public trans-
port as an example for the representation of commercial electric vehicles, field-
recorded operation and routing schedules are analyzed. As a derivation of the op-
eration schedules of specific bus routes of the Berlin metropolitan area, a set of
timetabled trips, driving and dwell times as well as trip distances is established. In

total 1,229 buses that serve 197 bus lines are taken into account. The weekly mileages

70



4. Optimized Energy Procurements

of driving are more than 1,500,000 kilometers with a total number of 8 300 trips.
For the approximation of the required driving energy, field-recorded diesel demands
of standard buses (SB), articulated buses (AB), and double decker buses (DD) are
analyzed and the energy equivalents determined using the efficiency method. A

schematic representation is given by Fig. 4.5.
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Fig. 4.5.: Efficiency chain and energy flow from secondary, final and effective energy utilized for
the operation of diesel and electric vehicles.

The energy flow from secondary, final and effective energy utilized for combustion
(dBus) and electric vehicles (eBus) is calculated by (4.8)-(4.10). The efficiency
values, summarized in Table 4.6, are taken from the literature.

TABLE 4.6.: Specification of applicable chemical, mechanical and electrical efficiencies for
calculating the energy flows related to the mobility and transport with diesel and
electric buses.

transformation  efficiency™

mput output processes (%) source

noot chemical mechanical combustion 22/27/32 [148,149]

pdive  mechanical  mechanical gearitis 90/94/95  [150,151]
transmission

nbat electric chemical charging 90/95/98 [152,153]
(dis)charging

nmot chemical mechanical el.-mech. 80/86,/90 [154,155]

conversion

*) values are intended to indicate low / medium / high efficiencies and needs to be confirmed

by thermodynamic analysis, field test or measurements.

For simplification, similar operational conditions of diesel and electric buses are

assumed while neglecting the additional weight from the battery. However, the
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number of passengers and the traffic low need to be considered as these factors
have a significant influence on the driving resistance and therefore required driving

energy. First, the average diesel demand EZBY per kilometer is calculated by (4.8),

as a function of the diesel demand of an entire fleet Vdffg‘fgsel, the lower calorific value

of diesel LC'V and the total mileage of driving.

EdBus _ ‘éif}g?gsel - LCV
ke S S tripy(3)

Vk € His ,Vi € Hyeet (4.8)

For example, assuming an annual mileage of driving 3- > trip; ;(3) = 100 - 105 km
and a total amount of Vit | = 50 - 10° 1 diesel with LCV = 9.94 kWh/1, the
average diesel demand is EIB% = 4.97 kWh/km. Then, the energy demand for

eBus

driving B35, 1s approximated by (4.9), under the assumption that the energy

demand for driving of diesel and electric buses is equal.

EeBuS dBus dBus tank mot dBus (49)

d,drive — ¥4 drive tank ~ Thmot * Tldrive — £¥d,idle

tank
mot

mot

The diesel equivalent is multiplied with the tank-motor 7, Hiive

efficiency. Further, the idling losses Egﬁﬁz are considered within the approxima-

and motor-drive 7

eBus

tion. Finally, the energy demand served by the battery Egy.¢ for the traction pro-

bat
mot

recu

cess is estimated with (4.10), where 7 rect

and 7 denote the battery-motor and

recuperation-motor efficiency, respectively. The offset values correspond to the en-
ergy demand for driving, auxiliary components ES5U and the energy E¢BU of the

d,aux g,recu

recuperation process.

eBus
eBus __ d,drive eBus eBus bat recu
Ed,bat — _bat ., mot + Ed,aux - Eg,recu * Mot * Thnot (410)
mot * Tdrive

Possible numbers for auxiliary components are ES2% € {0.6,0.9, 1.3} kWh/km [156]

,aux

and for the energy of the recuperation process Egbes, = [20,40] kWh/100km [157].
A linear regression model is initialized as a hypothesis concerning the relationship
among the specific energy demand, use of auxiliary devices and the ambient tem-
perature. In order to consider the effects of the ambient temperature on the energy
demand, field-recorded demand curves as shown in Fig. 4.6a are used, substituting
Vet o in (4.8). For simplification, four distinct operating periods according to [156]
are considered. The different operation scenarios are indicated by the changing con-
ditions of the ambient temperature, peak and off-peak hours. Table 4.7 specifies
the corresponding values. The peak and off-peak hours are derived from the time
sequences of the timetabled operation and routing schedules. Figure 4.6b shows the

lower, upper and total values (red line) of the specific energy demand as a result
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of (4.10). In peak hours, for example, there is a higher energy demand required

indicating higher passenger loads and traffic volumes.

TABLE 4.7.: Interim, cooling, and heating operating scenarios for electric buses specified by a
classification of ambient temperature, peak and off-peak hours.

heating transition cooling

mode mode mode off-peak hours peak hours

(h)
20:00 to 06:00 06:00 to 10:30
10:30 to 14:30 14:30 to 20:00

<7°C 8..29 °C > 30 °C
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Fig. 4.6.: Fuel demand of (a) diesel buses in accordance to the ambient temperature and (b)
approximated energy demands of electrified buses for defined operating scenarios.

In heating and cooling mode, the energy demand rises due to the additional opera-
tion of auxiliary devices. This includes the operation of cooling and heating units,
auxiliary pumps, air compressor and battery cooling. Table 4.8 provides a summary
of the obtained parametrization values of each unit model. The assigned energy
capacities of 175, 225, 250 kWh refer to the usable battery capacity of electrified
buses used in pilot projects [158].

TABLE 4.8.: Classification parameters for the assignment of commercial electric vehicles (eBus)
unit models, specified by the energy capacity, weekly mileage of driving, and
specific energy demand.

: energy weekly mileage specific energy  daily energy
unit model capacity of driving *) demand **) demand
(kWh) (km) (kWh/km) (kWh)
standard SB 175 1,045/1,147/1,4691.30/1.80/2.30 245-345
articular AB 225 1,135/1,231/1,566 1.80/2.50/3.10 368-508
double
docker DD 250 1,118/1,231/1,500 1.90/2.60/3.30 385-517

*) values refer to lower 25th, median 50th and upper 75th percentile, outliers are excluded

**%) indicates low / average / high values of the calculated energy demands.
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The introduced operation and routing schedules define the timetable-based driving
profiles for each unit model. As indicated by the hourly-based average profiles in
Fig. 4.7a the energy demand is equally distributed during the day as the electrified
buses are in service. Also the results given in Fig. 4.7b show that a large portion of
the energy demand is required for the operation of the electric vehicle fleet during the
whole year compared to passenger electric vehicles as illustrated in Fig. 4.4b. There-
fore appropriate charging strategies are required to serve the energy demand, e.g.
through opportunity charging at terminal or intermediate stations, as introduced
in Table 4.1. The results provided in Fig. 4.7b gives the propability distribution
of the annual normalized energy for each unit model which is derived from (C.1)
in Appendix C. The values of the annual normalized energy of all analyzed driving

demand profiles are more equally distributed
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Fig. 4.7.: Clusters characteristics of commercial electric vehicles (eBus), specified by the (a)
hourly-based power demand, (b) probability distribution, and (¢) boxplot of connected
vehicles.
The boxplot given in Fig. 4.7¢ shows the 25th lower and 75th upper percentile of
the weekly connected commercial electric vehicles as a result of (4.7). It can be seen
that the timetabled driving schedules have a wide range of the connectivity levels
['°ON =]0.41,0.99). This is due to the operation and routing schedules which leads
to a limitation in use of the energy capacity in the energy management algorithm

of the Virtual Power Plant. Thus, the findings reveal significant boundary and con-
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straint conditions for the optimization problem to determine appropriate charging
strategies. However, optimized charging/discharging strategies can be developed
during off-peak hours especially in the night and noon period, or at the weekend as

a large proportion of the electric vehicle fleet is not in service.

4.4. Optimization of Energy Procurements

For optimized energy procurement, a suitable market structure within which effec-
tive interaction between the involved market entities can be fostered is required.
To cope with the unbundled nature of liberalized energy markets and separate the
activities of the market entities at a competitive level, a hierarchically structured
optimization algorithm is proposed. The solution approach aims to gain access
and visibility across the energy market for the EV Supplier/Aggregator, correspond
to redispatch requests of the system operator, while determine optimized charging
power schedules for the operation of electric vehicles. Therefore, the introduced
optimization model in Chapter 3 for joint market operation is enhanced in two

aspects:

1. Extension of hierarchically structured optimization by means of upper and

lower level considering the fleet characteristics of electric vehicles.

2. Introduction of additional constraints representing redispatch measures and
multilateral transactions with the EV Supplier/Aggregator and power system

operator.

The optimization model reflects a hierarchical game of decision makers [159, 160]
and may contribute to improve individual optimization results of each market entity

while performing optimized balancing group management.

4.4.1. Implementation of Energy Demand Profiles

In order to integrate the developed activity-based and timetable-based driving sched-
ules in the energy management algorithm of the Virtual Power Plant operator and
consider the availability of renewable energy sources for charging processes, the
introduced charging tariffs in Table 4.1 require further investigations. Both the pre-
dictive driving profiles as well as the charging tariffs in combination with the model
attributes for passenger and commercial electric vehicles are translated into bound-

ary and constraint conditions.
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First, the charging opportunity for first-base and second-base charging are analyzed

by separating the energy demand of an arbitrary electric vehicle fleet as follows:

fleet _ pofleet,lst fleet,2nd
Egy = Eqx o + Eqy (4.11)
_ 1st tarif f mod mod,1st 2nd tarif f mod mod,2nd
= > con - P AN + > con’! - P AN .
1€ HAget 1€ Hgeet
1st-base charging 2nd-base charging

The energy demand ng}ft’lst for 1st-base charging considers the amount of electric
vehicles available, e.g. at home, depot, workplace, office. The second part de-
notes the energy demand ng,fmnd supplied during second-base charging to serve
the mobility needs of the electric vehicles. The corresponding amount of connected
electric vehicles is given by CON™" for 1st-base charging and CON?" for 2nd-
base charging. The temporal availability for the charging/discharging processes is
denoted by AtmedIst and A¢mod2nd regpectively. This allows the application of dif-
ferent charging tariffs as introduced by Table 4.2. Accordingly, the charging power
can be different, e.g. P'// = PV2C for 1st-base and P!*// = PPase for 2nd-base
charging, respectively. As an example, Fig. 4.8a shows the total energy demand
of an arbitrary electrified bus fleet at an intra-urban depot and the separated en-
ergy demand profiles at 1st-base and 2nd-base charging locations in Fig. 4.8b and
Fig. 4.8c, respectively.
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Fig. 4.8.: Energy demand of an (a) arbitrary electric fleet separated by energy demand occurring
at (b) 1-st base charging at depot and (c) 2nd-base charging at termini.

The connectivity of the aggregated profiles are indicated by the red solid line while
the black dashed line denotes the corresponding energy demand. In summary, the
elaborations indicate that there are different charging concepts and strategies possi-
ble which is determined by the expected level of connected electric vehicles and the
total energy demand. However, further research is necessary as the level of connec-

tivity may change when considering uncertainties related to planned and unplanned

76



4. Optimized Energy Procurements

influencing events, e.g. traffic jams, construction sites on roads and the railway,

maintenance and servicing, but also human factors. This in turn can influence the

determination of appropriate charging/discharging processes which is part of future

investigations and not addressed in the following elaborations.

4.4.2. Optimization Model and Problem Formulation

The hierarchically structured optimization is formulated as a mixed-integer linear

programming problem. Fig. 4.9 provides the main sequences of the optimization

problem and highlights the considered input and output variables.
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Fig. 4.9.: Optimization model for the integration of electric vehicle fleets in energy management
algorithm of the Virtual Power Plant considering multilateral transactions with the
EV Supplier/Aggregator and system operator.
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The Virtual Power Plant operator determines the optimized bidding schedules for
joint market operations in the upper level optimization. The contractual obligations
with the EV Supplier/Aggregator are considered by the assignment of the introduced
charging tariffs. The received information is integrated in the 1st sequence of the
upper level optimization by means of TRIP and CON matrices, handed over
from the EV Supplier/Aggregator. Then, the Virtual Power Plant operator forms

its power balance

VPP, 1st VPP, 1st
P =Py (4.12)
with

VPP, 1st pv wind chp dg
Py =P+ P + Py + Pk

+ (1 bat) szt + (1 o pS) . Pps + (1 ﬂeet) Pﬂeet +P1Mk
PVPP lst d k + Pén]gl + yllgat P(I;Zt + y P + ygeet Pﬂeet PEX N
where the charging power P(?eet and discharging power Pﬁeet of electric vehicle fleets
are added. The sum of the individual summands denote the total power genera-

VPP Ist VPP Ist
P, ** and demand Py s

tion of the power plant portfolio. The results of the
1st sequence provide the contracted energy market exchanges, consisting of imports
Pitx and exports Pg¥ ., and are considered hereafter as constants. The forwarded

contracted power schedules PVFP:1st

are used by the system operator to direct the
decision making in the lower level optimization, which is assumed to be solved by
the system operator. For example to find solutions that fulfill the physical network
conditions, e.g. to handle the power flows with acceptable reliability and cost ef-
fectiveness [68]. Here, the optimal power flow problem is simplified and possible
adjustment processes represented in terms of positive and negative PSO:“R+ control
reserve requests. The control reserve requests are supposed to reflect feasible redis-
patch solutions for dispatchable units and unit clusters represented by the Virtual
Power Plant operator. Otherwise, further redispatch measures of the system opera-
tor have to be taken into account, e.g. curtailment, load shedding, or disconnections.
In case of PSO-CRE £ () a redispatch optimization is performed where the flexibilities
provided by distinct electric vehicle fleets are considered. The optimization problem

is solved as part of the 2nd sequence of the upper level optimization. The updated

power balance is given by

+
pYPP2nd | pSOCR™ _ pVPP2nd | pSO.CRY. (4.13)
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The positive Pks O.CR™ and negative P,f O.CR™ requests for control reserve power are
assumed to represent necessary adjustments as a result of the optimum power flow
problem solved by the system operator. These control reserve requests are con-
sidered in the 2nd sequence of the upper level optimization. This simplification
allows the Virtual Power Plant operator the allocation of power system services
at a particular time and location. After the 2nd sequence, the system operator
validates the received power schedules PVFP:2%d that include the offered control re-
serve. Finally, the determined charging power schedules Pt are submitted to the
EV Supplier/Aggregator as set points for the charging processes. In that regard,
the result represents an ideal situation where electric vehicle fleets contribute to
solve congestion in the power system. In each time step k£ + 1, the energy capacity

Efct of the electric vehicle fleet is calculated by (4.14) as a function of the predicted

fleet

energy demand F4%", which is given by the use of the developed activity-based and

timetable-based driving schedules.

1

mod

Elfflj-elt — Eﬁeet Eﬁeet ﬂeet At - 77 ﬂeet At - (414)

Charging processes are calculated by Pﬂe“ At-nm4 reflecting the boundary condi-

tions given in (4.15). The charging power and the energy demand are defined as neg-

ative values. Discharging processes are expressed by the calculation of Pgﬁjet -At- n"%“d'
The boundary conditions for discharging processes are formulated by (4.16). The
values state the linear inequality constraint and can vary according to the selected

charging tariff as defined in Table 4.2.

i ygeet . Prtariff . Z cony,; < Pé:lj:t < 0 (415)
VZIGI{ﬂeet
0 < Pﬂeet S ( y]fgleet) . Prt("‘lff . Z conkﬂ. (416)
vie}qﬂeet

fleet fleet

indicate the operation mode. In case of y,
fleet

The integer variables y;, = 1 charging

processes, otherwise for y,°* = 0 discharging processes, take place. Accordingly, the

available state of energy SoEEief is calculated under consideration of the assigned

energy capacity E™" defined by the unit models attributes

fleet
Ek+1

SoEtriff < SoEﬂeet < SoE!iff with  SoEflet = )
k+1 E'Ifnstor . |Hﬂeet |

nom max

(4.17)

The nominal state of energy SoE! i/ defines the lower boundary and is derived from

the specifications of the selected charging tariff. The upper boundary is defined by
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SoE™ri/] which is the maximum possible state of energy, e.g. SoE™@r/f = (.95p.u.
in order to preserve a backup for the provision of negative control reserve. Disre-
garding the results achieved through the optimization process of the Virtual Power
Plant operator as a service for the EV Supplier/Aggregator, extended charging
flexibilities for electric vehicles should be still possible when required. This can
be realized, for example, with approval or permission signals from the EV Sup-

plier/Aggregator in combination with dynamic tariffs as an extension of the con-

tractual obligations.

4.4.3. Performance Validation and Method Comparison

The performance of the developed optimization model is assessed for a given power
plant portfolio, whereby the energy capacity serves as a comparative parameter and
is assumed to be the same for all electric vehicle fleets with £ = 10 MWh. Based
on this capacity the number of distinct vehicles of each unit type as listed in Tab. 4.5
and Tab. 4.8 are determined. For example, passenger vehicles of the subcompact
type have an assigned energy capacity of 17.6kWh, therefore 570 vehicles are re-
quired for a total fleet capacity of 10MWh. Table 4.9 provides an overview of the
resulting electric vehicle fleet composition. Additionally, the daily energy demand
and average connectivity of the electric vehicle fleets is given which vary depending

on the selected unit model.

TABLE 4.9.: Quantitative composition of passenger and commercial electric vehicle fleets
specified by the number of vehicles, average connectivity and daily energy demand
for 1st-base charging assessments.

it model number of daily energy average
vehicles demand connectivity

() (MWh) (1)
?o subcompact 570 3.59 0.9469
: compact 408 2.8 0.9482
S premium 168 1.66 0.9343
w standard 57 1.67 0.5058
é articular 44 1.64 0.5085
g double decker 40 1.93 0.4516

The daily energy demand is separated by (4.11). For passenger vehicles only 1st-
base charging is assumed while commercial vehicles have the additional possibility
of 2nd-base charging during the trips. As a result, the daily energy demand of com-

mercial vehicles for 1st-base charging is relatively small and approximately 10-20%
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of the total energy demand listed in Table 4.8. The upper level optimization is
solved under consideration of the predicted energy demands and connected vehicles.
The convergence characteristic of the optimization model is shown in Fig. 4.10. For
each iteration, the intermediate objective values of the cost-optimized day-ahead op-
eration are given in Fig. 4.10a and Fig. 4.10c for passenger and commercial vehicle
types, respectively. Thereby, the black line with circle markers refers to the subcom-
pact or standard model, the blue line with diamond markers to compact or articular
model and the red line with square markers to premium or double decker model.
For each vehicle model, the related connectivity is indicated through dashed lines
and the energy demand through solid lines as depicted in Fig. 4.10b and Fig. 4.10d

for passenger and commercial vehicle models, respectively.

010 100
x
>5-05F 50
o 12803.08 EUR =
s | e 0.341 p.u. 3
g T 0
£ g
2 S
5-15 > -50
‘' o
2 7]
- c
13} ﬂ)
2 2t —o-subcompact -100 v 075
° ——compact --- connectivity :
—=premium —energy demand
2.5 : ‘ ! -150 ‘ ‘ ‘ 0.7
0 50 100 150 6 12 18 24
number of iteration time (h)
(a) objective function values, (b) demand and connectivity,
passenger vehicles passenger vehicles
4
0 x10 100 : . . 1
= eo6666060600 /
> -05"- 0
w —_
~ =
3 g
s 4l 1601.96 EUR 5 -100
5§ | g 0.138 p.u. E
E 2 200!
5 -1, -
7 3
> [
3 s
2 2f -o-standard -300
° ~¢—articular --- connectivity
—=—double decker 400! —energy demand
25 | I | ‘ ‘ ‘ 0
0 50 100 150 6 12 18 24
number of iteration time (h)
(c) objective function values, (d) demand and connectivity,
commercial vehicles commercial vehicles

Fig. 4.10.: Convergence characteristic of the optimization model testing different unit models of
passenger and commercial electric vehicle fleets in cost-optimized day-ahead operation.

The optimized parameter refers to the charging/discharging power for the electric

vehicle fleet used to determine the absolute values of the energy capacity defined in
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(4.14). The intraday optimization results are not explicitly shown since the number
of iterations to reach optimality decreases with smaller time periods. The mixed-
integer linear programming problem is solved, and the number of complied con-
straints and boundaries increase in each iteration. The stochastic variation of the
connectivity and energy demand of passenger vehicles in Fig. 4.10b is spread over
the whole day. For commercial vehicles in Fig. 4.10d several peaks during work
time can be observed, especially in the morning and evening hours. The higher the
energy demand in a defined time step, the more capacity has to be optimized at any
time step of the day-ahead optimization. This is stated through the investigation
of the converging lines of the objective function values. For example in Fig. 4.10a,
as the daily energy demand is smaller for the premium vehicles than for the other
two passenger vehicle models, less capacity or power can be optimized and the ob-
jective function value is larger from the beginning of the day-ahead optimization.
The spread between the solutions found for premium and subcompact vehicles at
40 iterations is 2,803.08 EUR and 0.341 p.u. in relative numbers of the objective

function value.

Analogously, the investigations is applied for the commercial vehicles and the re-
sults summarized in Fig. 4.10c. The total spread at 40 iterations is 1,601.96 EUR
and 0.138 p.u. between articular and standard buses, respectively. The final objec-
tive function values are reached for all assessed activity-based and timetable-based
driving schedules after around 70 iterations for passenger and 100 iterations for
commercial vehicles. This is due to the higher average connectivity of the passenger
vehicles. However, the optimization problem using electric vehicle fleets with higher
levels of connectivity and energy demands converges faster to the respective final
optimal objective function value. As a result, the additional constraints given by
the temporal availability and energy demand profiles of electric vehicle fleets are
fully reflected in the hierarchically structured optimization model. Optimality con-
ditions are reached for the identification of optimal charging solutions for passenger
and commercial electric vehicle fleets on the basis of the examined driving profiles,

which can be confirmed by the results of the convergence analysis.

4.5. Numerical Analysis and Application

The value of the proposed Virtual Power Plant model is substantiated in the numer-
ical analysis and applications of the developed activity-based and timetable-based
driving schedules. For distinct use cases, Table 4.10 summarizes the composition of
the power plant portfolios considered in the optimization problem for the participa-

tion in joint market operation with electric vehicles. The distributed and renewable

82



4. Optimized Energy Procurements

energy sources are modeled as described in Chapter 3. In order to respond to con-
cerns for energy efficiency, ? charging/discharging efficiencies ™% € {nh s} are
considered. For simplification these are assumed to be equal. The nominal state
of energy, as given by the selected charging tariffs in Table 4.2, varies to examine
electric vehicle charging under different operating strategies. The range from the
nominal up to the maximum state of energy denotes the energy capacity which can
be utilized as flexibilities within the power plant portfolio, e.g. to store the surplus
energy of renewable energy sources, provide internal control reserve, contribute to
power balancing and provide services for system operators.

TABLE 4.10.: Power plant portfolio parametrization for case studies analyzing optimized energy
procurements for electric vehicles fleets operated in metropolitan regions (case 1)
and at an intra-urban depot (case 2).

scenario wind | pv chp dg bat*) ind hh total
(MW)
case 1 130 20 10 540 10 30 30 700
case 2 AN 0.5 0.3 AN 0.5 0.5 AN 2.8

*) minimum and maximum state of energy state of energy are assumed with SoEP3 =10 %

and SoEP2* = 90 %, respectively.

max

In the first case, the optimized energy procurement for two exemplary electric vehi-
cle fleets is studied, in which the introduced tariff types in Table 4.2 are investigated.
The proposed hierarchically structured optimization with upper and lower level is
adopted and the charging strategies compared. The second case addresses the pro-
vision of internal control reserve at an intra-urban depot. The available capacity
of an electrified bus fleet is used and potential redispatch measures derived from

experiments.

4.5.1. Verification of Energy Management Solutions for Private and
Commercial Electric Vehicle Fleets

Assessing the proposed charging power strategies as a solution of joint market oper-
ation, two electric vehicle fleets as listed in Table 4.11 are considered. The electric
vehicle fleets are assumed to be managed by distinct EV Suppliers/Aggregators that
define either cost- or CO2-optimized charging strategies in combination with differ-
ent charging tariffs. For comparison reason, both electric vehicle fleets have the same
rated energy capacity of 56 MWh. The first electric vehicle fleet consists of 2,023
passenger vehicles with a daily energy demand of 14.86 MWh and is modeled with

2e.g. power losses for the operation of the charging infrastructure, power electronics and cooling
equipment.
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compact and premium unit models as introduced in Table 4.5. The second electric
vehicle fleet represents an electrified bus fleet requiring a daily energy demand of
10.33 MWh. In total, 80 standard, 20 articular, and 150 double decker buses are
considered and assigned with the unit models attributes as listed in Table 4.8.

TABLE 4.11.: Composition of passenger and commercial electric vehicles fleets with assigned unit
models used for optimized energy procurements in joint market operation.

EVS/A 1 EVS/A 2
passenger commercial
unit model”) CO PR SB AB DD
vehicle numbers 1,836 187 80 20 150
daily energy demand (MWh) 14.68 10.33

*) CO - compact, PR - premium, SB - standard, AB - articular, DD - double decker

First, the driving behavior is approximated with the assigned activity-based and
timetable-based driving schedules as shown in Fig. 4.11a for passenger and in Fig. 4.11b

for commercial vehicles, respectively.
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Fig. 4.11.: Driving pattern for (a) passenger and (b) commercial electric vehicle fleets specified by

the energy demand and connectivty.
The predictive driving profiles are used in the energy management algorithm of
the Virtual Power Plant to obtain the charging/discharging profiles as shown in
Fig. 4.12a and Fig. 4.12b in the cost-optimized scenarios, Fig. 4.12c and Fig. 4.12d
for the CO2-optimized scenarios, respectively. In the base-tariff (solid black line),
the maximum possible charging power is applied for both, passenger and commercial
electric vehicle fleets independent of the objective function. Here, the optimized
power schedules fit the trend of the respective energy demand as no flexibilities are
foreseen within the selected charging tariff. The charging power in the flex-tariff is
primarily dispatched in periods of low market prices as long as the nominal state
of energy is exceeded. In comparison, the charging period is shifted to time periods

with a power surplus of renewable energy resources in the CO2-optimized scenarios
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Fig. 4.12.: Obtained dispatch schedules for (a) and (c¢) passenger as well as (b) and
(d) commercial electric vehicle fleets cost-optimized (OB.1) and CO2-optimized
(OB.2) scenarios, respectively.

as can be seen in Fig. 4.12c and Fig. 4.12d in the noon hours. When applying
the V2G-tariff, the stored energy is even reused in the evening and allows to serve
additional demand within the power plant portfolio. The charging process can be
shifted to later time steps as long as the nominal state of energy constraints are
fulfilled, which is further investigated in Fig. 4.13. Figure 4.13a and Fig 4.13b show
the obtained results for the cost-optimized scenarios, and Fig 4.13c and Fig 4.13d for
the CO2-optimized scenarios, respectively. The parameters are used to indicate the
overall performance of the energy management algorithm as introduced in Chapter 3
and refer to calculations defined in (3.25). Additionally, the daily energy supply E°¥
for charging processes, the resulting charging time ¢ as well as the average state
of energy of the electric vehicle fleet are depicted. Based on the assessments of the

dispatch schedules, the following aspects are further investigated:

e scheduled power fits trend of respective energy demand in base-tariff for cost-

and CO2-optimized scenarios
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e power primarily scheduled in times of lower market prices with flex- and V2G-

tariff for cost-optimized scenarios

e increasing utilization of renewable energy resources through V2G operation for

CO2-optimized scenarios

When applying the flex- or V2G-tariff in cost-optimized scenarios, the charging
time is significantly reduced compared to the base-tariff as seen in Fig 4.13a and
Fig 4.13b. Taking the charging process of the commercial electric vehicle fleet as an
example, from 22 hours per day to less than 2 hours. Even more energy provided by
renewable energy sources can be utilized for the charging process in the V2G-tariff.
This is due to the assigned rated charging/discharging power, with PY2¢ = 100 kW
in V2G-tariff compared to P®¢ = 450 kW in base-tariff, since the charging process

is conducted over a longer time interval with smaller charging power.
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Fig. 4.13.: Simulation results and evaluation parameter of cost- and CO2-optimized energy
procurements for the EV Supplier/Aggregator managing (a) passenger and (b)
commercial electric vehicle fleets.

The same applies to passenger electric vehicles but is case vice versa as can be
seen in Fig 4.13a, since the assigned rated charging/discharging power is defined
in reversed sequence with PY2¢ = 44 kW down to P"®¢ = 3.7 kW. However, the

T
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nominal values of the state of energy as introduced in Tab. 4.2 are still met as stated
by the evaluation parameter SoE°'. In case of applying CO2-optimized charging
strategies, Fig 4.13c and Fig 4.13d show similar results. Additionally, the specific

CO2-emissions are significantly reduced but coupled with higher expenses. This is

VPP

indicated by the evaluation parameter of the specific variable operating cost w.,

and greenhouse gas emissions ghgdoy. Further, the hours of the charging processes
increase for the flex- and V2G-tariff since the energy supply is split up in time
periods with renewable energy surplus to reduce the CO2-emissions. In V2G-tarift,
the shiftable energy and capacity of the electric vehicle fleets is recovered during
later time periods when additional energy is provided to serve the load demand in
the power plant portfolio. Hence, an improvement of the greenhouse gas emissions
for the entire power plant portfolio can be observed. In total, the simulation results
show the benefits arising when considering the flexibilities provided by the electric

vehicle fleets in the power plant portfolio operation.

4.5.2. Assessing Nodal Redispatch Measures with Electrified Bus
Fleets at Intra-Urban Depots

The following elaborations combine the merits of the optimization model consider-
ing multilateral transactions with the EV Supplier/Aggregator and system operator.
After the 1st sequence of the upper level optimization has been executed, the opti-
mization problem is solved with relaxed network constraints, handed over from the
system operator. It is assumed that the EV Supplier/Aggregator applies first-base
and 2nd-base charging opportunity with base- and V2G-tariff, respectively. Taking
into account the flexibility that can be provided by the defined electrified bus fleet
in Table 4.11, three different cases of positive and negative control reserve requests
from the system operator are tested on the scenario case 2 described in 4.10. The
simulation cases are performed in order to observe the temporal capabilities that

can be provided under extreme operation condition and specified as follows:

e case 2.1: positive/negative control reserve request of 0.5 MWh over 1 hour

e case 2.2: positive/negative control reserve request of 1.0 MWh over 1 hour

e case 2.3: positive/negative control reserve request of 2.0 MWh over 1 hour
The tested electrified bus fleet is located at an intra-urban depot which is assigned
to a single node of the power system. As part of the hierarchically structured
optimization with upper and lower level extended optimization model, the requests

of the system operator are reflected as additional constraints in 2nd sequence of the

upper level optimization as calculated in (4.13). Hence, the upper level result is
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conversely influenced by the objection of the lower level optimization performed by
the system operator. The resulting charging power schedules for the operation of
the electrified bus fleet are shown in Fig. 4.14, with and without considering of the
power adjustments for the provision of redispatch measures. Thereby, the control
reserve request is modeled as an additional and non-controlled power demand in case

of positive control reserve and power generation in case of negative control reserve.
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Fig. 4.14.: Quantification of (a)-(c) positive and (d)-(f) negative reserve power requests of the
system operator and feasibility solutions for the provision of nodal redisptach
measures with an electrified bus fleets at an intra-Urban depots.

Figure 4.14a-Fig. 4.14c show the reserve power requests from the system operator
for the provision of positive capacity reserve with a total of 0.5bMWh, 1.0MWh and
2.0MWh. Analogously, Fig. 4.14d-Fig. 4.14f show the negative reserve requests. The
results given in Fig. 4.15 indicate that every positive control reserve request can be
fulfilled through utilization of available reserve capacity provided by the electrified
bus fleet. While this also applies for the first scenarios of negative control reserve
requests, the peak request within the 2 MWh scenarios in Fig. 4.14f cannot be
fulfilled due to insufficient available reserve capacity at the intra-urban bus depot.
Thus, the request in this time step is denied. The available reserve capacity in the
remaining periods is shown in Fig. 4.15a and Fig. 4.15¢ for positive and Fig. 4.15b
and Fig. 4.15d for negative control reserve. Additionally, the response on the re-
serve power requests of the system operator are illustrated. As shown in the results
obtained by case 2.3, the available capacity is reduced to zero after the first time
step of activation as shown in Fig. 4.14d. Subsequent, the available negative reserve
capacity is restored through internal compensation processes, which is specified by
the upcoming energy demand in the subsequent time steps. When assessing the po-
tential provision of positive control reserve requests the same effect can be observed

within the last hours of the power schedule in Fig. 4.14c.
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Fig. 4.15.: Available (a), (¢) positive and (b), (d) negative reserve capacity of the electrified bus
fleet at an intra-urban depot over one day including the response on (a)-(b) positive
and (c)-(d) negative reserve power requests of the system operator.

The simulation results prove that the proposed optimization model can properly
follow the requests of the power system operator and provide a possible solution for
coordinated redispatch measures while fulfilling the contract position with the EV
Supplier /Aggregator and the energy market. The provided flexibility of the electri-
fied bus fleet at the intra-urban depot allows the Virtual Power Plant operator to
make a better use of mobile energy resources while contributing to increase the over-
all power system efficiency. Moreover, the simulation results proof the optimality of
the proposed charging strategies and demonstrate the balancing mechanism between
desired reserve capacities and acquired charging/discharging profiles by providing

the nodal redispatch measures.

4.6. Concluding Remarks

The chapter describes the extension of the Virtual Power Plant concept considering
electric vehicles as additional energy sources in joint market operations. As part of

an efficient service oriented operations with electric vehicle fleets, intermediate and
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higher-level aggregation entities are introduced. The multilateral transactions with
the Virtual Power Plant operator are specified and transferred into a hierarchically
structured optimization model. Activity-based and timetable-based driving profiles
are established for the prediction of the required energy demand of passenger and
commercial electric vehicle fleets. Relevant parameters are identified to model the
characteristics of distinct electric vehicle fleets and to provide a compact format that
can be used in the optimization model of the Virtual Power Plant operator. Compar-
ative assessments for the optimized charging strategies are performed and analysis
presented to illustrate the efficiency and robustness of the extended functionalities

included in the Virtual Power Plant operation schemes.

Taking into account the characteristics and operational limitation of different power
plant portfolios, it is shown that electric vehicles can be efficiently used for the mit-
igation of power imbalances and coordinated redispatch measures. The presented
charging strategies incorporate 1st-base and 2nd-base charging opportunities and al-
low further assessments to identify upfront investment costs, avoiding technological
obsolescence and lowering the costs of charging infrastructure development. How-
ever, research is still needed in order to assess the costs/benefits and potential added
value of the distinct market entities. As the presented methodology assumes that
the driving profiles for each electric vehicle represents a feasible sequence of trips
that can be executed, adjustments or enrichment with field recorded data may be

necessary to provide further insights.
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5. COORDINATED VOLTAGE REGULATION WITH
VIRTUAL POWER PLANTS IN DISTRIBUTION
SYSTEMS

Abstract — The characteristics of energy supply in smart distribution networks
change with the presence of distributed, renewable and mobile energy sources. Re-
verse power flows and unpredictable generation profiles can cause voltage overshoots
and fast voltage changes. As a result, the power system integration is limited by
technical and operational constraints regarding bus voltage limits and capacity rat-
ings of power system devices. In order to overcome these difficulties and to provide
alternative solutions for reinforcement and expansion of power systems infrastruc-
tures, enhanced coordinated voltage regulation and management approaches are
investigated. First, the chapter provides a suitable schedule of interactions and
communications between the Virtual Power Plant operator and system operator re-
garding the application of advanced voltage control and management approaches as
part of active network management solutions. Then, enhanced voltage control so-
lutions are presented for the mitigation of time-varying voltage variations. Finally,
the proposed algorithm is verified through multi-period AC power flow analysis and

simulation with a benchmark distribution system.

Keywords — active network management, droop control, remote control, power

system operation, voltage support, network losses

5.1. Introduction

In conventional power systems, stable and reliable power supply is guaranteed by the
system operators with limited control of connected generators and loads [63]. This
is achieved through compulsory and enhanced services to maintain and regulate the
most important organizational processes [161,162]. Compulsory services are defined
in (i) legal conditions and ordinances, (ii) regulatory frameworks, (iii) grid codes, (iv)
technical connection requirements and numerous (v) guidelines [163-165]. On top

of the basic requirements, enhanced and non-compulsory services can be provided
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as a result of deregulated energy markets [166]. Although distributed flexibility po-
tentially supports power system operations, system operators tend to rely mostly
on conventional voltage control solutions, e.g. topology adjustments, network re-
inforcements, compensating devices and stand-alone generators. This is because of
the limited system monitoring and control of flexible resources currently available
to system operators. Under consideration of time-varying power generation and
demand in future distribution systems, active network management and control al-
gorithms are required [68,167,168]. Here, limitations in power system operations
can be mitigated through the application of several voltage control strategies sup-
ported by distributed and renewable energy sources [169]. For those applications, an
overview including on-load tap-changer (OLTC), distributed generator, and compen-
sator devices is presented in [170]. The potential application of coordinated on-load
tap-changing transformer with different distributed voltage control devices, such as
shunt capacitor and step voltage regulator, is discussed in [171-173]. To reduce the
operating cost of those regulating devices, rule-based and optimizing algorithm for
coordinated voltage control can be applied [174,175]. Alternatively, [176] presents
a coordinated voltage control scheme that uses dynamically changing master slave
definitions. The elaborations aim to reduce the amount of tap-changes and at the
same time increasing the capacity margin of additional control devices, while im-
proving the voltage quality and service reliability. The existing research assumes
full information on the power system architecture, integrated system devices and
corresponding operating states. Moreover, the suggested control schemes mostly
rely on the direct controllability of coordinated control devices. However, in liberal-
ized energy markets the power system operator is restricted in the operation of such
distributed generators or even loads, and therefore has to interact with numerous
market participants. Here, the Virtual Power Plant provides advanced voltage con-
trol and management approaches and combines the advantages of local droop and
remote control for coordinated voltage regulation. Compared with existing voltage
control solutions, the chapter provides a simulation framework for the verification of
the proposed coordinated voltage regulation and discusses the effectiveness on the

mitigation of time-varying voltage variations.

5.2. Voltage Control Solutions and Emerging Interactions

In future distribution systems characterized by time-varying power generation and
demand, it is assumed that normal voltage conditions are required to guarantee
security of supply and operation of power electronic equipment. The European

standard EN 50160, for example, defines an allowable median voltage deviation of
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5. Coordinated Voltage Regulation

maximum +10% of the nominal voltage to keep the service voltage to customers
within acceptable voltage ranges [163]. The same applies to abnormal conditions
which can be caused by unpredicted changes in demand or generation, failure of
system devices or the inability to compensate the reactive power demand [67,177].
In order to keep the power system voltages at all buses in acceptable ranges in both

normal and abnormal conditions, voltage control solutions are used in distribution

systems, an example of which is shown in Fig. 5.1.
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Fig. 5.1.: Voltage control solutions in distribution systems with (1) passive sources, (2) active
sources, (3) tap-changing transformer, (4) topology adjustments, (5) load scheduling

One important distinction for the provision of voltage support is based on the differ-

ent locations and the associated power system voltages. The primary voltage denotes

and demand side management, and (6) controllable generators.
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the voltage magnitude at the point of the primary side of the transformer V;. The
voltage magnitude V5 refers to the transformer secondary side of the sub-station.
The service voltage means the voltage magnitude at the meter installed on every
load bus V5, or is equal to the feeder voltage magnitude V5, minus the voltage drop
across the transformer and the secondary circuit connection. The utilization voltage
is defined by the voltage magnitude at the point of use where the outlet equipment is
plugged in. Either permanently connected to the power system or switched, voltage
regulating devices contribute to voltage control by the modification of the network
characteristic. Through the provision of enhanced and non-compulsory services of
Virtual Power Plants, these voltage control solutions may be extended [173,178], as

proposed by the following elaborations.

5.2.1. Voltage Stability and Measurements

The classification of voltages ranges in distribution systems can be defined in accor-
dance to [179] and serve as guidelines for system operators. However, the voltage
limits are individually specified by the system operators depending on the network
characteristics and existing voltage control devices. Here, the ratio of the resistance
R and reactance X, defined as R/X-ratio of the power system, influences the volt-
age variation in the power system indirectly. With respect to distribution systems,
reactive and active power can have equivalent influence for voltage support [180]. In
case of uni-directional power flow with connected loads in the power system, Fig. 5.2

schematically shows the voltage drop along the feeder.

transformer generation

| branch
@ I ]
bus 1 bus 2 bus 3 ¥load

| low load, high generation
I high load, low generation without tap changing
! with tap changing .-

voltage

—_——

|
| —
| high load, low generation —~ - —
! without tap changing

_ distance to
transformer

Fig. 5.2.: Voltage profile and deviation along the feeder with time-varying power generation and
demand with and without tap changing operation.

The power system voltage can also rise above 1 per unit due to time-varying power
generation and demand as a results of high reverse power flow and low power demand

[181]. For analytic simplicity, the voltage difference between bus 1 and 3 can be
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generally expressed as the voltage difference between bus 1 and 2, and the voltage

difference between bus 2 and 3

Vi—-Vy=V, -V, +(V,-V;). (5.1)

Then, the voltage profile along the feeder is determined as the relationship between

the bus voltages

P . *
The active power P and reactive power () expresses the generation or load at bus 3,
and I the corresponding current. As a result of (5.2), the voltage difference Vo, — V4

can be described as

PRbr_QXbr+.PXbr+QRbr

Vo—Va=
Vo— V3 v, J v,

(5.3)

It is shown that the power system voltage can be controlled through active or reac-
tive power adjustments at bus 3. However, with more reactive power circulation in
the power system, the thermal capacity of the overhead lines or underground cables
is limited. Therefore conventional voltage control solutions such as reactive power
compensation, topology adjustment and load shedding are not further discussed.
Alternatively, tap-changing transformers can be applied to minimize voltage varia-
tions [172]. The voltage difference between bus 1 and 2, referring to the primary

and secondary bus of the tap-changing transformer, is calculated by

K1 - KQ =n-: thr : lzl =n 'thr : (lzg - l2> (5-4)
. 1 V, _ .
with I, = (1 - _) o where X, defines the reactance and n the turns ratio
’ n J tr
of the tap-changing transformer. By assuming [ = —1I,, (5.4) is reformulated to

obtain the voltage difference

P+iQ

Vi-Vo=n-1)-Vyo+n-jXi
Vs

(5.5)

In case that the tap-changer remains at tap position of the rated turns ration =1,

P
the voltage difference is (V| — V) [i=1 = j Xt ;;JQ, otherwise the voltage on the
secondary side of the transformer changes. As V, > thrﬂ, the impact of the

Vs

tap-changing transformer can be described as follows:
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e when the turns ration > 1, the tap-changer position is higher than the nominal
tap position, the voltage difference (V; —V,) |51 increases and the power

system voltage decreases.

e when the turns ratio n < 1, the tap-changer position is lower than the nominal
tap position, the voltage difference (V; —V,)|sz1 decreases and the power

system voltage increases.

In the latter case, the tap-changing transformer impedance Z3 can be characterized
as capacitor for the provision of capacitive reactive power and can therefore be inter-
preted as a compensation source. Considering additional voltage control measures
by means of distributed and renewable energy sources, voltage control solutions with
on-load tap-changer may need to be updated [169]. When the reactive power capa-
bilities are insufficient for maintaining the power system voltage within the statutory
limits, coordinated voltage regulation with tap-changing transformers can be lim-
ited [182]. Here, the objective of the proposed coordinated voltage regulation covers

the following requirements to a feasible extent:

e assignment of location-dependent voltage control methods for voltage support

in power system operations

e provision of coordinated voltage regulation to maintain steady acceptable volt-

ages at all buses within defined ranges

e prioritization of unit type specific voltage control methods under consideration

of controllability levels and physical limitations

The proposed voltage control solution combines the advantages of local droop [183]
and remote control [184] and may contribute to the development of active network
management solutions. Local droop control reacts within seconds and is defined as a
decentralized and automatic control that can use remote sensors and concentrators
at MV/LV sub-stations as well data from the low voltage network. A local voltage
control algorithm installed in the sub-station of the tap-changing transformer may
process the aggregated information received. The implemented local droop control
reacts instantaneously and is governed by the operational constraints of the bus volt-
age magnitudes, active and reactive power injection. The remote control is central-
ized and allows coordinated control within minutes by sending switching commands,
activation signals or set-points. The coordination is assumed to be automated with
control systems, e.g. supervisory control and data acquisition, energy management
systems, or distribution management sytems [174,184,185]. Alternatively, the local
controller at the primary sub-station level can perform real-time analysis and send
set-points to the contracted Virtual Power Plant units and unit clusters depending

on local measurements and power system conditions.
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5.2.2. Proposed Rule-Based Algorithm

Distributed, renewable and mobile energy sources are assumed to be dispatchable
and meet the requirements for grid interconnection, such as grid codes, standards
and upcoming recommendation !. The interconnection with the power system
is assumed to be realized with programmable four-quadrant inverter technology.
Based on the technical specifications and network requirements, pooling agreements
and service provisions are negotiated that allows the system operator to assure the
amount of sufficient voltage regulation capacity. Rule-based techniques are applied
for the activation and provision of the voltage control support. The coordinated
voltage regulation is realized with multiple distributed, renewable and mobile en-
ergy sources and control devices and incorporated in an active network management.

The following voltage control methods are investigated:

e T-control: mitigation of mid-term and long-term voltage variation through

tap-changing transformer operation

e (Q-control: reduction of short-time voltage variations through distributed, re-

newable and mobile energy sources

e P-control: adjustment of active power and provision of additional control re-
serve to restore power system voltages between acceptable limits during large

disturbance events

The activation follows a temporal sequence as illustrated by means of Figure 5.3.
According to [186-188], variable delay times Ty for the reduction of short-time volt-
age variations and avoidance of unnecessary tap-position changes are considered.
After the activation of a specific voltage control method, move times 7}, define the
response time for set-point adjustments. Depending on the spatial available capaci-
ties, the system states and therefore the operational strategy of the system operator
can change. In normal operation, all customers are supplied without overloads, and
the n — 1 criterion is ensured. In abnormal operation, there are overloads of some
power system devices and supply failures. As a fundamental prerequisite for the
proposed coordinated voltage regulation, relevant system information are reported
and exchanged in advance regardless the power system conditions. The data in-
clude the spatial and temporal flexibilities that the Virtual Power Plant operator
can provide. An example of which is given in Chapter 3, that presents a solution
for a nodal-based aggregation and energy management algorithm to determine these
flexibilities. At this stage, the power system operator normally applies conventional

voltage control solutions, including the operation of tap-changing transformer.

le.g. requirements for the interconnection IEEE Std 1547-2003, operation of electrical instal-
lations EN 50110, voltage disturbances standard EN 50160, and BDEW roadmap.
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Fig. 5.3.: Sequences of coordinated voltage regulation in power systems separated into voltage
support services of the Virtual Power Plant operator in normal and abnormal operation
conditions.

Once the system voltages exceed defined voltage limits, support of voltage control
is performed through the provision of reactive power control. Here, the Virtual
Power Plant operator provides additional local reserve capacity while still achieving

compliance with the contracted active power schedules in the energy market. In case
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of large voltage disturbances, the system operator requests voltage support services
including active power control or directly sends set-points to adjust the generation
and load schedules. The activation of the proposed P-control follows the merit order
as listed in Table 5.1 from fast I to low IV reacting participant categories.

TABLE 5.1.: Merit-order and segmented participant categories for the provision and adjustment
of active power as part of the proposed P-control.

II1 v \%
under- pehe 4
g ’ bat ev
voltage P Fe
over- pebe | pynd |
voltage pgdg 1 Py

In case of under-voltage conditions, first-order units I, represented by stationary
battery systems and electric vehicles, provide active power up to the maximum
contracted value without delay times. The second-order units II, represented by
controlled industry and flexible loads, reduce the power demand within short time
periods. The third-order units III representing combined heat and power and dis-
tributed generators with combustion engines and are activated for further P-control
reserve. The contracted flexibilities of the forth-order units IV and fifth-order
units V are provided by stationary battery systems and electric vehicles which are
capable to re-inject power to the power system in case of under-voltage power con-
ditions. In case of over-voltage conditions, electric vehicles are activated first and
increase the charging power as well as stationary battery systems as second or-
der units. Additional power surplus is used by increasing the demand of industry
units. In the last two participant categories, the amount of curtailed power is suc-
cessively increased. The provision and adjustment of active and reactive power is
restricted by the power capacity, inverter limitations, adjustable phase shift angles,
and corresponding controllability levels of the corresponding unit or unit cluster.
The activation of the P-control is modeled in sequential order and ensures that fur-
ther control sequences are obliged if necessary. As a result, the ratio of active and

reactive power changes and thus also the power factor

2

The power factor is equal to the absolute value of the cosine of the apparent power
phase angle ¢. If necessary, power curtailment is possible when the apparent power
limits of the inverters are reached due to reactive power provision. In some cases,
the adjustment of active power schedules can result in deviations of the total power

available and contracted for energy market participation. Here, the Virtual Power
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Plant operator compensates these power deviations through redispatch measures
and utilization of internal control reserve capacities provided by fully-controlled and

partly-controlled generation, loads and storage units.

5.3. Validation Model and Mathematical Formulation

With focus on electric vehicles, different voltage control methods are investigated
according to the introduced levels of controllability. Most electric vehicles currently
available and offered by the automobile manufacturers can be interpreted as non-
controlled units. Reflecting future developments, electric vehicles are considered as
partly-controlled units, when the charging power can be decreased. The use of elec-
tric vehicles as fully-controlled units allows Vehicle-to-Grid services and thus serves
as additional generation units in abnormal operation. For the evaluation of different
operation strategies in active network management, a validation model as schemat-

ically shown in Fig. 5.4, is developed and incorporated in a Matlab/Matpower [189]

environment.
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Fig. 5.4.: Validation model for steady-state analysis including schematic representation of
generalized functions and models for Virtual Power Plants and system operators.

The power system is defined by a set of buses Hyys = {1,2,...,4,...n""}, with P
as the total number of buses. Further, additional models of power system devices
are included. For evaluation purposes, the line flows, bus voltages, and stability
criteria are observed. The main models and sequences related to the physical power
system data are detailed by means of Fig. 5.5. Subsequently, for each hour the

system variables such as voltage magnitudes, transformer tap operation and network
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losses are obtained and evaluated in multi-period AC power flow analysis. The
integrated functions of the rule-based algorithmic is specified in Fig. 5.6. Here, the
optimized scheduled profiles as result of the joint market operation are added to the
power system generation and load profiles. In case of small voltage disturbances
the proposed Q-control, highlighted with light gray area, is activated. In abnormal
operation, the time increment of the AC power flow calculations changes to At =
1 seconds in order to investigate short-term voltage variations. In this case, the
contracted unit and unit cluster provide additional local reserve capacity through
the activation of the proposed P-control, as denoted with the dark gray area in
Fig. 5.6.
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Fig. 5.5.: Realized model architecture and sequences for active network management for modeling
distribution systems with tap-changing transformer and conventional generators in
multi-period AC power flow analysis.

In each time step, the bus voltage magnitudes V4,4, are compared to the permissible
voltage ranges for the identification of small and large voltage disturbances. The
power system is in normal operation when every bus voltage magnitude Vi, is
within the defined lower and upper voltage boundary Vi,e; € [V'*, V"], Here, the
activated Q-control provides local ancillary services and supports the power system
operation. In case of large voltage disturbances, the activated P-control supports to
restore the active power balance through the provision of additional control reserve.
In order to reduce the delay times or avoid additional information exchange between
the system operator and the Virtual Power Plant operator, the P-control can be

initialized in advance before unpredictable failures occur.
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Fig. 5.6.: Control sequences of the proposed rule-based algorithmic for coordinated voltage
regulation in distribution networks in normal and abnormal operation conditions.

5.3.1. Characteristics of Proposed Voltage Control Methods

The operation of the on-load tap-changing transformers is realized with standard
control schemes according to [186, 190] with subsequent extensions for local and
remote controls. Details of the tap-changing transformer model are provided in
Appendix E. The following set of voltage signals at defined reference buses Vo is
used as input for the control schemes:

sen cr
2m 7 "2m/J

HTctr — {%7 (57)
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The voltage signal V5 refers to the local bus on the secondary side of the trans-

sen T

former, V5* to the sensitive bus, and Vi to the critical bus of the power system.

2m
Based on voltage stability evaluation with Q-V sensitivity analysis, the sensitive

voltage signals V3" are received from bus 7 of feeder 1 and bus 15 of feeder 2. In

2m
comparison, the reference voltage of the critical bus Vi can change in dependence
of the location of measured minimum and maximum power system voltages. The
T-control integrates a dead band that prevents short-term responding of the tap-
changing transformer during small voltage variations [187,191]. The specific default
values of the control parameters are listed in Table 5.2.

TABLE 5.2.: Default control parameters of the integrated T-control for tap-changing transformer
ctr ctr
specified for the delay time 7}f  , move time 7,1 , dead band and tap limits.

delay time move time dead band tap limit

TdTCtr TTCtr Vlb,db _ Vub,db ntap - ptap
(s) (s) (p-u.)

30 6 [0.95,1.03] [-16,+16]

The Q-control is realized with a piecewise linear droop design and can be configured
individually. An example of which is shown in Fig. 5.7. The programmable four-
quadrant inverter share the active and reactive power according to the indicated

slope AQ@" characteristic.
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Fig. 5.7.: Schematic representation of the piecewise linear droop design used for modeling the
Q-control modes and characteristics.

Typically, the slope defines the gradient of reactive power provision and adjustments
of the power factor to maintain a constant steady-state level [191]. The linear
droop design is used in existing and enhanced reactive power methods. These are

summarized by (5.8) and define the set of Q-control modes.

Hoew = {PF™ Q™ Q (V), PF"™(V), PF™(V), PF™*(V)} (5.8)
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The first three Q-control modes, Q™, PF™ Q (V'), represent standard reactive power
methods [192]. Additionally, Q-control modes with a higher degree of flexibility
in power system operations are developed. The extended reactive power methods
are based on local voltage measurements and adjustable power factors, hereafter
summarized as PF (V') modes. The default values for the considered Q-control modes
are summarized in Table 5.3 and can be defined by either constant values and/or
piecewise linear equations. The enhanced PF (V) modes are highlighted in light
gray. Considering fixed set-points or standard cos¢(P) mode [193], the voltage
control method may be independent of the power system conditions or adjustments
according to the current active power output. As a result, network losses may
increase [182] even though the bus voltage magnitudes are between defined lower
V'™® and upper voltage V"" boundary limits.
TABLE 5.3.: Q-control modes characteristics and specifications of implemented droop control

modes, specified by the width of voltage limits, slopes, nominal and maximum
values.

nominal
value

maximum

Q-mode dead band width of limit slope
value

(Ve by | () |09 | (M) | 0,Q)
PE™ N N N
A N\ N\ SN | @m | Qe
o) [NOOEIONINOSE . om0

PF"™ (V)|  0.95-1.03 0.94-1.04 | 0.05/0.01
PF™ (V)|  0.97-1.01 0.94-1.04 | 0.05/0.03 1
PF™(V) |  0.95-1.03 0.94-1.04 | 0.20/0.01 1

In comparison, the use of Q-control modes with adjustable power factors are less
disruptive for network voltage control devices such as tap-changing transformers
and result in lower field currents [194]. Here, the set-points are determined by local
measurements where the reactive power provision increases with higher local voltage

variations. A distinction is made between the following Q-control modes:
1) limited PF™ (V) 2) normal PF"" (V) 3) extended PF**(V)

The PF"™ (V) mode reaches the maximum power factor directly after the lower
voltage boundary of the dead band V™" is exceeded. In contrast, the determination
of the power factor with the other PF (V) modes depends mainly on the voltage
magnitudes outside the defined dead band. The PF"™ (V) and PF®*(V) modes
are characterized by higher ranges of dead band limitations, denoted by the upper
Vubdb and lower voltage boundary VPP set-points. The extended PF™*(V) mode

is specified by a maximum value of the power factor pfi.x = 0.8 and allows higher
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flexibilities for the provision of voltage support. Similar to the transformer control
scheme, the Q-control modes are modeled with a (i) dead band element, (ii) delay

time element, and (iii) power factor control elements as shown in Fig. 5.8.

Qctr Qctr
Qe Q< IBk pfﬁE
P %,  delay Q-control | 0 Py
--------------------- ”| mechanism -contro y —>
I/ref —> k_,

dead band timer r mode Q-ramp

Pl

Fig. 5.8.: Q-control flow chart of for units and unit clusters integrated through grid coupling
inverters modeled with dead band element, delay time element, and power factor
control elements.

First, the Q-control is activated with the activation signal U™, Then, the reference

voltages is sent to the dead band element. Here, the voltage error is determined by

comparing the reference voltage with the defined defined lower V™" and upper
Vubdb yoltage ranges of the dead band
+1, if Viee < VPP capacitive
ctr
a? =4 -1, if Vieg > Vb inductive (5.9)
0, otherwise.

Then, the output signal oszCtr is sent to the delay time element and used in (5.10)
to determine the output signal B,?m. The time parameter c?m changes in case of
higher or lower time values compared to the defined delay time T(?m.

ctr ctr

+1, if ¢ >Tj
]?ctr _ _17 lf Ck ctr S _chtr (510)

0, otherwise

with

ctr ctr ctr
cg_l +1s, if oz,? = +1and cg_l > 0s
ctr

ctr ctr ctr
Cg = cgjl —1s, if o "= _1and cg 1 < 0s
0, otherwise
Hereafter, the set-point for the power factor pfy is determined within the control

elements. The delay mechanism is reset in the case that the voltage limit excitation

changes at the bus. The output signal of the delay time element and the value of

105



5.3. Validation Model and Mathematical Formulation

the power factor are forwarded to the Q-control element. Depending on the selected
Q-control mode, the incremental change of the power factor 'y,?m is calculated as
the spread of the last pfi_; to the final value p ff%m of the power factor as follows

ctr . ctr
| pfir —pfen | if pfe-1-pfin >0

W =02 (Ipfia [+ pf87 1), i phorpff <0 (511)
0, otherwise.
with
P fmax; if Vige < VI or Vg > VP
Qe o Vieg — Vb e 171b Ib,db
plan =15 '(1—((1—pfmax)'vub_WD)>a if VP < Viee <V
e | e 1rub ub,db

The final value is modeled through the combination of Q(U)- and cos¢(P)-control
formulas [182,192]. In the last step, the inverter changes the power factor to the

set-point
ctr ctr ctr
pfe = pfi + B2 kg (5.12)
with
L =1
1
. =2
HQC“ _ |Htsm
Co=
sin(k - —Z%——) — sin (k—l)-%7 ctr _ 3
( 2"Ht€3 t |> ( 2-|HTI(3 t ) ramp
lcos(k - —T5e ) —cos((k— 1) — = )| ctr 4
( 2 |> ( e )l Qi

where /@Sm denotes the incremental output adjustment per time step. For example,

let the variable time increment At = 1s and move time 79" = 10s be given, then
the set of time steps is HthmLtr = {ls, ...,10s}. The piecewise linear droop design
as introduced in Fig. 5.7 can be changed through the adjustment of the above
mentioned droop parameters with respect to the temporal changes of the voltage.
For evaluation purposes, the following characteristics of the Q-ramp function Qg

are implemented, namely:

1) block 2) stepwise 3) degressive 4) progressive.
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The first slope applies block functions to adjust the set-point within one time step.
The second slope adjusts the reactive power output stepwise with constant power
factor adjustments for each time step. The third slope, starts with a high slope
and decreases in subsequent time steps while getting closer to the specified set-
point. In contrast, the forth slope is characterized by low slopes in the first time
steps and increases the slope before the maximum value is reached. Compared
to the progressive and stepwise Q-ramp functions, the degressive slope increases
the reactive power output faster than the other slopes, as illustrated in Fig. 5.9.
Therefore, stepwise slope characteristics are used as the default Q-ramp function

that additionally assure constant response behaviors.

== block —stepwise " degressive - - -progressive‘

046 —
1 1r- T 014 : //f
- — 0.12
3095 3095
- - 5 o1 a
2 ] e /
8 09 8 09 g 008 i
g g 2 0.06 ’
o o ‘4
Q085 8 085 0.04F 7
4
; 0.02p
0.8 0.8 ‘ !
0
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10

time step (s) time step (s)

(b) pfr=1 = 0.9 p.u.

time step (s)

(a) pfr=1 = 0.8 p.u. (¢) adjustments £Q"

Fig. 5.9.: Slope characteristics for power factor adjustments within a defined move time
T = 10s in case of (a) pfr—1 = 0.8 p.u. and (b) pfr—1 = 0.9 p.u. where (c)

m

compares the corresponding output adjustments KQUT

In contrast to active power curtailment, which may contribute to mitigate over-
voltage conditions [182,195], the proposed P-control uses the potential of controllable
units and unit clusters to compensate under-voltage conditions by increasing the
active power output [180,196]. The P-control is also realized with a (i) dead band
element, (ii) delay time element, and (iii) active power control elements, as shown
in Fig. 5.10. First, the P-control is activated by the activation signal ¥ from the
system operator or the Virtual Power Plant operator. The power system condition
is evaluated through the comparison of reference voltage V.., which refers to the
local bus voltage magnitude. The control element determines the voltage error of the
defined voltage ranges, specified by the lower V*P™" and upper voltage boundary
VP as calculated in (5.13).
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petr
LPPC"_’ --------------------- a]f’d: delay ﬂk > Pma)& Ijk
Vref_' --------------------- "| mechanism _L _T_ i EI —
dead band timer r P-limits P-control
B

Fig. 5.10.: P-control flow chart for units and unit clusters integrated through grid coupling
inverters modeled with dead band element, delay time element, and active power
control elements.

In case that the output value aL™" # 0, the contracted unit or unit cluster is

activated for the provision of control reserve. Normal operation is indicated by

Pctr .
ap  =0.

11, if Vg < VPP
=l i Vg > VR (5.13)

0, otherwise

Although the function of the delay element is the same as introduced for the

Q-control, the delay time 77" differs for each unit type. The calculation is as

follows
+ 1’ lf Ci)ctr 2 Té:)ctr
kl?ctr _ _17 1f Clk?ctr S . C{)ctr (514)
0, otherwise
with

ctr . ctr ctr
by +1s, ifal™ =+1and cb”) > 0s

peotr . petr . pctr petr
¢, =4C_;—1s, ifa, =—1land ¢,_; <O0s
0, otherwise.

The power limitation element considers the minimum P,,;, and maximum P, active
power values of the corresponding unit or unit cluster. In the last step, the active

power is changed stepwise, with variable percentage adjustments sL° as follows:

Pk_l + /8’56“ . Rgctr . Pmax’ 1f /Bll;)ctr — +1
Po=S Py + 80" k)Y P, if BF =1 (5.15)

P._1, otherwise.
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In order to allow fast response, the default adjustment factor is assumed with
ﬁgm = 0.15 in per unit. However, the activated P-control can be modified gradually
but is still limited to rated power capacity of the unit or unit cluster and the actual

power factor. Finally, the reactive power is proportionally adjusted.

5.3.2. Network Model and Implementation Environment

The presented operational principles and proposed voltage control methods are in-
tegrated in an exemplary distribution network. The power system under study is
derived from the European medium voltage distribution network benchmark, es-
tablished by the CIGRE Task Force C6.04.02 [197]. Appendix E provides further
details of the 15-bus network model. The network topology is characterized by two
feeder sections, directly connected with 25 MVA 110/20kV on-load tap-changing
transformer to the primary sub-transmission system. The total line length of the
conductors, consisting of overhead lines and underground cables, is 24.95 km. The
network model is assumed to be operated as a three phase balanced system. The
apparent power demand for each time step is calculated by (5.16) as product of the

maximum apparent power demand for individual loads at each bus.

Sd,max,busl Sd,busl,l Sd,busl,Q e Sd,busl,m
Sd,max,buSQ Sd,buSQ,l Sd,bus2,2 e Sd,buSQ,m

. X [/fcu Rd2 ' Rdm| = : . , . (5.16)
Sd,max,busn Sd,busn,l Sd,busn,2 T Sd,busn,m

The coincidence factor kq expresses the number of customers served [197]. Equa-
tion 5.16 can be summarized as Sq max X Ka = Sq. The coincidence factor changes in
accordance to the variable time increment At, e.g. 1 hour and corresponding set of
time steps Hys = {1,2,...,24}, as listed in Table E.5. A distinction is made between
the power factors for individual residential and industrial loads. The maximum load
of feeder section 1 is 25.98 MVA, and 20.23 MVA for feeder section 2. The daily
power demand excluding power system losses, is 461.12 MWh and 290.27 MVarh,
respectively. The loads at each bus are modeled as quantity of active and reactive
power demand, following the load distribution detailed in Appendix E.3. Figure 5.11
shows the daily load distribution where the contour plots display the isolines of the
apparent power demand Sy per bus and hour. The star plot represents the hourly
load demand at each bus, separated into 24-hour time segments. The load values for
bus 2 and 13 are significantly shifted towards the center and the end of the feeder

sections that result in time-varying load shifts in the feeder sections and voltage
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variations and violations in the power system. Further, a multi-period AC opti-
mal power flow is adapted to determine the generation schedules of additionally
integrated conventional generation units at bus 12 and 14. Appendix E.5 provides

further specifications of the generator model.

15— 14
14
13— 12
12}
c 1 c M} 10
S <10} £ < 107
3as 9 3S 9 8
3% 8 Bao 8
a7 sa 7/ 6
T = T =
g8 6 88 6
5¢ 5 4
4 4
3 3t — 2
24 2= V4
1 L Ly 0
2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16 18 20 22 24
time (h) time (h)

(a) original load distribution per hour (b) adjusted load distribution per hour
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. . . . . ® ® P ® P
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11 12 14 15 11 12 14 15

load distribution (MVA) per bus
and time segment (h)

load distribution (MVA) per bus
and time segment (h)

(c) original load distribution per bus (d) adjusted load distribution per bus

Fig. 5.11.: Load distribution and hourly loading conditions of the European 20 kV distribution
network benchmark with (a),(c) original values and (b),(d) adjusted values.

The Virtual Power Plant coordinated units and unit clusters are assigned to specific
buses in the network model under consideration of the (i) physical restriction of
power system components and (ii) V-Q sensitivity of each bus. For the support of
voltage control, buses characterized by higher sensitivity values are primary selected
for the allocation of generation, load and storage units. The restrictions are as

follows:
e minimum power generation covers the base system load in feeder 1 and feeder 2,
e maximum power generation is below the capacity ratings of conductors.
For different scenarios, Table 5.4 summarized the power capacities and penetration
rates of the considered distributed, renewable and mobile energy sources. The pen-

etration rate denotes the ratio of the installed capacity of wind and photovoltaic

power plants to the maximum load of the power system. The base scenario (case 1)
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considers the daily load distribution of the power system with additional industrial
loads as part of the Virtual Power Plant. The remaining scenarios includes addi-
tional units and unit clusters as integral multiples of the installed capacities defined
in the 25 % RES scenario (case 2).

TABLE 5.4.: Considered power capacities in use cases for the assessment of voltage support of
Virtual Power Plant coordinated unit types.

scenario wind pv chp dg ev bat ind net

case 1: base AN AN AN AN AN AN 3.20 | 26.95

case 2 base |6 00 | 750 | 150 | 200 | 845 | 121 | 3.20 | 26.95

+25%-RES
case 3: base
L 50%-RES 12.00 | 14.50 1.50 2.00 8.45 2.42 3.20 26.95
case 4: base
L 75%-RES 18.00 | 21.70 1.50 2.00 8.45 2.42 3.20 26.95

The maximum load in the power system is defined as the sum of all inflows and
outflows at each bus. This is expressed by (5.17) for the calculation of the residual
AP, active power. The same formula applies for the determination of the residual

AQ);, reactive power.

kfin Kfin
SN AP = Y (PEM+ PYET + P+ YR+ PYE),  VkeH, o (5.17)
k=Fkini k=Fini

PF" represents the power generation of the conventional generators, Pj§' the defined
load demand and P} the network losses. The terms PY;" and PY}'" denote the sum
of power generation and demand of the Virtual Power Plant and can be decomposed
by (5.18) and (5.19), respectively.

VPP v wind ch d, ev ba
Py = PP 4+ Pol + Py + Poy + P&,; (5.18)
PYi® = PR+P + Py + By (5.19)

The power generation and load demand of the extended European 20 kV distribution
network benchmark and the Virtual Power Plant are matched to form the nodal
power balance equations of the network model. The loads of the Virtual Power Plant
includes industrial loads and the charging loads of electric vehicles and stationary
batteries. The total number of electric vehicles is determined by (5.20)-(5.22) as a

function of the total number of considered households n™ in the power system.
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n® = I .phh (5.20)

Let I'Y be the penetration rate of electric vehicles. For simplification, the household

loads are approximated as follows

(5.21)

d,max

nhh
S = Fat - >S4y, with kf" = 0.6+ (14 —7)
i=1 n

where S} denotes the individual household loads. The coincident maximum loads

ng‘max are expressed as a function of the equivalent household loads and coincidence

factors s, as reported in [197]. For example, by assuming a mean daily maximum
demand Sg};naxz 2.5 kVA [198,199], (5.21) can be rewritten as

hh

S -
hh __ d,max _ hh hh
fid —W—O.ES'Sd’maX'(l_"n )

d,max
Shh _ /fhh X S'hh
hh  ~d,max d d
S (5.22)
Kq' * Sq

For example, let n® = 22, 843 be the total number of households, 1" = 0.10 the pen-
etration rate of electric vehicles, and P¢¥ = 3.7 kW the rated charging/discharging
power. Then, the theoretical maximum power capacity is 8.45 MW in case that all

electric vehicles simultaneously charge.

5.4. Computational Study and Simulation Results

The coordinated voltage regulation and management approach is evaluated in nor-
mal and abnormal operation in simulations with different loading conditions as a
result of the optimized energy procurements in joint market operations. Following
state-of-the-art characteristics, Table 5.5 summarizes the considered default values.
The values in parentheses indicate unit types that are capable of re-injecting power
to the network in case of under-voltage power conditions. The default values are
set to T = 6 seconds for one tap operation, 79" = 10 seconds for Q-control,
and TP = 4 seconds for P-control. 79" and TPe specify the total time to reach
a desired final value of the respective control operation. The default values for the
delay times are set to T(;Fm = 30 seconds and T(?m = 20 seconds, respectively. For

simplicity, the delay time Tf “r is assumed to be the same for each unit type.

First, the integrated T-control is evaluated and the operational limits of the tap-

changing transformer determined. Second, the mitigation of voltage variations in
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TABLE 5.5.: Specification of delay times TY “" for the activation of P-control in under-voltage
and over-voltage conditions based on the defined level of controllability.

clust.er of unit type under-voltage over-voltage
units
controllability*  T4™  controllability*) T3

[10-17] [1-3] (s) [1-3] (s)
wind, pv 10,11 1 AN 2 40
chp, dg 12,13 3 8 3 32
ev 14 3 0(12) 2 0
bat 16 3 0(8) 3 8
ind 17 2 8 2 16

*) 1:= non-controlled, 2:= partly-controlled, 3:= fully-controlled

normal operation with the activated T-control and Q-control is examined. Third, the
effectiveness of the proposed coordinated voltage regulation with focus on voltage
support solutions with electric vehicles is further assessed in abnormal operation.
Here, the proposed P-control is additionally activated in case that the power system
voltage is not within the defined limits. In order to confirm the validity of the
voltage control methods, the simulations are conducted with the introduced default

values and remain unchanged.

5.4.1. Evaluation and Limitations of Modified Tap-Changing
Transformer Control Modes

The performance of the T-control modes is validated, using the hourly load demand
as defined in the base scenario (case 1) and use of different T-control modes. The
observed minimum V,,;;, and maximal voltage magnitudes V,;, are summarized in
Fig. 5.12. The remaining bus voltage magnitudes are between the depicted minimum
and maximum values. The voltage ranges of the lower and upper voltage boundary
limits are highlighted by the gray rectangle. In Fig. 5.13, the variation of tap
positions of the tap-changing transformer in feeder 1 and the residual load served
by the transformer sub-stations are detailed. The observed voltage variations in

feeder 2 remain unchanged.

The results without transformer control are given in Fig 5.12a and for V5 control in
Fig. 5.12b, respectively. As can be seen, the results are similar when comparing the
obtained voltage profiles. This is due to the fact that the tap-changer position keeps

constant when applying V5 as reference voltage signal as shown in Fig. 5.13. Partial
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over-voltages are observed in Fig. 5.12c¢ and Fig. 5.12d, when local voltages V5 and

sen

sensitive voltages V5

transformer control.
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Fig. 5.12.: Voltage profile with different T-control modes (case 1), specified by (a) without

control, (b) V5 control, (¢)
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Fig. 5.13.: Impact of different T-control modes, specified by V, control, V5" control, and Vi

control, on the operation of the tap-changing transformer in feeder 1 (case 1).

In case of over-voltages, however, it is possible that the maximum voltage is not

measured at the local or sensitive bus and in case of under-voltages, for example,

the minimum voltage can not be measured at the heavy loaded buses. In terms

of number of tap operations, the results in Fig. 5.13 show that the power system
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voltages remain only within the defined voltage ranges when V, control is applied.
In the remaining cases, the power system voltages exceed the defined upper voltage
limit. Comparing the power flows in the distribution system, differences in the use of
the transformer control modes can also be detected. For example, Table 5.6 provides
the power flow deviations of selected buses. The results refer to hour 23, where the

maximum differences of tap positions have been identified.

TABLE 5.6.: Comparison of power flow deviation with T-control modes in hour 23 on selected
branches as result of different reference voltage signals for Vr and Vs, V3™ and V.

A N APS, AQE: AQS,

(kW) (kW) (kVar) (kVar)

2 3 13.42 19.11 37.48 H2.78

3 4 9.52 13.56 28.51 40.11
4 5 2.46 3.50 9.13 12.83
4 9 1.16 1.66 5.58 7.81

The power flow deviation AP5" compares the active and reactive power values when
applying V3" and V5 control. APs! denotes the power flow deviation when V5 and
V5 are used as reference voltage signals for the transformer control. The use of
both T-control modes, V5" and V), shows that the network losses can be reduced
in comparison to V5 control. In summary, the results confirm the applicability of
the control scheme for tap-changing transformer but also show the limitations to
compensate voltage variations caused by time-varying generation or load profiles.
Among the three analyzed T-control modes, VI control is the most effective one
for tap changing operations in order to reduce voltage variations during the power
system operations. An additional advantage of the proposed remote control is given

by the more efficient use and possibility of savings of network losses during operation.

5.4.2. Comparison of Proposed Voltage Control Methods with
Multiple Voltage Regulating Devices

In the following, the integrated T-control modes are further investigated for smart
grid applications in combination with voltage control methods provided by the Vir-
tual Power Plant. For the mitigation of over-voltages in power system operation
during low load periods, the proposed T-control and Q-control modes are acti-
vated. While the power system load remains the same, the residual load distribution
changes in scenarios with different penetration rates I € {0%, 25%, 50%, 75%} of

renewable energy sources. Table 5.7 summarizes the residual load served by the
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transformer sub-stations of feeder 1 and 2. The configuration and location of the
units and unit clusters in the power system is specified in Appendix E.1. Especially
feeder 1 integrates most of the distributed, renewable and mobile energy sources.

TABLE 5.7.: Residual load served by the transformer sub-stations during 24 hours (case 1 - case
4) with increasing share of renewable energy sources.

case 1, case 2, case 3, case 4,
re =0% I =25% e = 50% e =75%
(MWh)
feeder 1 33.002 1.271 -33.123 -67.143
feeder 2 146.250 148.241 138.927 130.455

In order to test the effectiveness of the proposed Q-control modes, the voltage varia-
tions as a result of the AC power flow are examined. First, the T-control is disabled
and the tap-positions are set to the initial tap positions. Then, the PF™ mode is
investigated as part of conventional voltage control methods [180]. Subsequently,
the enhanced PF (V') modes are activated and the results compared. For example,
considering ™ = 50% penetration of renewable energy sources (case 3), Fig. 5.14

summarizes the results for all evaluated Q-control modes.
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Fig. 5.14.: Boxplot of observed voltage deviations in the power system (case 3), considering
PF (V) modes compared with PF* for the provision of voltage support.
The boxplot shows the 25th lower and 75th upper percentile of the voltage de-
viations observed in the power system. The ends of the whiskers represent the
The general formula for the calculation of the
Vor Vi € Hyys , where Vi, de-

notes the measured voltage magnitude at a specific bus 7 and V5, the rated voltage

minimum and maximum values.

voltage deviation values is given by AV = Vi,s; —

of the power system. The red lines indicate the lower V'™® and upper V" voltage
boundary limits, also represented as difference values. When applying the PF™
mode, the minimum and maximum differences of the bus voltage magnitudes are
between Vius: € [—0.0662,0.0719] in per unit. In comparison, when PF™ (V) and

PE" (V) are activated, the voltage variations can be reduced as indicated by the
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anthracite gray and dark gray bars in Fig. 5.14. Only the PF*"(V) mode offers
greater voltage support and keeps the bus voltage magnitudes in defined ranges,
Vius,i € [—0.0398,0.0578] in per unit. For a better insight into the developed volt-
age control method, the 24-hour time simulation is repeated and the best identified
control strategies for T-control and Q-control modes are applied. The critical bus
voltages V7 are used as reference voltage for the tap-changing control and the volt-
age control combined with the PF**(V') mode, using the stepwise Q-ramps. The

results are given in Fig. 5.15.
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Fig. 5.15.: Impact of activated PF**(V) mode in power system operation with active network
management.

As can be seen in Fig. 5.15a, the increasing share of renewable energy sources co-
ordinated by the Virtual Power Plant successively reduces the residual power that
needs to be served by the primary sub-station. Additionally, through the activated
PF“*(V) mode, reactive power can also be efficiently provided. The results can be
obtained from Fig. 5.15b, which shows selected voltage profiles (case 2) and provides
an overview of the required number of tap operations. The gray rectangle defines
the lower voltage V'® and upper voltage V'"" boundary limits. As can be observed,
the increasing power generation of renewable energy sources with time-varying char-
acteristics, causes partial over-voltages in the power system without voltage control.

In the case that only Vi: control is activated for tap-changing operations, over-
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voltage conditions can be mitigated in the power system. However, more frequent
tap operations are necessary, as highlighted with the red dashed line. Through the
activation of Q-control, the range of minimum and maximum power system voltages
as well as the total tap operations is reduced as summarized in Table 5.8.

TABLE 5.8.: Minimum and maximum voltage magnitudes observed during 24 hours (case 2 -
case 4) without control, T-control, and combined T- and Q-control.

scenario control method * Vinin ~ Vinax opeiZfions ;iifltiis‘ifsnp %vl?lg
(pu.) (puw) (MVarh)

case 2, without control 0.9620 1.0794 AN AN
ree = T-control 0.9584 1.0396 1 AN
25% T- and Q-control | 0.9620 1.0397 3 1.53
case 3, without control 0.9603 1.1000 AN AN
e = T-control 0.9435 1.0380 9 AN
50% T- and Q-control | 0.9603 1.0399 5 18.42
case 4, without control 0.9589 1.1000 AN AN
rre = T-control 0.9388 1.0399 11 AN
75% T-and Qcontrol | 0.9555 1.0387 4 34.73

*) Q-control with PF®*(V) mode and T-control with V¥ mode.

The total tap operations are listed in comparison with the total reactive power
provided. For example in case 4, the number of tap operations is 11 moves without
Q-control which can be reduced to only 4 moves with activated Q-control. The
maximum bus voltage magnitudes without control is V., = 1.1000 and Vi =
1.0387 in per unit when applying T-control and Q-control. The results confirm the
added value of the proposed coordinated voltage regulation in minimizing voltage
variations. The proposed coordinated voltage regulation is capable to maintain the
power system voltages within admissible voltages ranges, even in scenarios with
high penetration of renewable energy sources. Additionally, compared with the
standard reactive power method the superiority of the extended Q-Control mode is

demonstrated with the results obtained.

5.4.3. Droop Controlled Power Adjustments and Balancing Under
Generation Failure

In order to simulate under-voltage conditions, a generation block of the conventional
generator located at bus 12 fails and results in 5 MW active power loss. A sudden

increase of wind power generation is simulated and its impact assessed in over-voltage
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conditions. The investigations are based on the loading conditions of the 75%-
RES scenario (case 4). In both cases, the proposed P-control is activated to restore
and maintain the power system voltage and compensate the power balance. The
observed minimum voltage magnitudes during under-voltage conditions are shown
in Fig. 5.16a for feeder section 1. The first time step k denotes the values in normal
operation before the failure, the second k + 1 after the failure, while the third k + 2

provides the set-points for the subsequent time steps in abnormal operation.
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Fig. 5.16.: Mitigation of short-term voltage variations in critical under-voltage conditions (case 4)

specified by (a) critical bus voltage magnitudes Vir and (b) served residual loads

before and after activation of the coordinated voltage control.

As shown, the tap-changing transformer control (blue solid line) is capable of restor-
ing the desired power system voltage within 116 seconds through 15 tap operations.
However, the use of combined T-control, Q-control and P-control modes (black
dash-dotted line) reaches a faster solution within 17 seconds and without any tap
operations. The corresponding quantities of active and reactive power provision
before and after the generation failure are given in Fig. 5.16b for the case that
T-control, Q-control and P-control modes are activated. In total, the power pro-
vided by the primary sub-transmission system (slack bus) can be reduced through
local reserve capacity provided by the Virtual Power Plant. The contribution of the
integrated electric vehicles is shown in Fig. 5.17, which differently adjust the charg-
ing power according to investigated voltage control methods. In T-control mode,
the charging power remains unchanged while the combined operation with QQ-control
mode results in additional reactive power adjustments for voltage support. In case
of T- and Q-control and additional P-control, the charging power of the electric ve-
hicles is gradually reduced. In this case, further reactive power adjustments are not

necessary as illustrated by the electric vehicles located at bus 8.
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Fig. 5.17.: Contribution of electric vehicles (case 4) for the mitigation of under-voltage conditions
with charging power adjustments at bus 8.

For the verification of the proposed coordinated voltage regulation in over-voltage
condition, an alternative solution to active power curtailment is provided. As a
result of a sudden increase of the wind speeds in the area of the power system, the

integrated wind power plants inject more active power as shown in Fig. 5.18a.
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Fig. 5.18.: Active power adjustments during abnormal operation (case 4) with activated P-control
mode for selected units, connected to different buses in the power system.

Based on the controllability levels of the contracted units and unit clusters, as speci-
fied in Table 5.5, and the merit-order for the activation of the proposed P-control as
given in Table 5.1, the Virtual Power Plant coordinated units and unit cluster react
in different manner. Due to the fast response of contracted and available electric
vehicles and stationary batteries, the surplus of active power is efficiently used for
charging processes and the power system voltages maintained in the desired voltage
limits. An example of the power adjustment process with the activated P-control is
given by Fig. 5.18e and Fig. 5.18f for electric vehicles and stationary battery systems,
respectively. Further adjustments are not necessary, as can be seen in Fig. 5.18b-

Fig. 5.18d, which provide some examples of remaining units. Thanks to the coor-
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dinated voltage regulation with the Virtual Power Plant operator and the proposed
rule-based algorithm, the dynamics in abnormal operation can be efficiently cap-
tured. It is shown that electric vehicles can contribute to mitigate under- and over-
voltage conditions in power system operation through the adjustment of the charging
power. However, the disconnection times for fault-ride-through operations [200] may
need to be considered in order to avoid the temporary or full disconnection of units
or unit cluster after a few seconds. Here, further analyses are required to examine
the power system dynamics, short-circuit current capacity limitations, and inherent

necessary modification in the protection systems.

5.5. Concluding Remarks

A coordinated voltage regulation and management approach for distribution net-
works including multiple power sources and system devices is proposed and studied.
The voltage control solutions combine local and remote controls and enable the sys-
tem operator to exploit the temporal and spatial flexibilities of a comprehensive set
of additional power system services provided by the Virtual Power Plant operator.
The proposed voltage control methods are modeled and examined in the extended
European 20 kV distribution network benchmark. The elaborations include various
case studies and address the possibilities to evaluate the novel voltage support ser-
vices that are of value to diverse actors involved in the energy and power system,
e.g. identifying appropriate remuneration mechanisms that ensure efficient opera-
tion with distributed, renewable, and mobile energy sources. The characteristics of
the developed active network management account for the operational condition at
each bus and considers the controllability levels of the corresponding units or unit
clusters. However, the network effects of spatial and temporal mixed application of
the presented voltage control methods need to be further investigated and the imple-
mentation in current liberalized energy markets addressed. The simulation results
confirm the potential and effectiveness of proposed voltage control solution to pro-
vide greater voltage support and possible measures for active network management
solutions in comparison with conventional control methods. Further solutions can
include various distribution system functionalities, such as service restoration, con-
sideration of changing network characteristics, adaptable Volt/VAR optimization,

and state estimations.
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The results of the thesis and developed methodologies reveal several aspects concern-
ing the integration of distributed, renewable and mobile energy sources in Virtual
Power Plants. This chapter concludes the thesis by summarizing the work, drawing

conclusions, and providing an outlook on potential, associated research.

6.1. Summary of the Thesis

A unified model architecture and energy management algorithm for the modeling
of scalable Virtual Power Plants is developed. Joint market operations within the
framework of liberalized energy markets are investigated based on the integrated
optimization models. For this purpose, the thesis briefly reviews the structure of
power plant portfolios for the operational planning in future energy supply. Then,
in order to provide an overarching approach for the systemic integration of decen-
tralized, renewable and mobile energy sources, a possible realization of intercon-
nected and interoperable solutions as part of a research and laboratory environment
is detailed. Driving forces for the adaptation of aggregation concepts in existing
market structures and power systems with feasible participation opportunities are

outlined.

The framework of liberalized energy markets is adopted to structure the optimiza-
tion problems related to joint market operations. To create arbitrary power plant
portfolios, the Virtual Power Plant is substantiated with distinct unit types and
unit models, based on real-data sets. The unit models are used for the abstrac-
tion of power scheduling processes and coordinated redispatch measures. An energy
management algorithm is formulated and integrates the services and functions in
multi-period optimization processes. A stochastic simulation method is utilized to
appropriately address forecast uncertainties related to the intermittent power gen-
eration of renewable energy sources. In the first and second stage of the proposed
three-stage imbalance compensation algorithm, power imbalances are compensated
in day-ahead and intraday market operation. In the third stage, remaining real-time
imbalances are compensated through internal power adjustments and power shift-

ing functionalities in time frames less than 15 minutes. A proof-of-concept for the
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proposed framework is provided by selecting appropriate case scenarios that vali-
date the optimization model and control algorithm in joint market operations. The
dispatch results demonstrate the capability to handle different bidding strategies
for economic and environmental objectives while considering the unit type specific
boundaries and updated information and operational states of the power plant port-

folio.

Additional aggregation entities are introduced, so called EV Suppliers/Aggregators
that collate the energy demand of a number of electric vehicles and negotiate the
commercial conditions with the Virtual Power Plant operator. Following the princi-
ples used for energy purchases in the wholesale and retail market, activity-based and
timetable-based driving schedules are developed for the prediction of the required
energy demand of passenger and commercial electric vehicle fleets. The contrac-
tual obligations with the EV Supplier/Aggregator and power system operator are
integrated in the energy management algorithm and the optimization problem struc-
tured in an upper level and lower level optimization, respectively. Then, the hier-
archically structured optimization problem is solved for achieving optimized energy
procurements for electric vehicle fleets and taking into account different charging
tariffs. To demonstrate the systemic complexity related to redispatch measures re-
quested by the system operator, nodal-based optimization scenarios are presented for
an electrified bus fleet at an intra-urban bus depot. The simulation cases show the re-
ciprocal effects in the unit commitment and dispatch of the power plant portfolio and

provision of additional system services through electric vehicles.

Enhanced coordinated voltage regulation and management approaches are developed
and evaluated in a European 20 kV distribution network benchmark under normal
and abnormal operation conditions. The validation model includes the schematic
representation of generalized functions and models for the Virtual Power Plant and
system operator. A rule-based algorithm for the coordinated voltage regulation of
multiple power sources and system devices is presented. It is capable of dealing
with voltage variations and maintains steady acceptable voltages at all buses in the
network. Current reactive power control modes, including fixed power factor PFfx
control, fixed reactive power QX control, and voltage-dependent reactive power
Q(V) control are examined. Based on a combined local and remote control approach
and with focus on electric vehicles, voltage support services are investigated in multi-
period AC power flows. It is shown that the presented solution enables the system
operator to exploit the temporal and spatial flexibilities of a comprehensive set of

additional system services provided by the Virtual Power Plant.
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6.2. Contribution to Research

Operational planning, modeling and control algorithms for Virtual Power Plants
with electric vehicles were presented separately in each chapter. Concerning the
applicability in joint market and power system operations, the major contribution

of the thesis is provided in the following.

1. Unified model architecture and energy management algorithm for
scalable Virtual Power Plants: The framework of liberalized energy markets
is adopted to structure the optimization problems related to joint market operations.
The operational planning, control and management of distributed, renewable and

mobile energy sources is substantiated in distinct optimization models.

a) A nodal-based aggregation and cluster algorithm allows the collocation of units
and unit clusters to virtual or physical buses. This allows to lower the number
of optimization variables in the optimization processes and therefore helps to
reduce the computational effort for solving the unit commitment and dispatch

problem.

b) Controllable loads are integrated in the unified model architecture and assigned
with virtual storage capacities. This modeling technique was specifically de-
signed to investigate demand-side management services and the provision of

an internal control reserve solution.

c) Power imbalances caused by forecast errors are efficiently compensated in a
three-stage imbalance algorithm as part of the multi-period optimization pro-
cesses. Here, the utilization of available flexibilities of fully-controlled and

partly-controlled generation, loads and storage units was considered.

It can be concluded that the presented Virtual Power Plant model is capable of
exploring efficient solutions of multi-period optimization problems in joint market
operations and handle economic and environmental bidding strategies with a man-
ageable set of power plant portfolios. Further, the simulation results show the po-
tentials arising from shorter dispatch intervals that allow better balancing of power
deviations and thus contribute to a more efficient way to handle balance group

deviations.
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2. Prediction-based power scheduling and optimized energy procure-
ment for passenger and commercial electric vehicle fleets: A price-
based charging and tarification model for the operation of electric vehicles is in-
troduced and combined with SoE-based charging strategy. The extended model
environment of the Virtual Power Plant features different charging tariffs, from
non-controlled to fully-controlled charging processes including vehicle-to-grid ser-
vices and demonstrates the utilization of electric vehicles in the energy management

algorithm.

a) Standard driving profiles for the representation of the driving behavior of pri-
vate and commercial electric vehicles are developed to serve as input for the
prediction of the energy demand and determination of optimized energy pro-

curements in joint market operations.

b) Multilateral transactions with EV Suppliers/Aggregators and power system
operator are represented in the hierarchically structured optimization model.
This allows to consider electric vehicle fleets in the optimization process of the
Virtual Power Plant for the determination of feasible optimization solutions

and nodal redispatch measures.

The flexibility provided by the proposed methodology is motivated by the fact that
the developed standard driving profiles can be utilized by EV Suppliers/Aggregators
and Virtual Power Plant operators to cope with the uncertainty associated with the

prediction of charging scheduling and service procurement.

3. Enhancing power system operation through coordinated voltage
regulation with combined local droop and remote control algorithm:
Coordinated voltage regulation for multiple power sources and devices is developed
for enhancing power system operations in normal and abnormal operation condi-
tions. The validation model for steady-state analysis includes schematic represen-
tation of generalized functions and models for the Virtual Power Plant and system

operator.

a) Combined local and remote controls exploit the temporal and spatial flex-
ibilities of distributed, renewable and mobile energy sources through droop
controlled power adjustments that efficiently mitigates time-varying voltage

variations.

b) The validation model comprehensively integrates different piecewise linear
and non-linear droop designs of voltage control methods and configurations

of power plant portfolios.
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The computational experiments are compared in multi-period AC power flow anal-
ysis. The results are systematically evaluated and show the technical and eco-
nomic feasible solutions as a part of the already existing voltage control solu-

tions.

6.3. Outlook

The proposed solutions outline the potential benefits when distributed, renewable
and mobile energy source are regarded as active elements in energy market and
power system operations. However, as the legal requirements, regulations and mar-
ket framework change as well as the operational practices with the adaptation of de-
veloping interoperable communication and information technologies, modifications
of the introduced Virtual Power Plant concepts are recommended. Additionally, the
design of suitable trading and market platforms is of particular interest for the suc-
cessful implementation of the presented framework. Further research is necessary to
quantify the system integration benefits. For example, this includes the allocation of
cost savings and efficiency improvements in the tendering process of control reserve

of system operators.

The diversification in the power plant portfolio and potential risk reduction of power
imbalance in the balancing group management should be considered for further
research. The presented energy management algorithm could be further improved by
incorporating additional characteristics of the introduced unit models and handle the
multilateral transactions between the Virtual Power Plant, EV Supplier/Aggregator
and system operator in embedded optimization models. So far, this is not fully
implemented. It remains to be investigated how the integration of network models
and characteristics can extend the optimization model through the capability of

additionally solving a security constraint unit commitment and dispatch.

Moreover, the provision of additional system services may vary according to the
specifications determined by the energy market and power system operations. The
integration of the proposed coordinated voltage regulation may require adjustments
of existing standards and regulatory requirements to fully exploit the flexibility of
local and remote controlled power sources and system devices and avoid temporarily

disconnections.
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A. Appendix
Energy Market Characteristics of the German-Austrian
Bidding Zone

A.1. Price Movements in Wholesale Spot Markets

The following analyses are based on information published by the European Energy
Exchange and the European Power Exchange ! for spot market auctions. More
specifically, the contract and clearing sequences, as shown in Fig. 2.10, are speci-
fied by the delivery data of the German-Austrian bidding zone. The spot market
products are characterized by the tendering period, 1-hour based average weighted
prices with standard deviations, minimum, maximum and median prices. Table A.1
gives an overview of the resulting day-ahead auction prices in 2008-2014, which is
traded daily at 12:00 with minimum volume increments of 0.1 MW for individual
hours and 0.1 MW for blocks.

TABLE A.1.: Day-ahead characteristics of the European Power Exchange spot market EPEX
SPOT of the German-Austrian bidding zone.

year average price std min max med
energy price (EUR/MWh)
2008 6576 28.65 10152 494.26 63.31
2009 38.85 19.40 -500.02 182.05 38.07
2010 44.49 13.98 -20.45 131.79 45.09
2011 51.12 13.59 -36.82 117.49 51.85
2012 42.60 18.69 -221.99 210.00 42.08
2013 37.59 16.64 -100.03 130.27 36.00
2014 32.76 12.77 -65.03 87.97 31.64

*) 1-hour based average weighted prices

Lavailable at http : //www.epexspot.com
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A. Appendix - Energy Market Characteristics

Table A.2 provides a summary of intraday auctions in 2008-2014, which is traded
daily at 15:00 with minimum volume increments of 0.1 MW for individual quar-
ter hours and traded for delivery the following day in 96 quarter hour interval. In
addition, continuous trading for delivery on the same or the following day is pos-
sible and starts at 04:00 on the current day. The products are based on single
hours, 15-minute periods or block of hours until 30 minutes before delivery be-
gins.

TABLE A.2.: Intraday Characteristics of the European Power Exchange Spot Market
EPEX SPOT of the German-Austrian bidding zone.

year average price std min max med
energy price (EUR/MWh)
2008 | 63.51 29.75 -22.65 389.79 62.41
2009 38.92 25.02 -648.62 173.72 37.85
2010 58.59 20.51 -20.36 190.00 57.06
2011 50.72 16.27 -140.88 162.06 51.72
2012 43.59 19.97 -270.11 272.95 43.17
2013 38.42 17.98 -84.88 163.44 36.75
2014 33.01 13.71 -55.95 139.12 32.05

*) 1-hour based average weighted prices

A.2. Price Movements in Balancing Market

The products on the balancing markets consist of primary control (PCR), secondary
control (SCR) and tertiary control reserve (TCR). Interruptible loads provide ad-
dition measures to maintain grid and system security since the amendment of the
Energy Industry Act of 20 December 2012 and by means of the Ordinance on Inter-
ruptible Load Agreements of 28 December 2012. Beside the provision of primary,
secondary and tertiary control reserve, the affected balancing responsible party is
in charge for the compensation of remaining power imbalances after 60 minutes.
Among others, this can be realized through the activation of additional reserve ca-
pacities of power plants or intraday tradings in the energy markets. The following
analyzes are focused on the first three mentioned measures based on information
published on the joint internet platform of transmission system operators in Ger-
many 2. Tertiary control reserve is procured since 15 December 2006 as a joint

tender, primary and secondary control reserve followed in 2007. The control reserve

Zavailable at https : //www.regelleistung.net
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A.2. Price Movements in Balancing Market

products are characterized by the tendering period, activation time, average prices,
standard deviations, minimum and maximum capacity and energy prices, as well as
required volumes. The tender period for primary and secondary control reserve is
one week, whereas it is one day for tertiary control reserve. The listed prices rep-
resent average weighted prices in order to enhance the comparability. The average
weighted energy price @, and capacity price @., are defined as the quotient of
total payments, consisting of single bid prices ¢. For example, the average weighted

capacity price is calculated by:

nbid )
E Cz‘bld * Wep,i
— i=1
Tep = g (A1)
Z Cbid
=1 "
where nP4 represents the total number of bids consisting of single bidding capacity

CPd with the corresponding capacity prices @e,;. The calculation in (A.1) also
applies to determine the average weighted energy price, where n°! is defined as the
total number of calls with the corresponding called energy E<!! and energy prices
wep of individual control power suppliers. In case of three accepted bids A,B,C with
single energy prices of 30 EUR/MWh, 70 EUR/MWh, 90 EUR/MWh and bidding
capacity of 1 MW, 2 MW and 1 MW, the average weighted energy price for two
calls of 1 MW and 3 MW is:

(IMW - 302Uy 1 (1MW - 30EUR | onfw . 70 EUR )

IMW + 3MW

Wep =

(A.2)

— 50EUR/MWh

The calculation is based on the merit order and reflects the order of the short-run

marginal costs.

Primary Control Reserve: Short term frequency deviations are compensated
through the activation of primary control reserve within 30 seconds and is avail-
able for a period of 15 minutes. The tendering period changed from monthly
(m) to weekly (w) tenders on 26th June 2011. Due to shorter tender periods
and joint tender, the required control reserve volume dropped in 2011, as shown
in Fig. A.1. Control power suppliers have to provide both positive and negative
control reserve. The activated and provided active and reactive power is not sepa-

rately measured by the transmission system operator and therefore not reported in
Table A.3.
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Fig. A.1.: Primary control reserve PCRt/~ annual tender volume from 2008 to 2014.

Within the considered years, the deviation of minimum and maximum annual prices
vary considerably with a maximum value of 19,995.00 EUR/MW in 2012.

TABLE A.3.: Primary control reserve characteristics PCRT/~ of German electricity balancing

market.

average

year average std min max required control

price reserve (MW)
capacity price”) (EUR/MW)

2008 | 3,438.57 684.04 2,370.52 5,889.57 | 663.75
2009 3,893.51 256.05 3,347.36 5,600.00 656.08
2010 3,350.51 189.56 3,068.26 3,997.50 623.00
2011 (m) 3,103.05 450.76 2,527.93 7,338.71 642.28
2011 (w) 3,749.14 363.56 2,975.00 4,363.00 569.64
2012 2,771.45 698.48 1,925.00 19,995.00 567.62
2013 2,960.59 508.82 2,098.00 9,253.00 551.33
2014 3,513.77 706.88 2,542.00 8,744.00 568.00

*) 1-week based average weighted prices

Secondary Control Reserve: The secondary control reserve is used for medium
term stabilization and is activated after system failures longer than 30 seconds, fully
activated after 5 minutes and available for a period of 4 hours. In addition there
are two separate time slices, namely peak hours from 8 am to 8 pm on weekdays,
and off-peak hours in the remaining time of the week, including public holidays
and weekends. Control power suppliers can provide both positive SCR* and/or
negative SC' R~ secondary control reserve. The prices listed in Table A.4 and Ta-
ble A.5 correspond to the weekly based average weighted capacity prices and called

capacities.
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A.2. Price Movements in Balancing Market

TABLE A.4.: Secondary control reserve SCRT capacity and energy price characteristics of the
electricity balancing market.

time slices peak off-peak peak off-peak
year | capacity price®) (EUR/MW) | capacity demand*) (MW)
2008 1,326.30 79976 2,983.33 2,983.33
2009 1,090.06 682.79 2,846.58 2,853.50
2010 829.64 829.07 2,402.33 2,447.17
2011 (m) 451.98 713.66 2,169.00 2,205.00
2011 (w) 444.52 1,145.80 2,088.08 2,088.08
2012 108.72 315.53 2,082.19 2,082.19
2013 540.77 731.73 2,115.48 2,115.48
2014 468.08 807.23 2,052.10 2,052.10
year energy price”) (EUR/MWh) ‘ called energy® (MWh)
2008 120.62 7786 113.31 61.40
2009 102.89 80.77 82.88 68.34
2010 97.43 93.19 134.68 122.45
2011 (m) 104.00 100.18 80.57 57.46
2011 (w) 95.56 88.29 46.64 34.23
2012 107.49 111.91 66.43 56.50
2013 85.50 78.29 47.32 33.83
2014 78.16 71.84 40.52 29.23

*) 1-week based average weighted prices and quantity

The demand of secondary control reserve dropped in 2011 after the change of the
tendering period from monthly to weekly biddings. Despite the constant demand
of secondary control reserve after 2011, the average annual capacity prices remain
unsteady and fluctuate between 109 EUR/MW and 541 EUR/MW for peak hours
and between 316 EUR/MW and 1,146 EUR/MW for off-peak hours. The annual
average energy prices dropped for peak hours and remained almost at the same
level for off-peak hours. Note, negative prices indicate payments of the transmission
system operator to the control power supplier. Positive prices indicate payments
of the control power supplier to the transmission system operator. The movement
of the energy prices of negative secondary control reserve show the complexity of
the balancing market and is influenced by several factors, such as the current power
demand and supply, cross-border exchanges, partial blackouts, tender specifications

and even the legal framework and politics.
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TABLE A.5.: Secondary control reserve SC R~ capacity and energy price characteristics of the
electricity balancing market.

time slices peak off-peak peak off-peak
year | capacity price*) (EUR/MW) | capacity demand* (MW)
2008 | 243.24 $85.00 | 2,403.33 2,403.33
2009 153.00 1,420.56 2,189.50 2,217.83
2010 172.14 2,469.97 2,214.42 2,223.67
2011 (m) 285.91 1,444.50 2,115.17 2,176.00
2011 (w) 694.44 1,653.41 2,060.35 2,063.62
2012 536.27 1,419.39 2,117.31 2,117.31
2013 787.58 1,165.31 2,074.52 2,074.48
2014 348.09 529.46 1,980.15 1,980.15
year energy price”) (EUR/MWh) ‘ called energy” (MWh)
2008 -10.55 286 9778 139.42
2009 -4.81 -0.86 134.97 138.94
2010 -9.60 -4.45 132.14 122.76
2011 (m) -14.04 -1.50 97.67 125.41
2011 (w) -15.91 -9.41 114.40 122.26
2012 -12.61 -2.87 68.57 78.40
2013 -12.48 -0.42 55.90 56.50
2014 9.73 17.46 44.64 46.79

*) 1-week based average weighted prices and quantity

Tertiary Control Reserve: The tertiary control reserve is used for medium
term stabilization to cope with significant or systematic imbalance in the control
area and/or resolve major congestion problems. The control reserve product offers
flexibilities to control power suppliers because of longer activation times, structure
of shorter time slices, lower minimum bid ranges and bid pooling possibilities of
power plant capacities. The control reserve is fully activated after 15 minutes and
replaces the secondary control reserve to stabilize the network frequency. The tender
is separated in six time slices, 4 hours each. Control power suppliers can provide
both, positive TC'R* and/or negative TC' R~ tertiary control reserve. The prices
listed in Table A.6 and Table A.7 correspond to the daily based average weighted
capacity and energy prices. The capacity prices for positive tertiary control reserve
declined substantially between 2007 and 2014, with different price characteristics

concerning the time slices.
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TABLE A.6.: Tertiary control reserve TC R capacity and energy price characteristics of the
electricity balancing market.

;?:; 0-4 4-8 8-12  12-16  16-20  20-24
year | capacity price”) (EUR/MW)

2008 | 4.29 13.05 40.90 28.95 29.33 13.42
2009 2.55 4.83 19.21 13.51 11.98 4.58
2010 0.50 2.15 9.08 5.5 6.82 2.56
2011 0.35 1.15 1.97 1.75 1.64 1.22
2012 0.41 1.71 3.71 3.25 6.07 2.46
2013 0.71 1.92 5.35 4.21 6.36 4.60
2014 0.17 1.09 3.33 2.23 3.75 2.50
year energy price”) (EUR/MWh)

2008 | 160.89 215.91 305.40 336.97 284.70 184.43
2009 226.89 137.09 157.06 149.51 166.54 212.88
2010 89.80 111.09 190.44 182.81 160.47 141.47
2011 128.09 150.91 217.33 237.57 206.73 217.55
2012 254.78 206.21 197.65 172.98 197.11 208.01
2013 95.92 155.63 208.96 157.78 182.55 161.98
2014 108.49 137.70 203.25 184.43 168.46 168.60

*) 4-hour based average weighted prices

The movement of capacity and energy prices traded for negative tertiary control
reserve are comparable to the price characteristics of the positive tertiary control
reserve. However, there are significant price differences in the individual time slices.
While the capacity prices of positive control reserve are low in the time slices from
0-8 and high in the time slices from 8-24, the capacity prices follow almost the
reverse order for the negative control reserve and indicates a negative correlation.
The energy prices increase and change from negative to positive prices. In such
cases, the control power suppliers of tertiary control reserve paid for lowering the

generation of power plants or activation of additional loads.
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TABLE A.7.: Tertiary control reserve TC' R~ capacity and energy price characteristics of the
electricity balancing market.

;?:; 0-4 4-8 8§-12  12-16  16-20  20-24
year | capacity price”) (EUR/MW)

2008 | 27.46 27.88 1.47 1.39 1.42 1.95
2009 70.75 70.04 13.98 14.64 13.50 16.54
2010 33.31 32.90 2.5 2.33 2.3 3.68
2011 38.34 38.64 5.00 5.99 5.95 10.36
2012 23.30 23.73 6.51 7.04 6.53 6.21
2013 35.86 33.62 17.02 25.38 18.65 13.42
2014 25.07 23.58 12.90 16.08 12.14 10.69
year energy price”) (EUR/MWh)

2008 -0.48 0.33 157 1.94 1.83 0.73
2009 6.72 7.14 -3.70 _3.44 413 -3.36
2010 0.72 1.84 -3.51 1.32 7.56 -3.53
2011 11.77 20.00 10.25 0.33 2.42 0.39
2012 67.67 70.93 94.37 71.30 41.94 72.54
2013 60.41 149.71  108.36 80.70 46.78 46.29
2014 35.83 48.22 49.02 48.98 40.74 31.09

*) 4-hour based average weighted prices
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B. Appendix
Power Plant Portfolio Parameter Tables

B.1. List of Existing Power Plants

TABLE B.1.: Composition of power plant portfolios in Germany for 1990 and 2014 by unit types,
installed capacity and numbers.

1990 2014")
> 20 MW > 20 MW  10-20 MW < 10 MW total
unit type | installed capacity® (GW)
nuclear 25.09 12.07 - - 12.07
lignite 28.67 22.92 0.08 0.01 23.01
hard coal 32.60 27.50 0.07 - 27.57
gas 17.17 27.38 0.85 0.14 28.37
renewables*) 1.42 73.98 8.46 0.48 82.93
other 16.72 17.47 0.23 0.01 17.72
total 121.67 181.33 9.69 0.64 191.66
1990 2014")
>20 MW >20 MW 10-20 MW <10 MW total
unit type numbers®
nuclear | 27 9 - - 9
lignite 152 73 6 1 80
hard coal 161 111 4 - 115
gas 140 193 62 26 281
renewables*) 38 316 601 95 1012
other 172 125 14 4 143
total 690 827 687 126 1,660

*) tabulated numbers representing the sum clustered values per federal state and source of

energy, e.g. wind farm with several single wind power plants.

174



B. Appendix - Power Plant Portfolio Parameter

“uo131sodwod a[npout [eUILUI 10

sarsofouto) jue[d remod 9A1100dsar o) 09 Pajoalqns oIe dFURI [0IJUOD SR [[oM S® PRO[ WNWIUI SWI)SAS 98e101s dund 10 10)eI9U0S [9SaIp

‘UoreIaULg0d Jo osed u sjue[d remod ourqiny ses pue 9[0AD POUIqUIOD [ROD PIRY ‘OIUSI[ ‘IeS[ONU JO osed Ul uorpersdo jusueurisd Surmp
0D Pue XON I0J senfea JIWI[ UOISSTS A POUOI}IPUOD S8 PRO[ WNWIUIW JO senfeA o], ‘[11g] (11 bue [012] (o1 ‘l602] 6 ‘[802] (8 ‘[202] ?
‘[90¢] (9 ‘[c0z] (c ‘voe] (¥ ‘[eoz] (¢ ‘[z07] (¢ WOIJ PIJORIISUE SHUSWPUOWE IDYLINY pue [10g) (1 WOIJ POALIOp oIe ¢ 9[qE], JO Bjep OIse(

1Ie)s 107 / 1ae)s ULIem / 4Ie)s Prod (.

uorjezrurdo 10 Teryuajod / 1€ o) Jo o9e)s / [ensn (,

-/ -/ @@l 06 - ST -/ -/ ST -/ -/ 0¥ <10 sT°0 o8e10s dund
-/-/- - -/-/- -/ -/ 0T - ¢ - 6€0°0 I0)RISUSS [9SAIP
-/ -/ - - -/-/- -/ -/ €-¢ 11’0 -200 (4L - €000 UOTYRINUDFOD
LT/ 12/ ¥z 06 - 0S 0z / 07 / 0 G1/%1/8 ¢z'0 > ¢0 > ouIImy s
LS/ €8/ L1T 06 - 0S 0¢ /0% / 0 8/¥% /¢ @ST-S60 @V T O[AD paurquIod
96 / 16 / LET 06 - 0F 0z / S¢ / oF 9/%/¢1 V-z 8-9 [e0D prey
29/ €L/ a1l 06 - 09 0¥ / 0S / 09 v/Sc/1 b8 " T <1 - 6 oqTusT|
-/-/¢¢ 06 - 09 0% / 0S / 09 w01 /S /¢ @V - T Ve > Teg[onu
(MIN/9nd) (d%) (d%) (uru /%) (1) (1)
(9(g (++¥509 dn-jregs o8uel [0I3U0D ?goES@g@m (9781 durex dS%MM\MMEm dasﬂwo.ﬁﬁm QMMMMOM%MMM

Jomod wnwruru

"so18oroutoa) Jueld remod o[e[[0IIU0D Jo So1ISLIRORIRY)) 7' HTIV.L

solsiia)orIeY) Jue|d Jamod Buneoipul "z'g

175



B.3. Site Location Based Full Load Hours

B.3. Site Location Based Full Load Hours

TABLE B.3.: Indicating site location based power generation per 1 MW of wind and photovoltaic
power plants.

wind power plants (2-5 MW) ‘ full load hours power generation

‘per 1 MW’

geog;"raé)ahlcal technology / details (h/a) (MWh/a)
Germany inland 1,300 1,300
Germany near-shore/windy 2,000 2,000

location ’ ’
Germany atlantic coast 2,700 2,700
near-shore
Germany (short distance) 2,800 2,800
Germany near-shore 3,200 3.200
(average distance)
near-shore
Germany (long distance) 3,600 3,600
Germany excellent location 4,000 4,000
pv-standard modules ‘ solar radiation power generation

‘opt. tilt angle’ ‘per 1 MW’

geog;raé)ahlcal technology / details (kWh/m?/a) (MWh/a)
Germany north 1,100 900
Germany central /east 1,200 1,000
Germany south 1,300 1,100
France south 1,700 1,400
Spain south 2,000 1,600
Africa north 2,500 2,000

*) values correspond to elaborations according to [15,212,213] and supplementary additions.
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C. Appendix
Unified Unit Models and Characteristics

For the set of the introduced unit types Hiy, in Table 3.1 as part of the unified
model architecture of the Virtual Power Plant, the following elaborations specify the
integrated unit models. Indicating the amount of energy provided by distinct power
plant portfolios and for comparison reasons of the generation and load profiles, a
reformulation of the full load hours calculated in (2.2) is presented. The normalized

profiles are further investigated by means of the normalized energy density A\Xriu

which is defined with [|[AXrz#|| = max (|)\>12FLH|, |/\§“H|7 . §§a§H|) as follows:

cnorm

XFLH __
A = e

XpLu
)‘d

Vd € Hday . (Cl)

Let )\§F D Pgt;ylf: 4 At Yk € Hy be the cumulated energy equivalents for
each day and Hyay = {1,2,...,d,...,n%} the total days considered. The corre-
sponding set of incremental time steps Hys = {kini, - - -, kan } is defined by the initial

kini and final kg, time steps.

C.1. Wind and Photovoltaic Power Plants

The unit models for wind and photovoltaic power plants are summarized in Ta-
ble C.1, which represent onshore and offshore wind turbines, as well small up
to large free-standing photovoltaic power plants. The variable cost are obtained
from [212,214] while the greenhouse gas emissions are assumed to be zero. The unit
models are assigned with different generation profiles as shown in Fig. C.1. The gen-
eration profiles are normalized to the base of the total rated power and subdivided
into hourly-based average profiles for comparison reasons. The rated power serves
as scaling factor to model power plant portfolios with different sizes of renewable

energy sources.
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C.1. Wind and Photovoltaic Power Plants

TABLE C.1.: Wind and photovoltaic power plant models differentiated by the attributes plurality
of the installed capacity, specific variable cost and greenhouse gas emissions.

unit type unit model ptvp wlvp ghgib,
(MW) (EUR/kWh)  (gCO2/kWh)
wind small onshore 0.5 0.110 0
wind medium onshore 1 0.080 0
wind large onshore 3 0.050 0
wind large offshore 5 0.140 0
"""""" pv. small oof-mounted 001 0170 0
pv morfrfféfrie 1 0.04 0.150 0
pv large roof-mounted 0.1 0.120 0
pv large free-standing 0.5 0.090 0
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Fig. C.1.: Characteristics of generation profiles for wind and photovoltaic power plants for
different site locations/areas specified by the (a),(c) hourly-based average profiles and

snorm

(b),(d) probability distribution of the normalized energy density A;‘F LH

Figure C.1a gives the obtained hourly-based average profiles of highly aggregated
unit clusters, referring to control areas (50Hertz, Aprion, TenneT, TransnetzBW)

and an entire country (Germany), as well as site locations of wind parks (Wind Park
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A, Wind Park B, Wind Park C, EirGrid Wind Generator). Analogously, Fig. C.1¢c
shows the generation profiles for photovoltaic power plants but located at different
site locations (PV Park A, PV Park B, Lindenberg, Berlin). For example, from wind
power plants located in the TransnetBW control area it can be seen that the hourly-
based average profile are smoother and have smaller values compared to site locations
of single wind parks which indicates the probability of the coincidence for the power
generation. Further differences can be observed in the probability distribution of the
energy density as shown in Fig. C.1b and Fig. C.1d. The probability distribution is
a result of applying (C.1). The result indicates that the more the curve is skewed
to the right, the higher the expected energy provided per day.

C.2. Combined Heat and Power and Distributed Generators

Controlled power generation includes combined heat and power and distributed
generator units with combustion engines. The characteristics of the unit type
specific models is derived from the GEMIS 4.9 database and are detailed in Ta-
ble C.2.

TABLE C.2.: Combined heat and power and distributed generator unit models differentiated by
the attributes plurality of the installed capacity, variable cost and greenhouse gas

emissions.
unit type unit model Pvp wolyp ghgib,
(MW) (EUR/kWh)  (gCO2/kWh)

dg small biogas 0.05 0.045 9.44
dg small jatrophaoil 0.5 0.241 8.21
dg medium diesel 5 0.083 836.30
dg large diesel 20 0.071 716.83
chp small naturalgas 0.018 0.151 615.64
chp jari?r(i)(i)i}lll;?)il 0.1 0.588 10.57
chp small biogas 0.5 0.141 5.52
chp large fueloil 1 0.113 271.55

The combustion engines are assumed to be fired with fuel oil, jatropha oil, generic
diesel or natural gas. Hence, the specific greenhouse gas emissions vary between
ghgdh, = [8.21 — 836.30] gCO2/kWh. The controlled generation units are consid-
ered in the energy management algorithm for the provision of firm capacity and

functions as secure back-up capacity in joint market operations.
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C.3. Stationary Battery Systems

C.3. Stationary Battery Systems

Three distinct unit models for battery technologies are considered, as highlighted
in Fig. C.2. The characteristics are derived from information provided by [215-217]
and further databases !. The red line in Fig. C.2 gives the E-rate, which expresses

the ratio of charging/discharging power and the rated energy capacity [218].
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Fig. C.2.: Ragone chart of battery technologies based on database including 34 lead-acid (Pb),
154 lithium-ion (Li-Ion) and 41 sodium-sulphur (NaS) battery systems.

The normalized value of the energy capacity defines the state of energy SoFEs""
and indicates the remaining available energy of the battery [137,219]. In case of
charging/discharging processes, the available energy capacity at a specific subse-

quent time step is modeled in the form of

Pior-At

SoEr 4 i nmed charging mode
t Pstor At . )
SoEpY = { SoE;r — gEkrW : 717"1“’ discharging mode (C.2)
SoE;tr otherwise.

Table C.3 summarized the assigned model attributes and gives the rated charg-
ing /discharging power PP and efficiencies n™°¢ € {nar ndis} of the corresponding
specific battery technologies. For simplicity, the efficiency for charging/discharging
processes is assumed to be equal. The attributed variable costs are derived from fu-
ture scenarios for battery systems and consider a wide range of application purposes
and installation settings [220,221]. The values reflect optimum prices to model grid

parity with the remaining unit types.

Lavailable on http : //www.energie — datenbank.eu
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TABLE C.3.: Stationary battery system unit models differentiated by the attributes plurality of
the installed capacity, specific variable cost and charging/discharging efficiencies.

unit type unit model ptve | ptvp wiyp pmed
(MW/MWL)  (EUR/KWh) (%)
bat lead-acid 0.005/0.010 0.06 90
bat lithium-ion 0.050/0.050 0.07 95
bat sodium-sulphur ~ 1.000/6.000 0.04 85

The first unit model denotes lead-acid (Pb) battery systems, which are typically
used within smart household systems or in combination with small photovoltaic
power plants [222]. The second unit model is derived from a review of lithium-
ion (Li-Ton) battery systems, usually integrated in smart grid environments [35,
46]. The unit model for sodium-sulphur (NaS) battery systems with high rated
charging/discharging power is typically used in combination with large wind or
photovoltaic parks. Through the definition of the same model attributes, several
extensions can be performed, for example to integrate pumped-storage systems as

additional unit models.

C.4. Industrial, Commercial and Household Load Units

Fully-controlled loads are modeled as part of flexible industrial processes, such as
refiners used in paper factories. These are operated between 60 % and 80 % of
the maximum load and can provide significant demand-side management potential
for several hours [223]. The flexible industrial processes are modeled by the as-
signed maximum positive and negative ngf control reserve as listed in Table C.4.
Partly-controlled loads are represented by three distinct unit models, referring to
anonymized intra-urban depots and office buildings with load shifting potentials.
These unit models are defined by uncontrolled power demand and additional flex-
ibilities for the provision of positive and negative control reserve. The maximum
power demand Py, and annual energy demand E” are examples and used as
scaling factors to simulate different loading conditions. Non-controlled loads are
modeled with six unit models, representing commercial and household load units.
Depending on the annual energy demand Eff”f , load profiles are assigned either with
historical measured data or approximated with standard load profiles as summarized
in Fig. C.3. An example of which is given in Fig. C.3a by means of the hourly-based

average profiles.
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TABLE C.4.: Industrial, commercial and household load unit models differentiated by the

attributes plurality of the installed capacity, reserve capacity, annual energy
demand and specific variable cost.

unit type unit model PP PCRT pOR™ EL? wlup
(MW) | (MW)  (MW) | (MWh) (EUR/kWh)
ind paper factory 15 15 15 90,000 0.0445
ind intra-urban depot A 0.50 0.20 AN 1,000 0.0519
ind intra-urban depot B 0.25 AN 0.05 837 0.0519
ind office building 0.15 0.03 0.03 250 0.0610
hh private (HO) 0.80 AN AN 3 0.0772
hh general (GO) 1.20 AN AN 5 0.0744
hh workday (G1) 3.43 AN AN 7 0.0744
hh evening peak (G2) 2.26 AN AN 9 0.0744
hh continuous (G3) 1.70 AN AN 11 0.0744
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Fig. C.3.: Characteristics of load profiles for industrial, commercial and household load units for

different site locations/areas specified by the (a),(c) hourly-based average profiles and
)\;2%"52.

(b),(d) probability distribution of the normalized energy density
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C. Appendix - Unified Unit Models and Characteristics

Reflecting the load patterns of the customers with lower annual energy demand, the
used standard load profiles are taken from the German Association of Energy and
Water Industries for modeling the load characteristics of household and commercial
load units and are depicted in Fig. C.3c. The highly aggregated average profiles
represent numerous individual loads [140]. Typically, the standard load profiles are
normalized based on the annual energy demand which serves as scaling factor to
vary the loading conditions in the power plant portfolio. Fig. C.3b and Fig. C.3d
show the evaluation of the probability distribution of the energy density which are

calculated in (C.1) to indicate the expected energy demand per day.
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D. Appendix
Synthetic Forecast Profiles and Uncertainties

The forecast model uses uniform and normal distribution function to synthetically
generate forecast profiles with defined forecast errors. The distribution functions
and model variables are schematically illustrated in Fig. D.1. The forecast horizon
fh reflects the trading period and clearing sequence of the day-ahead and intraday
market operations and ranges from 15-minutes, several hours up to multiple days.

\ probe_lbility “probability
density density

»

overestimation

underes.t.imation PP cCk forecast - U forecast
HTH=__—=_-—= value error value
Byt R B ]
(a) uniform distribution (b) normal distribution

Fig. D.1.: Modeling of forecast errors with standard distribution functions through the
application of (a) uniform distribution function and (b) normal distribution function.

The generation of forecast values with uniform distribution is calculated in (D.1).
The ranges for overestimation and underestimation are defined by the probabilities

p and 1 — p, respectively.

p

Hub,typ ref typ overestimation
f(Pref,typ | pibtup ~ulo,typ) o Pg’k:fh — Pg,k’ o)
g,k kfho gk fh) — 1— P ' | .
ref,typ _ plb,typ underestimation
PgJ{; o Pg7k7fh

First, random numbers are generated from the continuous uniform distributions.

Slb,t Pub, : .
.t denotes the lower and Py3"” the upper forecast boundaries. Under consider-

ation of the unit type specific power generation Pgrf,f’typ , the calculation is as follows:

ref,typ perr,typ - ref,typ Herr,typ
~1b,t Pg,k - APfh,min if Pg,k > APfh7min
Pyifh = (D-2)
g7 b . .
0 otherwise
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D. Appendix - Synthetic Forecast Profiles and Uncertainties

ref Jtyp err Styp ref Styp err Jtyp t
P +A fh,max fP +A fhmax<Pryp

Pfyp otherwise

Pub typ

gk.fh (D.3)

¢ t . . . :
AP;Zrmﬁ and AP;Zrng( refer to unit type specific minimum and maximum forecast

errors. Next, (D.4) calculates the forecast values of the power generation.

£t bt o
unifrnd (P, ™" Pu 4P)  overestimation
Ptyp ki fh

gk, fh

(D.4)

1b,typ ref Jtyp . .
unifrnd (Pg bothy Py ™”")  underestimation

The generation of forecast values with normal distribution is defined by (D.5), which

uses the mean value u P and standard deviation afh .

( rekI: Jtyp ltyp)z

| &k TR

( ref Jtyp | ;ylf’ typ) . typ12 e 20 ;«yhp (D5)
m

The corresponding forecast values for power generation are calculated in (D.6). In

case of Pref’typ — normrnd (uff, ofF) < 0, the forecast values for power generation

is set to Péy,f sn = 0. Otherwise, if Pmf P 1 normrnd (u?ﬁ’, o#l) > PP, the forecast

i Lyp
values for power generation are set to Pg tn = D

f.t t t . .
i P 4+ normrnd (g, o)) overestimation (D.6)
g7k7fh = f t t t . i .
P —normrnd (), o)) underestimation,

D.1. Generation of Synthetic Forecast Profiles

The unit type specific forecast errors are calculated (D.7) and denote the uncertain-
ties related to the intermittent power generation. P v, Tefer to forecast values for

power generation and P”af WP to values of the historlcal measured data.

AP = PP, — prefitup (D.7)

g,

The forecast profiles are evaluated by (D.8), using standard equation of the statistic

MAE RMSE

mean absolute error err and root mean square error err

kﬁn 1 kﬁn

erry = S AP e = 2 (AR (D)
|th k=kin; |Hts| k=kKini
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D.1. Generation of Synthetic Forecast Profiles

NRMSE ¢ ysed as an indi-

Additionally, the normalized root mean square error err
cating parameter for the evaluation of the forecast accuracy. The normalized values

obtained by (D.9) uses the same model variables.

_1 Kfin Aperr,typ 2
NRMSE \/Hts Zk:kini( k,fh )
GTTfh =

7o (D.9)
Table D.1 summarizes typical values reported in [97-106] for wind and photovoltaic
power plants. The values differ as various forecasting methods are used, e.g. per-
sistence forecasts for forecast horizons of 0.25h [224,225]. Further, the forecast
accuracy for single units might be lower compared to aggregated units in geograph-
ical areas due to the smoothing effect [226,227].

TABLE D.1.: Normalized root mean square error err?,lfMSE values serve as measure of forecast

accuracy for wind and photovoltaic power plants in different time periods.

unit type errYBMSE - oppNRMSE o p NIRMSE o), NRMSE ) NRMSE
(p-u.) (p-u.) (p-u.) (p-u.) (p-u.)
wind 0.013 - 0.016 - 0.026 - 0.034 - 0.049 -
0.020 0.030 0.035 0.060 0.068
. 0.006 - 0.017 - 0.027 - 0.037 - 0.046 -
b 0.024 0.039 0.042 0.047 0.070

Complementary to the tabulated values, historical forecast data from the German
transmission system operator ! are analyzed and the input parameter for the intro-
duced distribution functions determined. According to (D.9), the input parameters
are normalized by the rated power PP to obtain the mean values uﬁcy}f’ and standard

.. t
deviations o'’

The resulting values for day-ahead and intraday operation are sum-
marized in Table D.2 and Table D.3, respectively. For simplification, the unit type
specific minimum and maximum forecast errors AP; W = APRIYE = (4P 4 3. g
are assumed to be equal.

TABLE D.2.: Initial mean value uﬁp and standard deviation oﬁp for normal distribution, and

P Herr,typ . Herr,typ .
minimum APfh,min and maximum A‘Pfh,rnax forecast errors for generation of

forecast profiles with uniform distribution in day-ahead operation.

unit type | g onh | PO oulh  APE AP
(GW)  (GW) | (GW) | (pu) (pu)  (pu) (p-u.)
wind | 0193 0575 | 12 | 0.016 0.048  0.160 0.160
pv 0.020  0.237 5 0.004 0.047  0.145 0.145

The intraday forecast parameters are estimated by applying the ratio between day-

ahead and intraday forecasts to the above mentioned normalized root mean square

Lavailable on http : //www.50hertz.com
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D. Appendix - Synthetic Forecast Profiles and Uncertainties

TABLE D.3.: Initial mean value M%p and standard deviation U%p for normal distribution, and

.. pHerr,typ . perr,typ i
minimum APfhmin and maximum APfh’maX forecast errors for generation of

forecast profiles with uniform distribution in intraday operation.

unit type i o NN
(p-u.) (p-u.) (p-w.) (p-u.)
fh: 1h 0.25h 1h 0.25h 1h 0.25h 1h 0.25h
wind 0.0052 0.0042 0.0157 0.0127 0.0522 0.0424 0.0522 0.0424
pv 0.0015 0.0005 0.0174 0.0061 0.0536 0.0189 0.0536 0.0189
errors. As an example, the ratio % is assumed to be % for the prediction
of the intraday forecast of wind power plants with 0.25h forecast horizon. Based

on the method of linear regression, the forecast values for power generation ISgtf’,f fh

are calculated iteratively as a function of the previous forecast value pgtf’,f_L sn With
defined limitations of power deviations, e.g. up to £5%. Finally, the forecast profiles

are smoothed using moving average filtering functions [228].

D.2. Forecast Error Evaluation

For evaluation purposes, the intermittent power generation of wind and photovoltaic
power plants is modeled with the introduced methodology. Through heuristic and
iterative stochastic adjustments of the initial input parameters in Table D.2 and
Table D.3, the forecast accuracies as summarized in Table D.4 are obtained. It
is shown that both probability density functions are capable to generate forecast
profiles within the range of realistic forecast accuracies.

TABLE D.4.: Average normalized root mean square errors erTfN,f{MSE for day-ahead and intraday
operations generated with uniform and normal distribution functions.

unit type | distribution function err RMSE errNEMSE erry MSE
(p-u.) (p-u.) (p-u.)
. uni frnd 0.016 0.027 0.067
wind

normrnd 0.016 0.028 0.066
uni frnd 0.014 0.029 0.069

pv
normrnd 0.014 0.029 0.070

An example of which is given in Fig. D.2, where the red solid line illustrates the
forecast profile for the day-ahead operation, while the black dashed and blue solid
line show the forecast profiles for the intraday operation. The ratio of the calculated

forecast errors GTT%AE and err?%SE are shown below. The bisecting line denotes the
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D.2. Forecast Error Evaluation

RMSE
ratio %mz 1 and indicates perfect matching without exaggerated errors. By

applying the root mean square error calculation, the forecast errors and outliers

are weighted more strongly than small errors because of the square of differences
[229,230].
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Fig. D.2.: Comparison of forecast profiles and errors modeled with uniform and normal
distribution function for two 3 MW onshore wind power plants.

As indicated by the values of errfR,%bVISE over err%AE, the forecast profiles modeled with
the uniform probability density function show lower sensitivity towards exaggerat-
ing outliers compared to forecast error based on normal distribution function with
similar forecast accuracies. Therefore, the uniform probability density function is se-
lected in the Virtual Power Plant model to generate the forecast profiles for the inter-

mittent power generation of wind and photovoltaic power plants.
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E. Appendix
Extended European 20 kV Distribution Network
Benchmark

The CIGRE Task Force C6.04.02. established several benchmark systems that serve
as test systems for the integration of distributed and renewable energy sources in
different power systems. The benchmark modeling methodology of the European
20 kV distribution network benchmark is derived from a physical medium voltage
network in southern Germany, which supplies a small town and the surrounding rural
area. The number of buses was reduced to enhance user friendliness and flexibility
while maintaining the realistic character of the network [197]. Through sensitivity
analysis, critical power system buses are identified and the voltage stability of the
power system evaluated. Additional generators and tap-changing transformer are
included in order to investigate the impacts of under- and over-voltage conditions
during power system operations. In the following, the power system architecture and
essential model characteristics are briefly discussed. The load distribution is derived
from real-data sets of load profiles and is incorporated in a software optimization
tool to obtain solutions for a multi-temporal optimum power flow calculation. The
generation profiles of the integrated conventional generators are optimized in order
to obtain the lowest-cost generation dispatch while realizing near optimum network

conditions.

E.1. Network Topology with Distributed and Renewable Energy
Sources

The network topology of the extended Furopean 20 kV distribution network bench-
mark is shown in Fig. E.1. The two feeder sections are characterized by residential
and industrial /commercial loads. The primary sub-transmission high voltage system
is modeled as slack bus with a rated voltage of V}, = 110kV. The distribution feed-
ers with a rated voltage of V5, = 20kV are connected through HV/MV transformers.
According to operational features and in order to satisfy security requirements, both

feeder sections can be operated in radial and/or meshed structures by means of con-
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E.1. Network Topology with Distributed and Renewable Energy Sources

figuration switches/circuit breakers S1, S2, and S3. Each feeder section includes
numerous laterals with corresponding load profiles for each bus. However, the load
characteristics can be changed and additional system devices, conductor types and

tap-changing transformers implemented.

primary sub-transmission HV system 110 kV
(slack bus)

1 ! !

110/20 kV é 110/20 kV

N
<«

)
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Fig. E.1.: Network topology of extended European 20 kV distribution network benchmark model
with residential and industrial/commercial feeder sections.

In order to investigate voltage control methods with multiple power sources and
system devices, additional distributed, renewable and mobile energy sources are
integrated. These units and unit clusters are categorized in three subcategories
with different configurations and locations as illustrated in Fig. E.2. Bus 10, 11
and 13 are modeled as residential load areas and equipped with a certain amount
of combined heat and power plants, bio-diesel generators and photovoltaic power
plants as shown in Fig. E.2a. Feeder 2 is defined as industrial area, as depicted

in Fig. E.2¢c, with corresponding industrial loads. The renewable energy resources,
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E. Appendix - Extended European 20 kV Distribution Network

which refer to wind power plants and photovoltaic power plants, are integrated at
bus 5, 6, 7, 8 and 12 as shown in Fig. E.2b.

(a) residential (b) renewable (¢) industrial

Fig. E.2.: Configuration and location of Virtual Power Plant coordinated units and unit clusters
in the extended European 20 kV distribution network benchmark model.

With the presence of the additional distributed, renewable and mobile energy sources
which are coordinated within the Virtual Power Plant, the original residential and

industrial load distribution are modified.

E.2. Network Model with Tap-Changing Transformer

Instead of fixed voltages from the primary or secondary side of the sub-station, addi-
tional voltage measurements can be used to mitigate steady-state voltage variations
under consideration of high penetration of renewable energy sources. Among those
voltage measurements, the utilization of tap-changing transformer is assessed. This
allows the system operator to change the power system voltage depending on power
system conditions. Two types of tap-changing transformer can be implemented for
the mitigation of long-term and short-term voltage variations in distribution net-

works:

e off-load tap-changing: corresponds to the 110kV primary side rated voltage
Vir with +5 % in 2.5 % increment turns ratio An; to meet long-term variation

due to (i) load growth, (ii) system expansion, or (iii) seasonal changes

e on-load tap-changing: corresponds to the 20kV secondary side rated voltage
Vor with 210 % in 0.625 % increment turns ratio Ans to meet frequent load

changes due to short-term variations
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E.2. Network Model with Tap-Changing Transformer

t . ..
P and maximum n'??_tap position.

min max

The tap positions are limited to a minimum n
In order to reduce frequent tap operations, different tap-changing transformer con-
trol methods can be integrated [231-233]. For the purpose of modeling the control
method in steady-state analysis, distinct voltage ranges are defined and measure-
ments from remote buses as input parameter used for the controller of the on-load
tap-changing transformer. Figure E.3a shows a simplified equivalent circuit of the
on-load tap-changing transformer and Fig. E.3b the corresponding equivalent -

circuit model.

I~
I~

jX‘ 1,

I~

S|
-

(a) circuit model (b) equivalent 7-circuit model

Fig. E.3.: Representation of on-load tap-changing transformer for steady-state analysis in
Matlab/Matpower with (a) sub-station circuit model and (b) equivalent m-circuit
model.

The mathematical model of the on-load tap-changing transformer is formulated by
(E.1) as the relationship between the current I and voltage V of the transformer.
For small values of the transformer resistance R, < Xj,, the transformer impedance
can be expressed by Z,. = jXi,. Then, the ideal transformer is eliminated by using
three variable impedances Z, — Z; with off-nominal turns ratio n, which allows the

simulation and changes of tap positions in steady-state analysis.

[ ]
Y, V, Vlthr'n[ 1'114‘@1_&)
11 = ,~f—K2) 1—-= J
o Vi 1
lQ—Ktr.(Kz_?) Kg :Xtr' [n(12_11)+1'12
1—=
n

The equivalent 7m-circuit of on-load tap-changing transformer can be derived from
the second part of (E.1) and is a representative model of a two-winding transformer.
Subscript 1 refers to the primary and 2 to the secondary side of the sub-station.
Alternatively, line drop compensation can be applied where the voltage on the sec-
ondary side of the transformer and the load current are monitored to simulate the

voltage drop along the feeder [185]. Figure E.4 shows the functional block diagram
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E. Appendix - Extended European 20 kV Distribution Network

of the implemented transformer control scheme. According to [186,190], a (i) dead
band element, (ii) time element, (iii) tap limit element and (iv) motor unit is con-

sidered for the control concept.

T oI et @
o p
AN s k] delay ko AL "T' Yk N 1
1S I R "| mechanism ¢ e
dead band timer r tap limit motor drive
a
ne

Fig. E.4.: T-control flow chart for on-load tap-changing transformers modeled with a dead band
elements, tap limit elements, delay time elements, and motor drive element.

The increment turns ratio Any of the transformer model correspond to a change of

the tap position number n'®? by one step and is calculated by

Afiy = Vé'ﬁfx — Vo (E.2)

Nmax + Vor
V?|nf§§X defines the voltage magnitude at the secondary side of the sub-station at the
maximum tap position n'? = while V5, refers to the rated voltage of the secondary
side. In order to prevent oscillations, the power system condition is evaluated within
the dead band element through the determination of the voltage deviation AV =
[Viet — Var|. The output signal o indicates the voltage limit exitation for each

time step and is defined as follows:

1, i Vg > Vi
apt =41, i Vi < Vb (E.3)

0, otherwise

Then, Oz;fm is forwarded to the delay element. Within the timer element, the output

Tct

signal B,CTC“ is calculated by (E.4). Here, the time parameter ¢j  is compared to the

defined delay time 71" to avoid activation-deactivation cycles. The time parameter

changes as specified by (E.5).

. Tctr Tctr
+1, ife <71y
TCtr . ctr ctr
k. =.—1, ifcf >-TF (E.4)

0, otherwise
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E.2. Network Model with Tap-Changing Transformer

ctr . ctr ctr
it +1s, ifal™ =+landci’] > 0s

Tctr ctr . ctr ctr
G =Aci—1s, ifal™ =—landci | <0s (E.5)
0, otherwise

The delay mechanism is reset in case the voltage limit excitation at the bus changes.
The tap limit element restricts the tap-changer within the defined minimum tap po-
sition and maximum tap position nioh < n;*® < n'® . In case the tap-changer
reaches the tap limit, the actual tap position number remains. The delay time T)] "
is used for the first tap movement to prevent unnecessary tap-changes caused by
transient and short-term voltage variations. Alternatively, the delay time charac-
teristics can be modeled as function of the delay time of the first movement [234].
Here, the transformer control behave inversely proportional to the voltage deviation
with a regulator dead band and allows the introduction of intentional delay time
between consecutive tap movements [235]. Finally, the tap position changes with
constant move times 771" through the adjustment of the turns ratio 7 as calculated

by (E.6), with 7" as the output signal of the tap limit element.

+1, if g =41
i = g1 + 50 - Aly with A0 ={ -1, if T = —1 (E.6)

0, otherwise

The adjustment of the tap-changer position within the motor element is expressed
by the increment turns ratio Any. The control concept is applied to the on-load tap-

changing transformers, which are modeled with the parameters as listed in Table E.1.

TABLE E.1.: Equivalent transformer parameters with corresponding impedance Z;, and rated
apparent power S, capacity.

f{;(l)lrsn btl(;s connection® Vir Vor AR Sy
(kV) (kV) (Q) (MVA)

1 2 3-ph Ynd 110 20 0.016 4+ j1.92 25

1 13 3-ph Ynd 110 20 0.016 + j1.92 25

*) realized with 3-phase wye-delta and neutral solidly grounded.

The transformer impedance Z,, refers to the primary side of the sub-station where
the transformer resistance R;. and reactance X{. are calculated by (E.7). The elec-
trical quantities are represented in the per unit system and are normalized to the

base apparent power Spage.
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2
Vo

R X
R;:kr - = and X‘;kr b with Zbase - S
base

Zbase

(E.7)

In case of transformer maintenance or failures, parallel operation of the transformers
positioned adjacently and feeding the same bus can supply the feeder sections with-
out interruption to meet the n — 1 criterion [236]. Therefore, parallel tap-changing
transformers need to be at same ratio and same polarity when operating to improve
the voltage performance [237]. Basically, the following configurations can be con-

sidered

e sub-station 1: three transformers (A,B,R), where A and B can be operated
with 100% of the rated capacity, while R as the third transformer serves as

reserve

e sub-station 2: two transformers (A,B) are operated with lower capacity uti-

lization < 50% of the rated capacity.

As a simplification, the presented network model includes representative sub-station
transformer models without parallel operations. The two feeder sections with sub-
stations are connected to the primary sub-transmission system. The initial tap
position is arbitrarily assumed to be 10 and 5 for the tap-changing transformer at
feeder section 1 and section 2, respectively. While feeder section 2 is supplied by
overhead lines, the remaining buses in feeder section 1 are interconnected by under-
ground cables. The geometry and conductor type of the overhead lines is designated
using international notation as specified in [EC 61089. The tabulated values of the
phase conductor diameter d., geometric mean radius GM R, direct current resistance
per phase unit length R/, and alternating current resistance per phase unit length
R!. are given as conductor parameters, obtained from IEC 61597 [197]. The line
types and constants used for overhead lines are listed in Table E.2. The conductor
identification number (ID 1) refers to bare conductors made of aluminum, with or

without steel reinforcement.

TABLE E.2.: Specifications of overhead lines with conductor parameters and characteristics for
the geometry and conductor type.

Cross-

cond. . : "e at R! . at
D type stranding sectional  d, GMR 90 °C 50°C
area
(mm?)  (cm) (cm) (£2/km) (£2/km)
1 Al 7 63 1.02  0.370 0.4545 0.5100

The designated values and conductor types can also be replaced with normative ref-
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E.2. Network Model with Tap-Changing Transformer

erences for aluminum conductor types AL1 or AL1/ST1A steel-reinforced according
to DIN EN 50182. Conductor types for underground cables are designated using the
German DIN VDE notation for underground cables. Values of d., R}, and R, are
obtained from [238] with stranding and geometric mean radius from [239]. Table E.3
provides the associated conductor constants for underground cables. The conductor
identification number (ID 2) refers to underground cables with cross-linked polyethy-

lene round, stranded aluminum conductors and copper tape shields.

TABLE E.3.: Specifications of underground cables with conductor parameters and characteristics
for the geometry and conductor type.

Cross-

cond. . : " at R! . at
D type stranding sectional  d. GMR 90°C 00°C
area
(mm?)  (cm) (cm) (£2/km) (£2/km)
2 NA2XS2Y 19 120 1.24  0.480 0.253 0.338

Specification on the thickness of insulation, outer jacket, tape shield, and overall

diameter of conductor are provided in [197] to calculate the geometry and distances

/

phy Teactance

between phase conductors. In order to determine the phase resistance R

/

ony the modified Carson’s equations are obtained as further

X, and susceptance B
detailed in [197] and [240], respectively. Figure E.5 exemplary describes the single-
phase equivalents used in the network model. Here, it is assumed that the power

system is operated as a three phase balanced system.

Fig. E.5.: Simplified equivalent 7-circuit model diagram.

The conductance G, specifies the leakage current on the surface of the overhead
lines and the dielectric losses in the solid insulation of the underground cables. The
electrical quantities are used for the calculation of the admittance Y’ according
(E.8). For G, < B}, Y' can be simplified as a function of the angular frequency
w dependent on the capacitive reactance Cy, .

Y =jwCy, with Y =G +jB), =0+jwC), and Z' =-

E.8
onll)h (E-8)
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In order to determine the rated power capacity S*PC of the integrated system
devices, the effective values of the rated base voltage V5, and the maximum current

carrying capacity Ipn max Of the respective conductors is calculated

S;A’B’C = Vo - ]ph,max : \/g (Eg)

where A refers to long term rating, B to short term rating and C to emergency
rating. For simplification the ratings are considered to be equal. The conductor
attributes are transformed into the per unit system by applying (E.7) and are sum-
marized in Table E.4. The tabulated line lengths [}, can be modified with respect

to predetermined voltage ranges.

TABLE E.4.: Equivalent conductor parameters per phase unit length.

[ X pooos b
(p.u.) (p.u.) (p.u.) (MVA)  (km)
1 2 0.0040 0.4800 0.00E+00 25.00 - 3
1 13 0.0040 0.4800 0.00E+00 25.00 - 3
2 3 0.1253 0.1788 1.90E-04 11.10 2.82 2
3 4 0.1253 0.1788 1.90E-04 11.10 4.42 2
4 ) 0.1253 0.1788 1.90E-04 11.10 0.61 2
5 6 0.1253 0.1788 1.90E-04 11.10 0.56 2
6 7 0.1253 0.1788 1.90E-04 11.10 1.54 2
7 8 0.1253 0.1788 1.90E-04 11.10 0.24 2
8 9 0.1253 0.1788 1.90E-04 11.10 1.67 2
9 10 0.1253 0.1788 1.90E-04 11.10 0.32 2
10 11 0.1253 0.1788 1.90E-04 11.10 0.77 2
11 12 0.1253 0.1788 1.90E-04 11.10 0.33 2
12 ) 0.1253 0.1788 1.90E-04 11.10 0.49 2
4 9 0.1253 0.1788 1.90E-04 11.10 1.30 2
13 14 0.1275 0.0915 1.27E-05 9.35 4.89 1
14 15 0.1275 0.0915 1.27E-05 9.35 2.99 1
15 19 0.1275 0.0915 1.27E-05 9.35 2.00 1

*) conductor ID refers to: (1) overhead line, (2) underground cable, (3) transformer.

For further steady-state analysis in Matlab/Matpower, the introduced transformer

and conductor parameters may be replaced and the branch matrix modified, accord-

ingly.
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E.3. Load Model with Distributed Time-Varying Load Demand

The loads served in the distribution system are characterized by residential and
industrial /commercial loads. With respect to permissible operating limits, the rate
of utilization A}" is calculated in every time step k by (E.10). The factor expresses
the ratio of the served apparent power demand Sq , in relation to the rated apparent

power S, of the respective system device.

Sax _ Fir+ @
A= Pk VIAR DR e e 1 (E.10)

S, Sy

The load demand is decomposed into the sum of active Py and reactive (g, power
demand. The loading conditions are modeled via hourly based load coincidence

factors kq as summarized in Table E.5.

TABLE E.5.: Hourly based load coincidence factors x4 and x4 for
residential and industrial /commercial loads.

time(h) 1 2 3 4 5 6 7 & 9 10 11 12
k4021 0.18 0.18 0.18 0.24 0.40 0.64 0.64 0.65 0.68 0.60 0.73
kM 0.32 0.28 0.30 0.36 0.47 0.60 0.88 1.00 0.98 0.99 0.79 0.84

time (h) 13 14 15 16 17 18 19 20 21 22 23 24
KEed 0.70 0.56 0.50 0.45 0.66 0.85 0.88 0.82 0.67 0.60 0.40 0.25
Kind 0.86 0.86 0.86 0.80 0.54 0.48 0.45 0.41 0.39 0.36 0.33 0.32

Table E.6 provides the values of the coincident maximum load Sqmax for each bus
as reported in [197]. The power factor denotes the ratio of the maximum active
and apparent power demand at each bus. Accordingly, the load distribution of the

active power demand Py for each time step can be calculated as follows

Py = (S o pf3!) - wiE + (Sinacopfi) ki Vee Ho (B

where Séfiax and ngnax denote the residential and industrial maximum loads, and
pf5d and pfi? the corresponding power factors. Using the tabulated values in
steady-state analysis, the maximum rates of utilization is |[\"||» < 0.7 and the

power system voltages remain in acceptable limits in each load level.
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In order to model more critical time-varying voltage variations in the power system,
the load characteristics are adjusted while the total coincident maximum loads re-
main the same. Also the power factors as listed in Table E.6 remain unchanged, but

have a significant impact on the voltage characteristics [235,241].

TABLE E.6.: Load characteristic and adjustments of the European 20 kV distribution network
benchmark with residential S%°d  and industrial Si"d  coincident maximum loads.

d,max d,max

‘ original values ‘ adjusted values power factor
e P N 7 F A
(MVA) (MVA) (MVA) (MVA) (p.u.) (p.u.)
1 0.00 0.00 0.00 0.00 0.00 0.00
2 15.30 5.10 3.30 2.10 0.98 0.98
3 0.00 0.00 2.00 0.00 0.00 0.00
4 0.29 0.27 1.29 0.27 0.97 0.85
5 0.45 0.00 0.45 0.00 0.97 0.00
6 0.74 0.00 0.74 0.00 0.97 0.00
7 0.57 0.00 2.57 0.50 0.97 0.00
8 0.00 0.09 1.00 2.59 0.00 0.85
9 0.61 0.00 2.61 0.00 0.97 0.00
10 0.00 0.68 2.00 1.68 0.00 0.85
11 0.49 0.08 2.49 0.08 0.97 0.85
12 0.34 0.00 0.34 0.00 0.97 0.00
13 15.30 5.28 6.30 3.28 0.98 0.95
14 0.00 0.04 4.00 1.04 0.00 0.85
15 0.22 0.39 5.22 0.39 0.97 0.85

SUM 34.29 11.92 34.29 11.92

E.4. Power System Sensitivity Analysis and Voltage Stability

Evaluation

To identify sensitive and critical buses in the network model and to assess the effect
of active and reactive power adjustments on voltage stability, sensitivity analysis
derived from Q-V characteristics and V-P characteristics are performed. The re-
sults are obtained from power flow analysis performed in Matlab/Matpower and
summarized in Fig E.6. The obtained curves show the highest slopes and repre-

sent the change of the voltage magnitude AV at the bus that is most sensitive to
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active AP or reactive power A changes. In comparison, the curves with the low-
est slopes are less sensitive to the same power changes. The Q-V characteristics
and V-P characteristics of the remaining buses are between the identified extreme
curves. At lower voltage values, the voltage drops fast as the load demand increases.
The power flow solution fails to converge beyond this limit and indicates the voltage
instability of the power system. Hence, the operating points above the critical points
represent satisfactory operating conditions [235]. Therefore, the highest power gen-
eration or load demand at each bus should be beyond the limiting rated capacities
of the considered power system devices, e.g. conductor parameters for overhead
lines. In combination with the associated voltage ranges between 0.94 p.u. <V <
1.04 p.u., the operation area is defined as shown in Fig. E.6a and highlighted with

grey rectangles.
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Fig. E.6.: Voltage stability analysis with (a) V-P characteristics and (b) Q-V characteristics of
the European 20 kV distribution network benchmark.

For the determination of the Q-V characteristics, the active power demand is kept
constant, and the voltage stability is evaluated under consideration of the incre-
mental relationship between reactive power and voltage magnitudes at each bus.
This method allows to examine the requirements for the provision of reactive power
compensation. Although the obtained V-P characteristics and Q-V characteristics
are appropriate for voltage stability analysis, there are limitations by the use of
power flow calculations, which may not converge. In that case, the use of the
Q-V sensitivity is proposed by [242]. The derivation of the Q-V characteristics cal-
culated by (E.12) indicates the voltage stability at each bus.

AP
AQ

AO
AV

JPO JPV
JQ@ JQV

(E.12)

The deviations of the active power P, reactive power (), voltage magnitude V,
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and voltage angle # are associated for each bus of the power system. With AP = 0,

(E.12) can be rewritten in the reduced Jacobian matrix Jy as follows:

Jr = (Jqv —Jqo - JIps - Jpv)- (E.13)

The i — th diagonal element of Jz' is the Q-V sensitivity A2V where the re-

bus;
Q-V
busi

the Q-V sensitivity indicate stable operation areas, whereas small and negative val-

ciprocal value of A represents the slope of the Q-V curve. Positive values of

ues correspond to unstable operation areas. Hence, the relationship between the

Q-V sensitivity and Q-V characteristics can be described by

1 AQE Y
AQ = JRAV  with — Tbus E.14
@ A o

The Q-V characteristics obtained from the power flow calculations can be summa-
rized by (E.15). For example, with a given change of the voltage magnitude AV ™Y,
the results indicate that more incremental reactive power AQ®™V is required at
bus 15.

Ausss < Moy < My (E-15)
Furthermore, it is shown that bus 7 has less reactive power reserves with 10 MVar
compared to bus 15 with 50 MVar. This indicates that bus 7 requires less reactive
power compensation to maintain the bus voltages within the stipulated limits. In
case that the feeder sections are operated in radial structure, bus 7 is set as sensitive
bus for feeder section 1 and bus 15 as sensitive bus for feeder section 2. These buses
are defined as references buses for transformer control using load drop compensation.
In case that the structure of the power system changes the sensitive bus has to be re-
determined. In summary, the results show that the network model can be operated
in stable conditions as the Q-V sensitivity is positive at each bus and within the

defined operation areas.

E.5. Generation Model and Generation Dispatch

The generation profiles of the conventional and controllable generators are deter-
mined through solving the optimal power flow problem. The calculations consider
the selection of the lowest-cost generation dispatch for a set of generators Hyge, ,

and is constrained by individual generator limits while fulfilling power system con-
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straints, e.g. power capacity rating of power system devices, power limits of gen-
eration or voltage limits of buses. According to [189], the generation dispatch is
modeled with a number of data points for piecewise linear generator cost and a to-
tal cost function. The cost of each generator is based on the active power generation
per MW in EUR/h and reactive power generation per MVar in EUR/h. The cost
function for the active power generation f(p) is defined by the coordinates (pi, f1),
(p2, f2) and (ps, f3). The same applies to the cost function of reactive power genera-
tion. The objective function is a summation of individual polynomial cost functions

[ and fé of active and reactive power injections and defined by

Wrgggr}QgiEHden (fo(m) + fi(ay)) - (E.16)
The extended European 20 kV distribution network benchmark includes two con-
trollable generators in order to provide local power in each feeder section. Table E.7
summarizes the defined generator characteristics with startup, shutdown and cost
function specifications. The values have been extracted from the IEEE-9 bus sys-

tem [243], whereby the currency is changed to EUR.

TABLE E.7.: Location of conventional and controllable generators and characteristics with cost
function specifications of the IEEE-9 bus system.

]IDSS Pymax | Qg max startup shutdown | cost function coordinates
(MW) | (MVar) (EUR) (EUR) (EUR/h per MW)

1% 50 50 1,500 0 0.1100 5.0 150

12 10 7.5 2,000 0 0.0850 1.2 600

14 5 3.75 3,000 0 0.1225 1.0 335

*) slack bus

The maximum active power generation Py max is set to 10 MW and 5 MW, respec-
tively. Further, the maximum power output of the generators are limited by the
maximum reactive power generation Qg max and the defined power factors of the

generators and set to pf = 0.8 in per unit.
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