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Abstract

Base station cooperation is recognized as a key technology for future wireless cellular
communication networks. Considering antennas of distributed base stations and those
of multiple terminals within those cells as a distributed multiple-input multiple-output
(MIMO) system, this technique has the potential to eliminate inter-cell interference by joint
signal processing and to enhance spectral efficiency in this way. Although the theoretical
gains are meanwhile well-understood, it still remains challenging to realize the full potential
of such cooperative schemes in real-world systems.
Among other factors, such as the limited overhead for pilot symbols and for the feedback

and backhaul, these performance limitations are related to channel and synchronization
impairments, such as channel estimation, feedback quantization and channel aging, as
well as imperfect carrier and sampling synchronization among the base stations. Because
of these impairments, joint data precoding results to be mismatched with respect to the
actual radio channel and the gains of base station cooperation are limited.
In order to analyze the signal distortion and the interference among the multiple users,

which are caused by mismatched data precoding, it is required to model and investigate
impairment effects isolatedly. Therefore, a signal model is provided for base-coordinated
orthogonal frequency division multiplexing (OFDM) transmission with channel and syn-
chronization impairments, and closed-form expressions are derived for the mobile users’
signal-to-interference ratio (SIR). Analytical results are numerically verified and lead to
practical system requirements. Based on channel modeling and outdoor measurements,
inter-site distance limitations for interference-free and time-synchronous transmission are
also investigated.
It is further discussed how to synchronize distributed base stations by using commercial

oscillators locked to externally provided references, e.g. signals provided by Global Po-
sitioning System (GPS). Mitigation techniques including adaptive feedback compression
and channel prediction are developed. Adaptive feedback compression keeps the channel
mean square error (MSE) below a threshold and achieves more than order of magnitude
overhead reduction. Doppler-delay based channel prediction reduces the delay-based MSE
by 10 dB, approximately.
For evaluating purposes, the spatial channel model extended (SCME) as well as channel

data from outdoor measurements are used. Multi-cellular simulations reveal that the users’
SIR can be enhanced by 10 dB on average. Practically this means that larger feedback
delays, higher mobilities and a larger number of users can be supported in coordinated
multi-point (CoMP), compared to than previously believed.
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Zusammenfassung

Die Kooperation von Basisstationen wird als eine vielversprechende Technik für zukünfti-
ge drahtlose Kommunikationsnetze angesehen. Diese Technik betrachtet die Antennen von
Basisstationen zusammen mit den Antennen mobiler Nutzer innerhalb von Zellen als ein
räumlich verteiltes multiple-input multiple-output (MIMO) System und eröffnet dadurch
die Möglichkeit, durch eine gemeinsame Signalverarbeitung die Inter-Zell-Interferenz zu
beseitigen und die spektrale Effizienz zu erhöhen. Obwohl mittlerweile die theoretischen
Grenzen solcher kooperativer Schemata bekannt und gut verstanden sind, besteht die größ-
te Herausforderung noch immer in der Umsetzung und praktischer Realisierung und zwar
in der Form, dass das theoretische Potential vollständig ausgeschöpft wird.
Zum einen ist der vertretbare Mehraufwand für Pilotsymbole, Feedback und Backhaul

begrenzt. Zum anderen ist die Performanz auf Grund von imperfekter Kanalkenntnis und
Synchronisation limitiert, welche durch Kanalschätzung, Feedbackquantisierung, Alterung
der Kanalinformation, sowie durch unterschiedliche Träger- und Abtastfrequenzen zwischen
den Basisstationen entsteht. Diese Beeinträchtigungen haben zur Folge, dass die gemeinsa-
me Vorkodierung der Daten in Bezug auf den tatsächlichen drahtlosen Übertragungskanal
fehlangepasst ist und sich so die Kooperationsgewinne deutlich reduzieren.
Um die Signalverzerrung und die Interferenz zwischen den Nutzern, die durch fehlan-

gepasste Vorkodierung verursacht wird zu analysieren, müssen die Einflussfaktoren jeweils
individuell untersucht werden. Dazu wird zunächst ein Signalmodell für die koordinierte
orthogonal frequency division multiplexing (OFDM)-Übertragung entwickelt, welches die
Effekte der imperfekten Kanalkenntnis und Synchronisation berücksichtigt und zudem er-
laubt, analytische Ausdrücke für das Signal-zu-Interferenz Verhältnis (SIR) der mobilen
Nutzer herzuleiten. Die analytischen Ergebnisse werden anschließend numerisch verifiziert
und entsprechende Systemanforderungen werden spezifiziert. Unter der Verwendung ge-
eigneter Kanalmodelle sowie realer Kanalmessdaten werden Schranken für den maximalen
Abstand zwischen Basisstationen abgeleitet, welche eine interferenzfreie und zeitsynchrone
Datenübertragung erlauben.
Weiterhin wird die Synchronisation von verteilten Basisstationen diskutiert, welche auf

der Nutzung kommerzieller Oszillatoren basiert, welche an externe Referenzen, z. B. Glo-
bal Positioning System (GPS), angebunden sind. Es werden Methoden zur Abschwächung
der Beeinträchtigungen entwickelt, wie etwa adaptive Feedbackkompression und Kanal-
prädiktion. Die adaptive Feedbackkompression ermöglicht es den mittleren quadratischen
Kanalschätzfehler (MSE) unterhalb einer bestimmten Schranke zu halten und dabei gleich-
zeitig die Feedbackinformation um eine Größenordnung zu reduzieren. Dagegen ist eine auf
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Doppler-Verzögerungen basierende Kanalprädiktion in der Lage den MSE um 10 dB zu re-
duzieren.
Zur Bewertung der Performanz werden das spatial channel model extended (SCME)

Kanalmodell sowie reale Kanalmessdaten verwendet. Multi-zellulare Simulationen zeigen,
daß das mittlere SIR pro Nutzer um 10 dB angehoben werden kann. Praktisch bedeutet
dies, daß entgegen der bisherigen Meinung neben größeren Feedbackverzögerungen und
einer höheren Mobilität auch eine größere Anzahl von Nutzern unterstützt werden kann.
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1 Introduction

1.1 Motivation

During the past years, wireless radio communications have met a huge evolution, especially
commercial cellular telephony and data transmission. Probably the most groundbreaking
innovation has been the development of multiple-antenna systems, also known as multiple-
input multiple-output (MIMO). These techniques have gained an extraordinary interest,
as they can substantially increase the maximal amount of data that can be transmitted
over the radio channel, also termed as channel capacity.
Considering typical urban environments, multi-path propagation of radio waves typically

results into independent channels between multiple transmit and receive antennas. In
multiple-antenna systems, this enhances the spatial dimension of the MIMO channel and
offers additional degrees of freedom. For data transmission between a transmitter and a
receiver equipped with multiple antennas, these additional degrees of freedom can be used
either for the transmission of multiple data streams, which increases the achievable data
rate, or for a multiple transmission or reception of a single data stream, which provides a
connection with higher quality.
Cellular networks using MIMO can jointly serve multiple users on the same time and

frequency resource. In the downlink transmission, a so-called spatial precoding is per-
formed at the base station, for which knowledge of the full channel matrix is required.
Precoded signals are simultaneously transmitted over the MIMO channel in a way that at
the geographic location of each user, the transmitted signals from multiple antennas over-
lap constructively for the user’s own data signal and deconstructively for the other users’
signals. In this way, each user ideally receives its own signal, free of inter-user interference.
Of course, in multi-cellular networks there will be still substantial interference between the
cells limiting the overall performance.
Base station cooperation, also known as coordinated multi-point (CoMP), can be under-

stood as an extension of MIMO, in which antennas of multiple distributed base stations
and those of multiple users served within those cells are considered as a geographically
distributed MIMO system. Going a step further than MIMO, CoMP aims to eliminate the
interference between adjacent cells, which is particularly helpful for the users close to the
border between cells.
For realizing the potential of multiple antenna techniques at a reasonable cost of com-

putational complexity, simple signal processing at the transmitter and the receiver side
needs to be considered. Providing high data rates to the users also requires a large band-
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1 Introduction

width, which means that the transmission scheme has to deal with broadband channels,
which are typically characterized by strong frequency selectivity because of multi-path pro-
portion effects. A technique fulfilling those requirements is orthogonal frequency division
multiplexing (OFDM). Thanks to its fast Fourier transform (FFT)-based implementa-
tion, OFDM has moderate computational requirements and is relatively simple to imple-
ment. Furthermore, this multiplexing technique lends itself very well for transmission over
frequency-selective channels, as it divides the available bandwidth in a number of narrow
frequency bands, where each of them observes frequency-flat fading and can be processed
as a single-carrier transmission. Mapping data onto those subcarriers, and transmitting
parallel data streams over orthogonal sub-channels offers large frequency diversity gains.
The combination of MIMO and OFDM offers flexibility in assigning spatial streams and
frequencies to the users and leads to high spatial and frequency diversity gains.

Realizing the theoretical performance gains of MIMO under real-word conditions, and
especially the ones of distributed CoMP, is a challenging goal and is considered as an
open research field. The full gains of MIMO techniques can be only attained under perfect
knowledge of the radio channel and perfect time and frequency synchronization among
distributed transmitters. This requirement stems from the fact that precoded signals must
aligned in both magnitude and phase with respect to the transmission channel so that for
each user, its own signal contributions overlap constructively and the signals from other
users cancel out.

However, in real-world systems there are always precoder misalignments due to several
impairment effects, making the deployment of distributed CoMP a non-trivial task. First,
base stations obtain quantized estimates of the channel rather than a perfect knowledge of
it. In addition, there is a delay, equal to the time between when the channel is estimated
and when this estimate is used for precoding the data transmission. Due to time variance
of the mobile radio channel, the calculated precoder will be thus outdated with respect to
the channel over which data are transmitted. Furthermore, precoded signals need to be
transmitted coherently from multiple distributed base stations, which must be synchro-
nized accurately in their carrier and sampling frequencies. As distributed base stations
use their own local oscillators and sampling references, synchronization conditions can be
significantly more challenging in CoMP than for non-distributed transmission. It is noted
that high sensitivity to synchronization impairments is also a characteristic of OFDM [30].
Finally, due to propagation delay differences to mobile users, limitations in time synchro-
nization are also stricter than for non-distributed architectures. All the above transmission
misalignments impose a precoder mismatch and several restrictions and cause interference
among the jointly served users, which is a reason for performance degradation.

The high sensitivity of CoMP to channel and synchronization impairments has been
also clearly observed by field trials conducted at the multi-cellular test network at the
Fraunhofer Heinrich Hertz Institute (HHI) in Berlin, Germany. It quickly became evident
how critical those effects are and that mitigation techniques will be needed in order to

2



1.2 Goals and objectives

perform successfully interference-free coordination of distributed base stations. However,
the high complexity of the deployed adaptive MIMO procedures and a multitude of control
loops for gain, time and frequency synchronization, channel estimation and channel state
information feedback mask the true sources of performance degradation and limit insights
into what adequate requirements are. These effects can only be figured out by careful
theoretical analysis with support from experimental observation.

1.2 Goals and objectives

This thesis investigates wireless cellular networks that use base station coordination, un-
der realistic conditions where transmission is impaired by imperfect channel knowledge
and synchronization misalignments. The objective of this work consists within the analy-
sis and investigation of the influence of those impairments onto the performance of CoMP
systems and the development of appropriate mitigation techniques for compensating the
performance losses. The goals include fundamental modeling and analysis in order to
understand the essential effects, system performance evaluation and requirement specifi-
cation as well as the development of novel concepts and practical solutions. In order to
systematically approach the overall problem, the objectives are organized as follows.

1. System modeling and mathematical analysis

2. Evaluation of performance degradation and specification of system re-
quirements

3. Development of mitigation techniques and evaluation of performance gains
and losses

The definition and fulfillment of the above goals is based on following hypotheses:

1. The performance degradation of a distributed MIMO-OFDM system due to chan-
nel and synchronization impairments can be described with a unified mathematical
framework and a common signal model.

2. Impairments cause critical problems that can limit the performance gains promised by
CoMP technology to a point at which it provides no advantage over networks without
base station coordination. Performance evaluation provides system requirements for
beneficial network coordination.

3. Counting with accurate signal models allows for formulating mitigation algorithms for
the mentioned impairments. These techniques yield substantially better performance.

In terms of methodology, the work begins with providing a system and signal model
for the impaired CoMP. The mathematical model is used for deriving general analytical
expressions for the mobile users’ signal-to-interference ratio (SIR). The signal model is
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1 Introduction

further specialized for the cases of channel aging and synchronization misalignments and
OFDM is included. For each impairment, a deep investigation of its role, as well as eval-
uation of the impact of several parameters onto the system performance is carried out.
Analytically derived results are verified by numerical simulations. The results are used
for specifying system requirements and discussing performance limitations. Furthermore,
new mitigation techniques such as adaptive feedback compression and Doppler-delay chan-
nel prediction are introduced. The proposed techniques enable spectrally efficient CoMP
transmission for practical systems, also considering system and computational complexity
as well as hardware capability. The system concept is re-evaluated after compensating the
impairment effects in terms of realistic multi-cellular simulations using Third Generation
Partnership Project (3GPP) Long Term Evolution (LTE) parameters [31]. For data trans-
mission, the spatial channel model extended (SCME) [32] as well as channel data from
outdoor broadband measurements are considered in the multi-cellular simulations.

1.3 Structure and main contributions

In what follows, an outline of this work is provided and the main contributions are briefly
summarized for each chapter. The relevant own publications are also mentioned.
The problem addressed in Chapter 2 is the analysis of the inter-user interference and

the resulting SIR in CoMP systems with impairments. After providing basic background
knowledge on MIMO and CoMP, a high-level system and signal model for the CoMP
downlink with mismatched zero-forcing (ZF) precoding due to impairments is derived.
Based on this mathematical model, which is used and further extended through this work,
a power analysis of self-user signal and inter-user interference is provided. Using random
matrix theory and the statistical properties of the singular values of the channel matrix,
the following main results are obtained.

• Analytical expressions for the users’ mean SIR in a Rayleigh fading channel and an
SIR upper bound. The SIR is found to be inversely proportional to the channel
mean square error (MSE), grows with the numbers of base stations and and drops
with the number of users.

• The value of user selection for gaining robustness against imperfect precoding is
shown. Users whose channel vectors are nearly orthogonal should be jointly served,
so that the SIR approaches the upper bound. Some recent results indicate that
realistic selection yields channel matrices that are more close to the Rayleigh fading
bound, which is also derived here.

Part of the work included in Chapter 2 has been published in [9] and [19].
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1.3 Structure and main contributions

Chapter 3 investigates the inter-site distance (ISD) limitations of base-coordinated
wireless networks, so that time synchronization of OFDM signals with propagation delay
differences and interference-free removal of the cyclic prefix are possible.

• A statistical channel model for broadband multi-point transmission is provided, veri-
fied and parameterized by real-world outdoor channel measurements in terms of root
mean square (RMS) delay spread and 95% excess delay.

• It is found that by using a larger antenna downtilt, significantly smaller channel
delay spreads can be realized and the inter-cell interference becomes much more
concentrated.

• Model-based prediction of the excess delay statistics for larger ISDs indicates that
base station cooperation is feasible without violating the LTE short cyclic prefix in
more than 5% of the cases.

Part of the work included in Chapter 3 has been published in [18].

Chapter 4 investigates CoMP systems with synchronization misalignments and their
influence on the system performance. The main contributions and findings are following.

• An exact signal model for MIMO-OFDM with individual carrier and sampling fre-
quency offsets at all transmitters and receivers is provided. The model is further
applied to the CoMP downlink using ZF precoding.

• It is shown that carrier frequency offsets have a significantly higher impact onto the
signal distortion than sampling frequency offsets.

• Analytical expressions for the mean power of the users’ self-signal, inter-user and
inter-carrier interference are provided. For practical purposes, the inter-user inter-
ference dominates on the inter-carrier interference.

• CoMP synchronization misalignments on the terminals’ side do not generate inter-
user interference, but only inter-carrier interference.

• SIR expressions are provided for the Rayleigh fading channel and an upper SIR bound
are provided for CoMP. The mean SIR drops with the square of time and is inversely
proportional to the variance of the base stations’ frequency offsets. The SIR grows
with the numbers of base stations and and drops with the number of users.

• The model is simplified and expressions for the (equivalent) channel MSE due to
carrier frequency offsets is derived.

• Synchronization requirements for CoMP are synthesized. In order to meet those
requirements, distributed synchronization using oven-controlled crystal oscillators
(OCXOs) locked to either a Global Positioning System (GPS) reference, or another
precise clock provided over the backhaul network is proposed.

5



1 Introduction

Part of the work included in Chapter 4 has been published in [1], [8] and [92].

In Chapter 5, the high-level signal model for CoMP with mismatched precoding, which
has been derived in Chapter 2, is specialized for imperfect channel estimation, feedback
quantization and channel aging and analytical SIR expressions are derived. Relations
between channel estimation and quantization accuracy, mobility and feedback delay are
elaborated, while system requirements and limitations are discussed. The model is simpli-
fied and MSE expressions are provided for each channel impairment. Results show that
channel aging effects is mainly responsible for the performance limitation of CoMP.
Towards mitigation, a feedback compression technique is proposed for minimizing the

feedback overhead and reducing the feedback delay. The time-domain method considers
noise and interference, while clustering of the strongest base stations is also included. The
scheme is evaluated over the SCME as well as over measured channels.
Channel aging effects are combated by channel prediction, where channel taps are esti-

mated over a short observation time, before a high-resolution algorithm detects the major
Doppler frequencies for each channel tap and prediction is performed by time extrapola-
tion. Evaluation over the SCME as well as using data from outdoor channel measurements
is performed. The main results are following.

• The channel MSE can be reduced by around 10 dB for typical feedback delays between
2 and 10 ms. Larger delays and higher mobility can be supported, compared to than
previously believed.

• The method does not need additional transmit ore receive antennas and is able to
estimate the Doppler frequencies from a short channel observation time.

• Computationally complex estimation of Doppler frequencies can be implemented at
the base station without performance penalties.

• Multi-cellular simulations using CoMP were performed and SIR gains of around 10 dB
were observed when using Doppler-delay channel prediction, compared to using only
the delayed feedback.

Part of the work included in Chapter 5 has been published in [87], [106], [7], [8] and [11].

The major results of this work are summarized in Chapter 6. Conclusions on CoMP
with impairments and a higher-level discussion are provided. Furthermore, open research
topics are highlighted, with an outlook towards next-generation (5G) systems. A vision of
a 5G network is discussed, which includes CoMP, small cells and a very large number of
transmit antennas (massive MIMO). Finally, a concept is drawn for a 5G network, which
shall integrate in a practical way all above technologies.
Appendices are included in Chapter 7, where notation and definitions, as well as math-

ematical proofs of several expressions and statements used in this work are provided.
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1.4 Notation and definitions

1.4 Notation and definitions

Scalars, vectors and matrices

Vectors are written in bold small letters x, while for matrices bold capital letters are used
H. Single elements of a matrix are indicated by a two-letter subscript, so that Hub points
to the element in row u and column b of matrix H. The element found in row u of vector
x is denoted by xu.
For scalars, [·]∗ denotes the complex conjugate operator, while for matrices and vectors

the transpose and conjugate transpose (Hermitian) operators are given by [·]T and [·]H ,
respectively. The inverse of a matrix H is denoted by H−1. Notation tr(X) stands for the
trace of an N -by-N square matrix X, i.e. tr(X) =

∑N
n=1Xnn. A diagonal matrix Z with

on-diagonal elements given by the vector x, is denoted by Z = diag(x). The identity matrix
is represented by I. The Euclidean norm of vector x is ||x||2 = xHx, while |s|2 = ss∗ is
the absolute square of scalar s.
For a complex variable x, its real and imaginary part are denoted as <{x} and ={x},

respectively. The space of integer, real and complex numbers is given by N, R and C,
respectively. For the continuous time and frequency, letters t and f are used. For the
discrete time index we use n, whereas k is used for the discrete frequency index. For
a scalar time-domain function s(n), its corresponding frequency-domain representation is
S(k) = F{s(n)}, where F{·} denotes the discrete Fourier transform (DFT). The inverse
discrete Fourier transform (IDFT) is denoted by F−1{·}. For the continuous domain, the
same symbols as for the discrete domain are used for the Fourier transform and its inverse,
e.g. S(f) = F{s(t)}.

Random variables and matrices

The expectation operator over all random variables is denoted by E {·}. If an subscript is
used as Ex {·}, the expectation is considered only with respect to the random variable x.
The conditional expectation given event A is denoted by E

{
·
∣∣A}.

A random variable x ∈ R following a Gaussian (normal) distribution with mean value µ
and variance σ2 is denoted as N (µ, σ2). Its probability distribution function (pdf) is given
by

f(x)Gaussian =
1

σ
√

2π
e−

(x−µ)2

2σ2 .

The distribution described by N (0, 1) is known as standard Gaussian distribution. The
generalization of the one-dimensional normal distribution to higher dimensions is given by
the multivariate normal distribution. For example, a random vector x, where every linear
combination of its components follows a normal distribution. The multivariate normal
distribution is denoted by N (µ,Σ), with mean vector µ = E {x} and covariance matrix
Σ = E

{[
(x− µ)(x− µ)T

]}
= E

{
xxT

}
− µµT . The inverse covariance matrix is denoted

by Σ−1.
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1 Introduction

A complex-valued random variable z = x+  y, which real and imaginary parts x and y
are Gaussian distributed is characterized by the complex Gaussian (normal) distribution.
It is noted that symbol  is used for

√
−1. For multivariate distributions, the corresponding

matrix notation is z = x +  y. In this work, we refer to the circularly symmetric complex
normal distribution, which corresponds to the case of zero mean and zero relation matrix,
i.e. µ = E {z} = 0 and C = E

{
(z− µ)(z− µ)T

}
= E

{
zzT

}
= 0. This special case is

denoted by z ∼ CN (0,Σ), where Σ is the (complex-valued) covariance matrix, given by
Σ = E

{
(z− µ)(z∗ − µ)T

}
= E

{
zzH

}
.

The Rayleigh fading channel

The Rayleigh distribution is defined as follows. Given a random complex number, which
real and imaginary parts are independent and identically distributed (i.i.d.) Gaussian with
zero mean and variance σ2, its absolute value will be Rayleigh distributed. The pdf of a
Rayleigh distributed variable x is given by

f(x)Rayleigh =
x

σ
e−

x2

2σ2 , x ≥ 0.

Throughout this thesis, it will be often referred to the Rayleigh fading channel, especially
during mathematical derivations. The model is defined as follows. In the time domain, the
channel impulse response is modeled by complex Gaussian i.i.d. circularly symmetric multi-
path components (channel taps). Optionally, an exponential power delay profile (PDP)
can be included, while impulse responses are always assumed to be shorter than the OFDM
cyclic prefix. If not mentioned differently, for the multi-user multi-cellular scenario, i.i.d.
matrix entries are considered, based on the assumption that base stations and mobile
users are located far enough from each other, so that their channels are uncorrelated.
Furthermore, the mean channel channel power, denoted by σ2

h, will be assumed to be the
same for all entries of the channel matrix. For simplicity, and as long as not affecting the
generality of the results, σ2

h = 1 will be used.
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2 CoMP with Impairments: A High-Level
Model and Interference Analysis

On the way towards increasing spectral efficiency

Wireless communications have grown dramatically, a fact that has put large pressure on
using the electromagnetic spectrum efficiently. Today, most wireless applications such
as cellular communications and wireless networking operate in frequency bands allocated
in the crowded spectrum between 800 MHz and 5.8 GHz. Using frequencies below that
range would require antennas with an inconveniently large form factor, besides the fact that
allocating the bandwidth would be problematic. On the other hand, frequencies above that
range are commonly regarded less attractive due to increasing path loss and to a growing
requirement of line-of-sight conditions for the communication. Furthermore, hardware
components meeting the system requirements become more expensive at higher frequencies.
Thus, frequencies that are at the same time available and commercially appealing for local
and metropolitan area wireless applications are quite limited, making the radio spectrum
a scarce resource. Maximizing the efficiency of spectrum usage is therefore a crucial and
constant goal guiding the evolution of wireless communications.
The theoretical foundation of spectral efficiency lies in the concept of channel capacity,

first established by C. E. Shannon in 1948 for the additive white Gaussian noise (AWGN)
channel [33]. Since then, the concept has been extended with contributions from many
researchers for a variety of transmission channels. In essence, the channel capacity of a
given channel determines the maximum spectral efficiency that can be achieved. Unfortu-
nately, knowing the theoretical capacity of a channel gives very few clues about how this
can be attained in practice. Therefore, since the time of Shannon’s work, scientists and
engineers have been on an endless quest for approaching these maximal achievable spectral
efficiencies by innovating in a vast variety of fields, including modulation techniques, power
allocation, channel coding and design of signal waveforms.
Including some of those innovative techniques, the Global System for Mobile Communi-

cations (GSM) cellular standard was developed during the 1980’s as the first cellular system
with fully digital transmission. Moreover, it allowed simple frequency reuse in space and
thereby a very robust integration of smaller cells to provide more throughput where more
users are concentrated. Also termed 2G, this standard is based on a combination of Fre-
quency Division Multiple Access (FDMA) and Time Division Multiple Access (TDMA)
and achieved a huge commercial success, through which mobile telephony became part of
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2 CoMP with Impairments: A High-Level Model and Interference Analysis

the every day life for a large part of the world population. In the 1990’s, a family of 3G
cellular standards such as Universal Mobile Telecommunication System (UMTS) and more
recently Evolved High-Speed Packet Access (HSPA+) were developed, using Code Divi-
sion Multiple Access (CDMA) as a channel access method. CDMA allows for transmitting
data simultaneously to several mobile users on the same time and frequency resource, by
using spread-spectrum techniques and special coding scheme. In this way, frequency is
fully reused in each cell, which is more efficient but requires advanced signal processing for
inter-cell interference mitigation. The use of CDMA promised a great advantage at the
cell edge in case of fully frequency reuse, where macro-diversity effects can be exploited
by serving the user from two base stations with the same code (soft hand-off). However,
the number of jointly served users and the interference among them depends on orthogo-
nality properties. Long cell-specific scrambling and coding sequences can quickly lead to
highly-complex and non-practical detection schemes.

However, the practically achievable spectral efficiency over wireless channels with the
above techniques seemed to run into a saturation level as approaching the Shannon AWGN
bound for the point-to-point link. A fundamentally innovative technique revealed that
using multiple antennas can yield a capacity growth proportional to number of antenna
elements [34,35].

I parallel, a new access scheme, named orthogonal frequency division multiple ac-
cess (OFDMA), was used to enable spectrally efficient transmission in combination flexible
scheduling schemes. Each user obtains its best resources in the time-frequency grid, while
providing proportional fairness among the users. In this way, the fast fading can be ex-
ploited to maximize the spectral efficiency.

The most advanced form of multiple-input multiple-output (MIMO) communications
has recently taken shape with the development of the mobile communications standard
known as Long Term Evolution – Advanced (LTE-A) [36, 37]. Its key innovation is to use
smart network coordination techniques in order to establish a MIMO network including
geographically distributed base stations and several users. The scheme whereby a cluster of
cooperating base stations is treated as a global distributed MIMO system is often referred
to as coordinated multi-point (CoMP). The dimension of a CoMP system is equal to the
total number of transmit antennas jointly available to the entire cluster of base stations.
Enabling the full-dimension of a cooperation cluster, and hence exploiting its full spectral
efficiency, requires that all base stations cooperate by carrying out joint signal processing
to precode the signals in the downlink and to jointly decode the signals received in the
uplink. In this way, huge spectral efficiency gains become possible, stemming from the
reduction of inter-cell and inter-user interference served on the same time and frequency
resource. In fact, CoMP is the correct answer to achieve full frequency reuse in cellular
networks.
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2.1 Multiple antennas and coordinated transmission

2.1 Multiple antennas and coordinated transmission

This section gives an introduction to the fundamentals of multiple-antenna systems and
coordinated multi-point transmission for wireless networks. Here, some background knowl-
edge is provided, part of which is also included in the courses on MIMO systems, which are
offered by the School IV - Electrical Engineering and Computer Science of the Technische
Universität Berlin (TUB). Further material related to the course and more details on the
MIMO fundamentals appears in [38].

2.1.1 Multiple-input multiple-output (MIMO) systems

It is important to mention that the idea of using multiple antennas to enhance the perfor-
mance of wireless transmission has been originally investigated by Jack Winters [39, 40].
From those first works it became clear that multi-antenna concepts yield diversity and
in addition, enable co-channel interference cancellation. The breakthrough contributions
on spatial data multiplexing were provided by Foschini, who investigated the first coding
schemes in [41] and by Telatar, who derived the first fundamental formulas for the capacity
of the MIMO channel in [35].

The capacity of the MIMO channel

The motivation for using MIMO is that parallel data transmission is more spectrally effi-
cient than serial transmission. It is known from [33] that for serial data transmission, the
capacity Cserial over the AWGN channel is given by Shannon’s formula

Cserial = BW · log2 (1 + SNR) , (2.1)

where the signal-to-noise ratio (SNR) used in (2.1) is measured at the receiver and BW
denotes the bandwidth in Hz. Now, Nt parallel transmitters are considered, and for a fair
comparison with serial transmission, the transmit power is divided among them yielding
a per-stream SNR given by SNRi = SNR

Nt
. Then, the sum capacity for Nt parallel streams

results into
Cparallel = Nt ·BW · log2

(
1 +

SNR
Nt

)
. (2.2)

As seen by (2.2), the capacity scales with the number of transmitters, as Nt appears in front
of the logarithm as well as inside of it. If Nt grows, the term in the logarithm decreases
the capacity curve. But the linear factor Nt in front of the logarithm overcompensates this
decreasing. Finally, increasing the number of parallel streams Nt leads to a steeper slope
of the spectral efficiency curve ( C

BW ) over the SNR in dB, as illustrated in Figure 2.1. It
becomes thus evident that the capacity of multi-stream transmission is significantly higher
at any SNR. By doubling the SNR in a serial transmission in the high SNR regime, spectral
efficiency increases by 1 bit/s/Hz, while the corresponding gain is Nt bit/s/Hz for parallel
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Figure 2.1: Spectral efficiency according to Shannon’s formula for serial (Nt = 1 stream)
and parallel (Nt = 4 streams) data transmission versus the SNR [38].

transmission of Nt streams. With parallel data transmission, the spectrum is reused in the
spatial domain, which increases the spectral efficiency significantly.

Figure 2.2 shows how MIMO techniques can be realized in a radio link. First, data is split
into multiple parallel streams, which are then transmitted over the wireless channel. There
will be unavoidable cross-talk between the data streams, which needs to be eliminated
by using e.g. multiple antennas at the receiver. In this way, the data streams can be
separated by signal processing based on the knowledge of the complete MIMO channel
matrix. Therefore, the channels between each antenna element at the transmitter and
each antenna element at the receiver need to be estimated. In general, the way to realize
MIMO gains is to use multiple antennas both at the transmitter or/and the receiver, in
combination with signal processing for demultiplexing the parallel streams. In this way,
spatial multiplexing of multiple streams increases the capacity of the wireless channel.

The influence of the wireless channel on the MIMO performance is of great interest. The
most important tool for analyzing the structure of the MIMO channel is the singular value
decomposition (SVD), which has been initially introduced by Eckart and Young in [42].
Using the SVD of the channel matrix enables a parallel transmission over a diagonalized
MIMO channel. Following the analysis as provided in [38], it can be shown that the number
of parallel data streams, which can be transmitted over a channel matrix with full rank,
scales with min(Nt, Nr), where Nr denotes the number of receive antennas. It is also
straightforward to show that the achievable SNR for the ith data stream is related to the
the corresponding singular value by SNRi =

σ2
i
σ2
n
where σ2

n denotes the mean AWGN power
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data serial to

parallel

MIMO channel

data’

“intelligent”
signal

processing,
based on
channel

knowledge

Figure 2.2: Principle of a parallel data transmission in a MIMO system. Here, signal
processing at the receiver is used for separating the multiple data streams [38].

at the receiver. Note that these singular values σ2
i are equal to the square roots of the

non-zero Eigenvalues λi, and that the channel matrix has at most min(Nt, Nr) singular
values. As seen by the SNR expression, the SVD also provides a quality criterion for the
data transmission on each of the parallel streams.

Fundamental research has been conducted for determining the achievable capacity in
MIMO systems and how this depends on the channel properties by Foschini and Gans [34]
and Telatar [35]. The general form of the capacity formula for a flat-fading MIMO chan-
nel has been derived in [35], which, however, includes the transmit covariance matrix as
a parameter. In [34], is was shown that for the case that the transmitter is unaware of
information about the channel state information, it is favorable to distribute the trans-
mit power PTx equally across data streams. In this case, the transmit covariance matrix
becomes equal to PTx

σ2
n
· I and the capacity of the MIMO channel reaches

CMIMO = log2

(
|I +

PTx

Nt · σ2
n

HHH |
)
. (2.3)

This results is practically the same with the one derived in [34], except the channel nor-
malization, which is described in what follows. First, the receive antennas are assumed to
be placed in the same field, in order to have a fair comparison with single antenna links.
This results into an equal mean SNR condition for all receivers. For a Nr × Nt channel
matrix H with mean path gain given by ηH = 1

Nr·Nt · tr(HHH), the following well-known
MIMO capacity formula is then obtained

CMIMO = log2

(
|I +

SNR
Nt · ηH

HHH |
)
. (2.4)

Here, the SNR is measured at one of the receive antennas. Foschini and Gans originally
assumed that the mean path gain is equal to one for all links, i.e. ηH = 1. However, when
different, e.g. for measured channels, the mean power of the entries of matrix HHH needs
to be normalized to unity by dividing with ηH, before (2.4) can be compared to theoretical
results.
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2 CoMP with Impairments: A High-Level Model and Interference Analysis

MIMO concepts

Here, some practical aspects on MIMO are given, related to the channel knowledge. A
way to classify MIMO concepts is according to where channel state information (CSI) is
available: at the receiver, at the transmitter and at both ends of the link. The main
practical applications and corresponding enabling precoding and decoding techniques are
briefly mentioned for each of the three schemes. Additional information on these techniques
can be also found in [38].

base 
station

terminal 1 terminal 2

up-
link

base 
station

terminal 1 terminal 1terminal 2

terminal 2

down-
link

peer-
to-

peer

Figure 2.3: Application of MIMO concepts, as given in [38]: Left : CSI at the receiver is
useful for the uplink. Center : CSI at the transmitter is useful in the downlink.
Right : CSI at both ends is useful for peer-to-peer links.

CSI at the receiver : For MIMO with CSI at the receiver, applications can be found in
any single-link MIMO system as well as in cellular uplink scenarios, where multiple users
can be considered as a virtual MIMO array. Users are jointly detected at a multi-antenna
base station, see Figure 2.3, left. There are simple linear processing schemes such as
zero-forcing (ZF), minimum mean square error (MMSE) and maximum ratio combining
(MRC), iterative schemes such as ordered successive interference cancellation, also known
as Vertical Bell Labs Space-Time (V-BLAST) detection, which is also considered as a fair
trade-off between performance and complexity [43]. Finally, maximum-likelihood (ML)
detection is known as the most complex and best performing detector with CSI at the
receiver.
CSI at the transmitter : Schemes with CSI at the transmitter are very important for the

downlink in mobile networks, see Figure 2.3 center, which is typically carrying most of the
traffic. Moreover, such schemes are important, because they apply to distributed MIMO
architectures, where antennas of base stations can be considered as inputs and distributed
mobile terminal antennas as outputs of a distributed MIMO system. Here, there are
simple precoding schemes such as ZF and MMSE, as well as sophisticated schemes such
as Tomlinson-Harashima precoding (THP) and lattice-based precoding [44]. According
to theory, the optimal scheme is dirty paper coding [45], which all schemes mentioned
before try to approximate. Meanwhile, there have been provided important results in
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2.1 Multiple antennas and coordinated transmission

information theory and signal processing e.g. [46], where an optimal strategy for the two
user case has been developed. Uplink and downlink duality has been elaborated in [47]
and [48]. Practical techniques for mobile users with multiple antennas based on ZF and
block-diagonalization have been considered in [49]. An interesting observation has been
also made in [50], where, while multiple users are served in parallel, it is close-to-optimal
to send not more than one data stream to each user.
CSI at both sides: For MIMO with CSI at both sides, applications can be found in

peer-to-peer links such wireless local area networks (WLANs), see Figure 2.3, right. Such
MIMO schemes can be realized by means of channel reciprocity or over a feedback link. In a
single-user MIMO link, CSI at both sides enables the basic SVD-based MIMO transmission
scheme. More SVD-based robust schemes can be also found in [51]. For multi-user MIMO,
the situation is more complex and very similar to the case where CSI is available only at the
transmitter. A major difference occurs when there are multiple antennas at the terminal
side, as they can be used to remove residual intra-cell interference between multiple streams
sent to a single terminal [49]. The use of receive antennas for interference reduction is
also obvious. Spatial degrees of freedom at the terminal side, which are not used to
detect the data streams, can be used to cancel inter-user interference caused e.g. by
mismatched precoding or even out-of-cluster interference in the case of distributed MIMO
with coordinated base stations.

2.1.2 Coordinated multi-point (CoMP)

As shown in Section 2.1.1, MIMO increases significantly the spectral efficiency in wireless
networks, compared to traditional single-antenna techniques. While serving multiple users
on the same time and frequency resource, considering multi-cellular networks, there will
be still substantial interference between the cells limiting the overall performance.
Base station cooperation, also known as Network MIMO or CoMP, is envisioned as a

promising technique for future cellular networks, where frequencies shall be fully reused.
CoMP aims to reduce the interference between adjacent cells, to increase the spectral
efficiency and to provide a more consistent performance, especially for users close to the
cell edge.
CoMP is the most ambitious form of MIMO conceived so far. Here, antennas of multiple

distributed base stations and those of multiple terminals served within those cells are
considered as a distributed MIMO system [36, 52, 53]. Similar to non-distributed MIMO,
CoMP relies on the fact that spatial multiplexing of multiple data streams is possible, if
information about the MIMO channel is provided and used for joint signal processing, at
least at one side of the MIMO link [54]. In the downlink, signal pre-processing at the
base stations is used to eliminate the inter-cell interference and to enhance the system
capacity. By synchronizing the base stations and enabling data and CSI exchange over the
backhaul network, the multi-cellular network is able to transmit jointly to all users so that
the interference between the cells is eliminated. Figure 2.4 shows a joint transmission (JT)

15



2 CoMP with Impairments: A High-Level Model and Interference Analysis

Inter-BS link (X2)Data
MT1

BS1

local
precoder

Data
MT2

M
A

C
 1

 

M
A

C
 2

BS2

MT1 MT2

x1 x2

H11

H12 H21

H22channel
feedback

local
precoder

channel
feedback

channel feedback
exchange

Figure 2.4: Distributed JT CoMP with two base stations and two terminals (FDD mode).
Joint data precoding based on channel information feedback and synchronized
base stations allow for inter-user interference-free data reception [38].

CoMP system with two base stations and two terminals, operating in the frequency division
duplex (FDD) mode. Here, the network obtains channel information from the terminals
over a feedback link, whereas CSI is also exchanged between distributed base stations over
the backhaul network.
In the simplest case, data symbols are precoded with the pseudo-inverse of the MIMO

channel matrix; this method is known as ZF precoding [49]. At the position of a mobile user,
its own signal contributions received from multiple base stations overlap constructively,
while signals dedicated to other users cancel. In this way, each user receives its own
signal without interference from transmissions to other users. According to the results
demonstrated in [55], in the high SNR regime, system performance becomes close to optimal
when using ZF precoding.
We now consider a cellular network where Nb base stations (BSs) form a so-called coop-

eration cluster and serve jointly Nu mobile users on the same time and frequency resource,
all equipped with single-antenna terminals. Through this work, Nu will denote the number
of users that are served by a cooperation cluster on the same time and frequency resource
and not the total number of users served in the cluster, when using multiple-access tech-
niques. For distributed architectures, transmission is coordinated over a backhaul network,
which enables fast data and CSI exchange between the BSs. Out-of-cluster transmission
is not considered in our model and out-of-cluster interference is treated as noise.
The (narrow-band) channel matrix H has size Nu × Nb and includes frequency-flat

path loss and shadow fading as well as frequency-selective small-scale fading. For broad-
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2.1 Multiple antennas and coordinated transmission

band orthogonal frequency division multiplexing (OFDM) transmission, H denotes the
frequency-domain representation of the MIMO channel matrix on a single subcarrier.
In the downlink of base-coordinated systems, also known as joint transmission coordi-

nated multi-point (JT CoMP), data signals are precoded at the base stations. In the most
simple case, known as ZF, the precoding matrix equals to the channel pseudo-inverse [56].
The Nb ×Nu precoding matrix W is calculated by the right-hand Moore-Penrose pseudo-
inverse of the channel matrix H, i.e. W = HH(HHH)−1, which we assume that exists.
The precoder is applied onto the Nu × 1 data symbol vector s and precoded data are
transmitted jointly from all BSs over the MIMO channel. Considering AWGN n with zero
mean and variance σ2

n at the receivers, the downlink transmission can be described by

y = HWs + n = s + n. (2.5)

As observed by (2.6), transmission to multiple users is orthogonalized by ZF and each user
receives its own signal, free of inter-user interference. It is known from [55] that in the high
SNR regime, system performance becomes close to optimal, when using ZF precoding.
The number of users that can be served simultaneously by a so-called cluster of coop-

erating base stations without inter-user interference can be as high as the total number of
transmit antennas that are available in the cluster. Of course, enabling the full-dimension
of a CoMP cluster, and hence exploiting its full spectral efficiency, requires that all base
stations cooperate by carrying out joint transmission (precoding) in the downlink and
joint detection (decoding) in the uplink, of the signals to the group of jointly served users.
Ideally, all interference is thereby removed and the performance is like in the absence of
interference in an isolated cell [57].
Full cooperation is impractical because of the large amount of required feedback and

signaling overhead. Note that overheads due to pilots required for multi-cell channel es-
timation, feedback information and information exchange over the backhaul scale roughly
proportionally to the number of transmit antennas. For limiting the overhead, more practi-
cal methods consider interference as a spatially limited phenomenon, as it is mainly caused
by the nearest base stations [58,59] and apply therefore CoMP to a relatively small number
of base stations. These observations lead intuitively to the concept of cooperative clusters,
see e.g. [60–63].
Early field trials based on the Third Generation Partnership Project (3GPP) Long Term

Evolution (LTE) have been conducted in several scenarios [37, 59, 64]. Recent progress on
CoMP is reported in [65, 66]. In [67], concepts on JT CoMP deployment and recent field
trials have been presented. An overview of cooperative communications can be also found
in [68]. Due to its favorable features, CoMP has received considerable interest in recent
research and has been already partly embodied in the LTE-A standard. In parallel, CoMP
is discussed as a key technique for next generation (5G) cellular networks [87] and [69].
Although suitable for attaining high spectral efficiency, CoMP by itself is not enough

for delivering the high data rates that modern mobile communications demand. The
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MIMO technique has to be complemented with a modulation method that lends itself well
for transmission over frequency selective channels. The preferred broadband modulation
scheme today is OFDM. The technique divides the available bandwidth in a number
of orthogonal subcarriers, where each of them observes frequency-flat fading and can be
processed as a single-carrier transmission. The combination of spectrally efficient OFDM
with MIMO and CoMP techniques is a successful concept for broadband cellular networks
and has enabled significant increase of the system throughput compared to conventional
narrowband single-input single-output (SISO) techniques [34,56]. OFDM is also a favorable
scheme to manage the complexity of the required signal processing for MIMO and has been
standardized in the 3GPP LTE [31].

2.2 Signal model for the impaired CoMP downlink

In this section, a multi-cellular multi-user signal model for the precoded downlink with
impairments is presented. It is shown that impairments causing imperfect channel knowl-
edge at the base stations and imperfect synchronization introduce a mismatch between
the applied precoder and the channel faced by the downlink transmission, which generates
interference among users. Here, general expressions are provided for the users’ self-signal
and the inter-user interference (IUI), which are valid for all categories of impairments
investigated though the rest of this work.
In real-world systems, one has to cope with impairments that cause a mismatch between

the precoder applied to the downlink signals and the radio channel over which the transmis-
sion is realized. A first category are the so-called channel impairments, which are generated
as described in the following. In FDD systems, terminals estimate the channel and provide
quantized CSI to the BSs, as shown in Figure 2.4. In time division duplex (TDD) systems,
CSI used for downlink precoding is obtained by channel estimation performed at the BSs.
In both cases, the base stations obtain channel estimates with thermal noise, interference
and quantization contributing to their inaccuracy. In addition, there is a time delay, equal
to the time interval from when the channel is observed until when the resulting estimate is
used for precoding. This delay is mainly generated by the computational time, the trans-
mission over the air and (for distributed architectures) by the CSI exchange between base
stations over the backhaul network. These sources of delay add up to an overall delay,
which will be from here on termed as feedback delay. Because of the channel time variance
due to the users’ mobility, the channel state information at the transmitter (CSIT) results
to be outdated when used for the precoder calculation; this effect is also known as chan-
nel aging. This work considers a further category of impairments, called synchronization
impairments. These are caused by the fact that distributed base stations and terminals
within their cells are driven by their local oscillators and use their own references with
individual carrier frequency offsets (CFOs) and sampling frequency offsets (SFOs). It is
to be noted that experimental measurements obtained from our CoMP test network reveal
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these critical weaknesses in practice. The outdoor test network has been developed at the
Fraunhofer Heinrich Hertz Institute (HHI) in Berlin, Germany [59,64] and supports CoMP
transmission from three distributed sites, as also shown in Figure 2.5.

Figure 2.5: The multi-cell testbed of the Fraunhofer Heinrich Hertz Institute, located in
the Technische Universität Berlin campus in the city center of Berlin, Germany.

Our next step is to include imperfect precoding due to impairments into the signal model
given by (2.6). The channel and synchronization impairments responsible for imperfect
CSIT are highlighted in Figure 2.6 for a point-to-point transmission in an FDD system. It
can be assumed, and will be also shown in Chapter 4 and Chapter 5, that all impairments
considered in this work can be modeled by an additive equivalent channel error. It is
noted that receiver-side impairments are for now excluded from the model, as they do
not have any additional effect in precoded transmission than in non-precoded transmission
and do not cause IUI. Imperfect synchronization of mobile users and its influence on the
performance of JT CoMP will be analyzed in Chapter 4.
Without loss of generality, we define t = 0 as the time instant when the channel is

estimated and quantized. During the feedback delay, the mobile radio channel evolves
and the CSIT becomes outdated for precoding the downlink transmission at a later time
instant t > 0. During the same time, phase drifts due to oscillator misalignments are
accumulating and affect the channel as seen by the precoded data, effect which can be
mathematically described by an equivalent channel error. In a real system, the effect of
channel time variance and imperfect synchronization takes place after the application of
the precoder, which, however, is calculated based on channel estimates obtained at t = 0.
From a signal modeling point of view, however, it is allowed and leads to a very similar
result, to assume a perfectly matched precoder with the channel at time t = 0 and consider
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Figure 2.6: Sources of mismatched precoding in FDD systems: channel estimation at the
terminal and CSI feedback quantization, channel aging during the feedback
delay and imperfect sampling and carrier frequencies at the base station.

channel estimation and quantization errors, together with channel evolution, as part of the
channel faced by data transmission at later time instants.

Considering all the above, the precoder mismatch is described by an equivalent channel
error ∆, capturing the effect due to any of the impairments. In our model, the precoder
W is calculated from channel H, while data are transmitted over channel H̃ = H + ∆.
The downlink equation becomes

y = H̃Ws + n = s + ∆Ws + n, (2.6)

indicating that matrix ∆ breaks the inverse relation between the precoder and the channel
and causes IUI among transmissions to multiple users. We now single out an arbitrary
user j and separate its own signal (self-signal) from the signal of the other users. The
self-signal contains the data transmitted to the particular user and can be detected if the
channels reaching the user are estimated and equalized. Therefore, it will be considered as
a useful signal though this work. In order that IUI is present in our model, at least two
mobile users must be simultaneously served on a frequency resource, i.e. Nu ≥ 2. Under
those conditions, the user j receives

yj = sj

(
1 +

Nb∑
b=1

δjbwbj

)
︸ ︷︷ ︸

self-signal

+

Nu∑
u=1
u6=j

su

Nb∑
b=1

δjbwbu

︸ ︷︷ ︸
inter-user interference

+ nj , j = 1, ..., Nu. (2.7)

Here, su, δjb, wbu and nj are entries of matrices s, ∆, W and n, respectively.

Expression (2.7) provides a simple model, which allows for taking first insights into the
role of impairments and system parameters on the signal and interference. In Chapter 4
and Chapter 5, the model will be further specialized and mathematical expressions will be
provided for those terms for each single impairment.
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2.3 Analysis of signal and interference power

In this section, we analyze the mean power of a user’s self-signal and IUI, as provided by
expression (2.7). For channel estimation and quantization errors, statistical independence
between matrices ∆ and H, and thus between ∆ and W, is evident. For a time-varying
channel, it is known from [70] that the channel referring to a later time instant can be
analyzed into two additive terms, the one of which (channel error) is AWGN-like and
statistically independent of the channel at the previous time instant H. For time and
frequency synchronization errors it is also shown in Section 4.5, that for relatively small
carrier and sampling frequency offsets, ∆ can be very well approximated by a zero-mean
term, which is also statistically independent of H. Hence, it will be from now on assumed
that entries of H and ∆ are statistically independent of each other.

As the equivalent channel error has zero mean value E {δjb} = 0, we have E {δjbs∗u} = 0

and E {δjbw∗bu} = 0. As su are also zero-mean and statistically independent of the channel,
it holds E {suw∗bu} = 0. The mean symbol energy equals to E

{
|su|2

}
= Es. The mean

power of the channel error δjb of mobile user j to all serving BSs is given by E
{
|δjb|2

}
= σ2

δ,j .
Considering all above, the mean power of self-user signal (šj) and IUI (s̄j) defined in (2.7)
yield

E
{
|šj |2

}
= Es ·

(
1 + σ2

δ,j ·
Nb∑
b=1

E
{
|wbj |2

})
(2.8)

E
{
|s̄j |2

}
= Es · σ2

δ,j ·
Nu∑
u=1
u6=j

Nb∑
b=1

E
{
|wbu|2

}
(2.9)

The above expressions require that at least two mobile users are present, otherwise IUI is
zero.

The sum-term appearing at the right-hand side of (2.8) and (2.9) can be written as

Nb∑
b=1

E
{
|wbu|2

}
= E

{
(WHW)uu

}
= E

{
λ−1
u

}
, ∀ u ∈ {1, ..., Nu}, (2.10)

where λu denotes the uth eigenvalue of matrix HHH and (·)uu denotes the on-diagonal
element found in row u and column u of matrix WHW. It is noted that the mean
value of the inverse eigenvalue given in (2.10) does not depend on the particular index
u ∈ {1, ..., Nu}, as the eigenvalues are randomly sorted.

The average of the eigenvalue λu, as well as the average of its inverse, depend on the
channel properties. We will first analyze (2.10) for a MIMO channel with complex Gaussian
CN (0, σ2

h) independent and identically distributed (i.i.d.) entries (Rayleigh fading channel).
It has been shown in [71] that for Nb > Nu, the matrix WHW = (HHH)−1 follows
a complex inverse Wishart distribution (HHH is complex Wishart distributed) with Nb
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degrees of freedom, denoted by

(HHH)−1 ∼WC−1

Nu (Nb,Σ
−1), Nb > Nu. (2.11)

Here, Σ−1 denotes the inverse of covariance matrix Σ of the channel H, which we assume
that exists.

For the Rayleigh fading channel, which has been described in Appendix 1.4, the average
of the eigenvalues as well as of their inverse, have been derived analytically in [72]. The
proof using the channel eigenvalues is given in Appendix 7.1.1 and Appendix 7.1.2, see
final expressions (7.8) and (7.13), respectively. There, it has been shown that

E
{

1

λu

}
=

1

σ2
h(Nb −Nu)

, Nb > Nu. (2.12)

We note that a similar mathematical result can be found in [73].

Before reaching our first analytical result, we define the mean signal-to-interference ratio
(SIR) of a user j as the ratio of mean power of useful signal to inter-user interference:

SIRj =
E
{
|šj |2

}
E {|s̄j |2}

, Nb > Nu ≥ 2. (2.13)

Imposing the inverse eigenvalue (2.12) into (2.10) and taking the ratio between (2.8) and
(2.9) as in (2.13), we reach

SIRj,Rayleigh =
1

MSEj
· Nb −Nu

Nu − 1
+

1

Nu − 1
, Nb > Nu ≥ 2. (2.14)

The ratio σ2
δ,j/σ

2
h = MSEj is a measure of the imperfect knowledge which the BSs have

about the multi-cell channel of user j, normalized to the mean channel power σ2
h. It

is noted that in our model the mean power of the channel used for data transmission is
σ2
h̃,j

= σ2
h+σ2

δ,j . For an ideal case with perfect channel knowledge, i.e. MSE→ 0, a scenario
with interference-free transmission and thus infinite mean SIR would be approached.

In the context of ZF precoding, a channel matrix with orthogonal rows (users’ channel
vectors) of equal power can be understood as a best case scenario and has been also
investigated as such in [55]. We can write

Nu∑
u=1

λu = tr(HHH) =

Nu∑
u=1

Nb∑
b=1

|hub|2 = σ2
hNuNb. (2.15)

As all eigenvalues are equal with each other, it is straightforward that

λu = σ2
hNb, ∀ u ∈ {1, ..., Nu}. (2.16)
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Using (2.16) in (2.10) and taking the ratio between (2.8) and (2.9), we reach

SIRj,max =
1

MSEj
· Nb

Nu − 1
+

1

Nu − 1
, Nu ≥ 2. (2.17)

Expressions (2.14) and (2.17) are important results. They reveal that the mean SIR,
which a single-antenna terminal reaches with ZF precoding, is inversely proportional to the
normalized mean square error (MSE) and further grows with the number of base stations
and drops with the number of users. This rule holds for the Rayleigh fading channel as
well as for the ZF upper bound.

More critically, for the Rayleigh fading channel the mean SIR is not defined if Nu = Nb,
as it can be seen (2.12). In this specific case, which has also been studied in our ex-
periments [64], the system performance becomes particularly sensitive against imperfect
channel knowledge. The critical sensitivity against impairments is related to those par-
ticular cases in the channel statistics where the multi-user multi-cell channel matrix H is
close to singular, i.e. where the channel vectors are by accident almost parallel.

From a system design perspective, when using ZF precoding, a scheduler should combine
the users in a cooperation cluster in sets whose channel vectors are nearly orthogonal,
so that singularities of the channel matrix H are avoided up front. It is known from
information theory that in the high SNR regime, the multi-user multi-antenna system
performance becomes close to optimal despite using the simple ZF precoder [55]. What we
learn here in addition is that, in the same way, the system becomes more stable against
imperfect channel knowledge.

We now refer again to the case where H follows a complex Gaussian distribution, hence
matrix WHW = (HHH)−1 is complex inverse Wishart distributed. In [74], it is stated
that the mean value of any of its on-diagonal elements is given by

E
{

(WHW)uu
}

=

Nb∑
b=1

E
{
|wbu|2

}
=

1

σ2
h(Nb −Nu)

, Nb > Nu. (2.18)

It is noted that using (2.18) in (2.10) leads to the same result for the mean useful signal
and inter-user interference as (2.8) and (2.9).

The fact that the mean SIR is inversely proportional to the MSE, as observed by (2.14)
and (2.17) motivates for analyzing further the MSE for each impairment separately, which
is done in Chapter 4 and Chapter 5. There, analytical expressions including parameters
such as the CFO and SFO variance, the feedback delay, the users’ mobility, the channel
estimation error power etc. are derived. Such MSE expressions are not only useful for
analyzing the SIR in JT CoMP, but can be also used as interfaces for realistic link-layer
abstraction as well as performance evaluation on system level. Figure 2.7 shows how MSE
modeling can be integrated as an intermediate step between exact signal modeling and
various system procedures.
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analysis and 
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Figure 2.7: Based on analysis and signal modeling, impairments can be captured by their
MSE, vital for SIR analysis, link-layer abstraction and system-level evaluation.

2.4 Transmit power in JT CoMP systems

The Nb × 1 signal vector transmitted from all BSs to all mobile users is given by

x = Ws, with entries xb =

Nu∑
u=1

wbusu. (2.19)

Considering the statistical independence between data symbols and precoder entries, the
average of the total transmit power is given by

Pt = E

{
Nb∑
b=1

Nu∑
u=1

|wbu|2|su|2
}

= Es · E

{
Nb∑
b=1

Nu∑
u=1

|wbu|2
}
. (2.20)

Using property (2.10), we can develop (2.20) as

Pt = Es ·
Nu∑
u=1

(
Nb∑
b=1

E
{
|wbu|2

})
= Es ·Nu · E

{
λ−1
u

}
, ∀ u ∈ {1, ..., Nu} , (2.21)

which shows that the mean total transmit power Pt is proportional to the mean of the
inverse eigenvalues.
For a channel matrix with orthogonal rows, i.e. users’ channel vectors, of equal power,

the required transmit power is minimized. Using (2.16) in (2.21), we reach

Pt,min = Es ·
Nu

σ2
hNb

. (2.22)

For the Rayleigh fading channel we use (2.12) in (2.21) and obtain

Pt,Rayleigh = Es ·
Nu

σ2
h(Nb −Nu)

, Nb > Nu ≥ 2. (2.23)

From (2.23) we see that for Nu → Nb the mean transmit power approaches infinity
asymptotically. Practically this means that, in order to serve all users through ZF, the
BSs need to spend on average an infinite amount of power. This infinite value comes
from the cases where the cooperation cluster includes users with nearly orthogonal channel
vectors, which should be in a practical system avoided by a scheduler. To deal with these
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problems, next to an efficient clustering mechanism, a power constraint per antenna and/or
per mobile user should be considered for practical systems.

2.5 Evaluation of downlink SIR

We consider a ring of Nb = 7 BSs transmitting jointly to Nu terminals (2 ≤ Nu ≤ 6)
with ZF precoding. An OFDM system spanning Ns = 2048 subcarriers is used, on which
i.i.d. data symbols with mean energy of Es = 1 are modulated. Figure 2.8 depicts the
SIR, both analytically and numerically evaluated. The channel error on each subcarrier is
modeled as i.i.d. complex Gaussian with zero mean and variance according to the MSE.
The normalized MSE is set to -35 dB, -25 dB and -15 dB. The SIR is evaluated according to
(2.14) and (2.17). For the case of Rayleigh fading channel, elements of the channel matrix
H on each OFDM subcarrier are modeled as i.i.d. complex Gaussian random variables with
zero mean and variance σ2

h = 1. Numerical evaluation of the mean SIR is performed over
500 independent broadband Rayleigh channel realizations.

As observed, numerical evaluation (for the Rayleigh fading channel) fully agrees with our
analytical results. Increasing the MSE by one order of magnitude decreases the SIR values
by 10 dB. The distance between the maximum and the SIR in Rayleigh fading grows with
the number of users, clarifying the value of user selection for systems with more users.
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Figure 2.8: Mean SIR upper bound (2.17) (analytical) and for Rayleigh fading channel
(2.14) (analytical and numerical). Nb = 7 BSs jointly serve Nu users with
zero-forcing, normalized MSE is set to -35 dB, -25 dB and -15 dB.
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In broadband OFDM systems, the short-term SIR (SIR per subcarrier) has an important
role, as it affects the achievable bit error rate (BER) and also guides adaptive modulation
and power allocation. Here, we consider the SIR at the receiver input, which is lower
than the SNR after data detection. Figure 2.9 depicts the cumulative distribution func-
tion (CDF) of the short-term SIR for the Rayleigh fading channel, evaluated per OFDM
subcarrier and channel realization for Nb = 7 BSs serving Nu = {3; 6} terminals, for a
normalized MSE of -35 dB, -25 dB and -15 dB. It can be observed that increasing the MSE
by one order of magnitude decreases the SIR statistics by 10 dB. The dependence of the
SIR on Nb and Nu is also clear. From Figure 2.9, we can say that (2.14) represents the
behavior not only of the average SIR, but also of the distribution of the SIR per OFDM
subcarrier.
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Figure 2.9: Statistics of SIR measured per OFDM subcarrier for Nb = 7 BSs serving Nu =
{3; 6} terminals in Rayleigh fading channel and for different MSE values.

2.6 Summary of Chapter 2

At the beginning of this chapter, background knowledge on MIMO, CoMP and OFDM was
provided, which will be needed through the rest of this work. Afterwards, the JT CoMP
system model was described and a signal model with an imperfect precoder was derived.
The precoder mismatch with respect to the channel was captured by an additive equivalent
channel error, which can be due to any of the impairments. Based on the signal model,
the power of the users’ self-signal and inter-user interference was analyzed and closed-form
expressions were derived for the mean SIR, both for the Rayleigh fading channel as well
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as for the SIR upper bound. It was shown that for zero-forcing precoding, the mean SIR
is inversely proportional to the channel MSE, and that it grows with the number of base
stations and drops with the number of jointly served users. Furthermore, it was shown that
appropriate user selection can improve robustness against imperfect precoding and enhance
the SIR. In practical systems, a scheduler should combine the users in a cooperation cluster
in sets whose channel vectors are nearly orthogonal. In this way, transmission becomes
more stable against impairments and performance becomes close to optimal despite for
simple zero-forcing precoding. Clustering and using power constraints are also important,
so that the total transmit power level remains practical.
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In this chapter, we investigate on the maximum allowed inter-site distance (ISD) for per-
forming joint transmission coordinated multi-point (JT CoMP) between macro-cell base
stations. As a key metric, we use the excess delay measured at the 95% point of the cu-
mulative power delay profile (PDP) resulting from transmission of multiple base stations.
As propagation distances in JT CoMP are typically larger than in single-cell transmis-
sion, distant-dependant channel modeling is essential. Therefore, we consider Greenstein’s
statistical propagation model [75], which we here extend for broadband multi-cell transmis-
sions. We extract all model parameters from 2.65 GHz multi-cell measurements performed
in outdoor field trial, parametrize the model at a fixed ISD and validate it by simulations.
We also investigate the impact of antenna downtilt and find that when a larger downtilt
is used, the root mean square (RMS) delay spread and 95% excess delay become smaller.
Then, we consider larger ISDs and indicate how the delay parameters grow. It is found
that, based on the extended Greenstein’s model, the short cyclic prefix in Long Term
Evolution – Advanced (LTE-A) is hardly violated for realistic ISD at 2.65 GHz.

Previous related work and objectives

The dependence of channel delay spread from the path gain and thus the propagation
distance has been addressed in previous works on channel modeling. In [76], it has been
found that in urban scenarios, the delay spread as well as it’s standard deviation increase
with the distance and with deep shadow fading. An overview of the state of the art in
cooperative multiple-input multiple-output (MIMO) channel modeling can be also found
in [77].
In this chapter, we investigate the impact of base station (BS) cooperation on the overall

delay statistics in a realistic deployment scenario. We seek an answer to the question
what distance is allowed between cooperative base stations without violating a given
cyclic prefix (CP). As a starting point, we use a distance-dependent statistical propagation
model in [75], which describes also the correlation between path gain and delay spread. We
parametrize this model based on coherent multi-cell channel measurements from the LTE-A
field trial in Berlin, Germany [78–80]. Therefore, we extract the distance dependencies of
path loss, shadow fading and delay spread as well as their correlation at a carrier frequency
of 2.65 GHz in an urban macro-cell scenario.
We prove that Greenstein’s model predicts the delay statistics properly at least at larger

distances from the BS. Close to the BS, however, we observe 3D effects, leading to signif-
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icant deviations from the predicted statistics if the downtilt is set so that the main beam
touches the ground at 0.9 times the ISD. With a downtilt of 0.33 times the ISD, as recom-
mended by Third Generation Partnership Project (3GPP) for LTE-A (see [81]), the overall
delay statistics is mostly due to the overlap region covered jointly between adjacent sites,
where Greenstein’s model is more appropriate. Thus we can increase the ISD and predict
the delay statistics by using our parametrized propagation model. Our results indicate
that BS cooperation in is feasible for distances up to 1.7 km between the sites at 2.65 GHz
without violating the short CP in LTE-A.
The rest of this chapter is organized as follows. In Section 3.1, the problem of inter-

symbol interference (ISI) in JT CoMP using orthogonal frequency division multiplex-
ing (OFDM) is briefly described. Section 3.2 reviews Greenstein’s model and extends
it for broadband multi-cell transmissions. In Section 3.3, our measurement setup and the
parameter extraction routines are described. Section 3.4 presents the extracted parameters
and discusses the scope of the model by comparing prediction and measurement results.
Furthermore, the parametrized model is used for predicting the delay statistics in larger
cells. Finally, conclusions are discussed in Section 3.5.

3.1 Inter-symbol-interference in JT CoMP using OFDM

It is known that OFDM is well-suited for transmission over frequency-selective channels, as
it divides the available bandwidth in a number of orthogonal sub-channels, where each of
them observes frequency-flat channel fading and can be processed separately. However, the
CP needed for subcarrier based equalization reduces the spectrum efficiency. It is therefore
chosen longer than the largest multipath delay in the targeted propagation environment, in
order to avoid ISI due to the channel echoes of the previously transmitted OFDM symbol.
Figure 3.1 shows shows how the CP protects the transmission from ISI between consecutive
OFDM symbols.

Figure 3.1: The cyclic prefix "absorbs" multipath echoes from the previous OFDM symbol
and protects from inter-symbol interference. It also relaxes time synchroniza-
tion requirements.

In practical systems, the beginning of the OFDM symbol is one of the first parameters
a terminal needs to estimate in order to establish data exchange with a base station.
Accurate time synchronization allows for removing correctly the CP and applying the fast
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Fourier transform (FFT). For point-to-point OFDM systems, time synchronization has
been studied throughly within the previous years. The mostly recognized, i.e. efficient
and easily implementable methods suggest to transmit a periodic time-domain signal [82]
or to exploit the periodicity of the cyclic prefix [83] and perform an autocorrelation of
the received signal at the receiver. Then, a maximum in the estimator output points to
the beginning of OFDM symbol. In order to allow for ISI-free transmission, the estimator
needs to point into the CP part, which is free from the multi-path echoes of the previous
OFDM symbol.
Considering now coordinated transmission from distributed base stations, there will

be channel paths reaching a terminal from multiple transmission points that are less or
more far away and thus with larger delays than in a point-to-point transmission. In a
practical system, time synchronization and CP removal shall be performed with respect to
the strongest received signal. However, the additional contributions to the overall delay
statistics from multiple transmission points might violate the CP length and generate ISI
between successive OFDM symbols. Vice versa, if the CP length would be increased,
the spectral efficiency is reduced. It is thus evident that the existence of long multi-cell
channel delay spreads imposes not only a tradeoff between the maximum allowed ISD and
the required CP, but also reduces the margin for ISI-free data reception and establishes a
challenge for time synchronization. The statistical properties of the multi-cell channel and
the resulting ISD limitations for JT CoMP, from where also synchronization requirements
are obtained, are investigated in what follows.

3.2 Modeling of the multi-cell broadband radio channel

Greenstein et. al in [75] state three fundamental conjectures about the channel delay
spread of a single-link narrow-band channel:

• The RMS delay spread is log-normal at any distance

• It’s median value increases with the distance

• The delay spread tends to grow in deep shadow fading

The last conjecture is very important as it suggests that dispersion is larger in case of
deep shadow fading, i.e. when the signal-to-noise ratio (SNR) is usually low. In [75],
physical arguments that support these conjectures are explained and confirmed by the
existing literature referenced therein. Finally, a mathematical model for the joint statistics
of average path gain and RMS delay spread is proposed. Parameters are specified for
various environments in [75].
According to the model, the path gain is given by:

g = G1 d
−γ x , (3.1)
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where d is distance in kilometers, G1 is the median value of path gain g at a reference
distance of d = 1 km, γ is the path loss exponent (usually between 2.5 and 4) and x is
a log-normal variate at distance d. Specifically, X = 10 log10(x) is a Gaussian random
variable with zero mean and a standard deviation σx.
The median value of the RMS delay spread τRMS increases according to distance with

an exponential factor ε. The RMS delay spread at distance d is given by

τRMS = T1 d
ε y , (3.2)

where T1 is the median value of τRMS at a reference distance d = 1 km, the exponent ε
lies between 0.5 and 1.0, and y is a log-normal variable. Specifically, Y = 10 log10(y) is a
Gaussian random variable at distance d, with zero mean and a standard deviation σy.
The delay spread is correlated by a negative correlation coefficient with the shadow

fading gain. This means that, if strong channel paths, which usually arrive at early time
instants, are blocked by large objects (negative shadowing gain), τRMS is expected to grow.
The correlation between g and τRMS is described by

E {XY } = ρ σxσy . (3.3)

Here, ρ is the correlation coefficient between the two Gaussian variables X and Y . Ac-
cording to the model, large τRMS are associated with smaller g values, ρ should thus be
negative; a value of ρ = −0.75 has been proposed in [75] for all types of environments.

Multi-cell broadband channel model

The channel model of Greenstein has been initially developed for narrow-band radio chan-
nels, where the sampling time is in the same order of magnitude or even larger than τRMS.
This assumption is not valid for broadband systems, where the sampling time is signif-
icantly shorter. Therefore, we need to consider the channel PDP. Our assumption is
that the PDP follows an exponential decay, which is well accepted for cellular radio chan-
nels [84]. Consequently, the received power p at distance d can be expressed by multiplying
the path gain g (includes shadow fading) with a unitary PDP (pu) according to

p(d, t) = g · pu(τRMS, t) =
g

τRMS
· e−

t
τRMS , (3.4)

where g and τRMS are random variates that depend on the distance d and are given by
(3.1) to (3.3) and t denotes the time-delay domain. The PDP of the received signals that
are radiated from Nt distributed transmit antennas is then expressed by the sum of the
PDP of the single links:

P (d, t) =

Nt∑
i=1

pi(di, t− ti) =

Nt∑
i=1

gi
τRMS,i

· e
− t−ti
τRMS,i . (3.5)
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Without loss of generality, it is assumed that the first channel path from the nearest base
station reaches the terminal at t = 0. The PDP of the ith base station is then shifted by ti
according to their geographic distance to the terminal, i.e. ti = di/c (c denotes the speed
of light).

3.3 Parameter extraction from multi-cell channel
measurements

Measurement setup

Measured channel data have been used from a multi-cell testbed with three multi-sector
sites, located in the city center of Berlin, Germany. These BSs are placed on top of the
Fraunhofer Heinrich Hertz Institute (HHI), the main building of the Technische Universität
Berlin (TUB) and the Telekom Innovation Laboratories (T-Labs) building, as shown in
Figure 2.5. Detailed information on this system are also available in our publications
[64, 79, 85]. A precise time reference is available using an advanced Global Positioning
System (GPS) receiver at each site and the whole radio network is synchronized to the
pulse per second (PPS) signal. In conjunction with JT CoMP experiments, so called
channel state information (CSI) reference signals were defined to identify the channels to
each of the BSs. Each BS is identified by a pilot comb in frequency domain and a cyclic
shift is applied along the frequency axis by an integer number of subcarriers where the shift
identifies the cell, as illustrated in Figure 3.2. For identifying multiple antennas in each
cell, four consecutive OFDM symbols have been used, where another orthogonal sequence
is transmitted for each antenna [24]. In this way, a distributed but fully phase-coherent
channel sounder has been realized for up to 6 cells.

...

C
ar

ri
er

 I
n

d
ex

Symbol Index

for Noise

Estimation

Reuse of 

Pilot Carrier

Figure 3.2: Left : Basic interference scenario. Center : Cells are identified using a frequency
domain comb individually shifted in each cell. Antennas in the cell are identified
by time-domain sequences. Right : Frequency reuse in cellular networks [38].

At the base stations, antennas from Kathrein with +18 dBi gain and two cross-polarized
ports ±45◦ at the transmitter have been used. The downtilt for all BSs was first set such
that the beam hits the ground at a distance of 450 m, which corresponds to 0.9 times the
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ISD. In a second measurement, the downtilt was set so that the beam hit the ground at 0.33
times the ISD, as also explained at the beginning of Chapter 3. Additional measurement
parameters are available in Table 3.1.

Table 3.1: Measurement parameters
Parameter Value
Center frequency 2.68 GHz
Bandwidth 18.36 MHz
No. of pilots (N) 144
MIMO capabilities 2x2 per BS
No. of BSs 6 (up to 12x2 links)
CSI update interval 10 ms
Maximal speed 2.8 m/s ≈ 10 km/h
Inter-site-distance ≈ 500 m
BS transmit power 36.5 dBm
Terminal’s noise floor -95 dBm

At the receiver side, our test terminal was used, which has been synchronized over the
air. The terminal has been able to detect the CSI reference signals and convert them into
an Ethernet packet stream, as described in [64]. This packet data stream is tapped at the
terminal and recorded using a notebook computer. The terminal performs coarse timing
adjustment with respect to the CP used in the OFDM system. As a result, the mean
multi-cell delay is measured and the impulse response is placed according to the CP.

Estimation of channel model parameters

The import filter extracts a 2 × 12 × 144 channel tensor for each 10 ms of the recorded
packet stream. The dimensions correspond to the number of receive antennas, the number
of transmit antennas and the number of pilots, respectively. The 144 channel coefficients
of each Tx-Rx link can be seen as

Yn = Hn + Vn, n ∈ {1, 2, ...144} (3.6)

where Y is the measurement of the broadband radio channel H in frequency domain
at N fixed pilot positions νn. These pilot positions are not exactly equidistant in our
system. The estimation error is given by Vn, which is assumed to be additive white
Gaussian noise (AWGN). The preprocessing technique described in [80,86] has been used
to extract the contributing multipath components. Essentially, the preprocessing calculates
all parameters α and φ and τ which sum up to

Ĥn =

L∑
l=1

αl · ejφl · e−2πj·τl·B·νn (3.7)
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3.4 Model validation and results

where αl is the amplitude, φl is the phase and τl is the delay of each multipath component,
while B denotes the bandwidth, measured in Hz. These parameters are the input for all
following evaluation steps. Due to the processing, Ĥ has a SNR which is approximately
6 dB better than in Y since a significant part of the noise can be removed.
From the measured channel coefficients, the shadow fading is obtained according to T.S.

Rappaport [84]. The instantaneous path gain is first estimated from the preprocessed data
by averaging all signal components over all transmit and receive antennas of one sector

P =
1

NtNr
·
Nt∑
t=1

Nr∑
r=1

pr,t pr,t =
L∑
l=1

α2
l,r,t (3.8)

where P is the total power of a PDP. Power values for the two sectors at each site are
averaged. The resulting values are then additionally averaged over segments of 5 m length
to remove small scale fading effects which results in a total of 692 measurement values per
BS. The shadow fading (3.1) in logarithmic notation notes

gdB(d) = GdB1 + γ · 10 log10(d) +X . (3.9)

The average path gain GdB1 and path loss exponent γ have been calculated by linearly
fitting the measured data to the linear slope and then calculating the remaining variance.
The RMS delay spreads have been calculated by

τRMS =

√√√√ L∑
l=1

α2
l

Pt
· τ2
l − τ2

m , τm =

L∑
l=1

α2
l

Pt
· τl (3.10)

with τl as the delay and α2
l the power of the lth channel tap. τm is the mean delay and Pt

is the total power. Again, parameters T1 and ε are calculated by transforming (3.2) into
logarithmic domain and linear fitting.

3.4 Model validation and results

In this section, the channel model is validated by using data from channel measurements.
The impact of antenna downtilt is studied and for the cases where the main beams hit the
ground at 0.9 and 0.33 times the ISD. To this end, a multi-cellular simulation environment
with an ISD of 500 m is used and terminals are placed on the same positions as in the
testbed, which is shown in Figure 2.5. Independent channels are generated for the HHI,
TUB and T-Labs links by using the channel model as in (3.1) to (3.3) and parameters
listed in Table 3.2. Based on that synthetic channels, evaluation of the RMS delay spread
by equation (3.10) and the 95% excess delay is performed over 5000 independent and
identically distributed (i.i.d.) multi-cell channel realizations. Finally, the ISD is increased
and the delay statistics are predicted by the model using the same parameters.
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Figure 3.3: RMS delay spread measurements. The main beam of antennas meets the
ground at a distance of 0.9 times the inter-site distance.

Table 3.2: Model parameters extracted from measurement
Model parameter Estimated Values (HHI/TUB/TLabs)
Average path gain (G1) 107.4 / 126.9 / 106.6 [dB]
Path loss exponent (γ) 2.0 / 6.3 / 3.0
Median of τRMS (T1) 0.4 / 0.3 / 0.3 [µs]
Exponent ε 0.5 / 0.2 / 0.2
Variance σx 5.5 / 7.8 / 6.9 [dB]
Variance σy 1.7 / 1.8 / 1.5 [dB]
Correlation coefficient (ρ) -0.7 / -0.3 / -0.6

All parameters estimated from measurements, which are needed in the channel model,
are listed in Table 3.2. It is mentioned that measurements from positions closer than
210 m to the BS were excluded from the evaluation. At these positions, large propagation
delays due to multiple reflexions on surrounding buildings were observed, while the direct
signal was attenuated by the transmit antenna pattern. Such critical effects could only be
captured by a 3D channel model and were thus excluded here.
In Figure 3.3, a geographic map including results for the RMS delay spread is shown for

an antenna downtilt where the main beam hits the ground at 0.9 times ISD. Figure 3.4
and Figure 3.5 show the 95% excess delay for an antenna downtilt of 0.9 and 0.33 times
ISD, respectively.
Figure 3.6 illustrates the cumulative distribution function (CDF) of the RMS delay

spread (τRMS) for the multi-cell channel. The black curve shows the measured values for
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Figure 3.4: Multi-cell 95% excess delay measurements. The main beam of antennas meets
the ground at a distance of 0.9 times the inter-site distance.

a 0.9 times ISD antenna downtilt, while the blue curve for 0.33 times ISD. These values
have been taken from the route shown in Figure 3.3. It is observed that by tilting the
antennas to smaller fractions of the ISD, significantly smaller RMS delay values can be
realized. The illuminated region in the cell is then more close to the BS and scattered
signals have less delay. The statistics shown by the dashed red line are for measurement
points with a distance larger of 210 m to the base stations, and are mostly due to the
overlap region covered jointly between the three sites in the central area of the campus.
The numerical evaluation of the parameterized model leads to solid red line in Figure 3.6,
which is actually not far from the measured (dashed) line in the same area. These results
indicate that the parameterization of Greenstein’s model is valid for the overlap region
between the cells, where the most interference occurs.
Figure 3.7 illustrates the CDF of the 95% excess delay (τ95), i.e. the 95-percentile of the

cumulative PDP, which limits the signal-to-interference ratio (SIR) contribution of the ISI
to 13 dB. These values refer to Figure 3.4 and Figure 3.5 for the two different down tilts.
For the same measurement and simulation scenario as for the RMS delay spread evaluation,
results yield similar observations. The model predicts the expected delay parameters quite
precisely, only slightly more optimistic.
Finally, we use the (parameterized and validated) model for predicting the delay statistics

for larger ISD. Channel parameters from Table 3.2 and uniform user allocation is assumed
within the region defined by the three BSs. Figure 3.8 and Figure 3.9 illustrate the RMS
delay spread and the 95% excess delay, respectively, for an ISD of 500, 1000 and 1732 m
(maximum distance according to 3GPP [31]). It can be observed that even for the largest
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Figure 3.5: Multi-cell 95% excess delay measurements. The main beam of antennas meets
the ground at a distance of 0.33 times the inter-site distance.

ISD used in LTE-A simulation assumptions, the 95% excess delay exceeds the short CP
length of 4.7 µs in LTE-A in less than 5% of the cases.

3.5 Summary of Chapter 3

In this chapter, Greenstein’s statistical channel model was extended for covering broadband
joint transmission from geographically distributed base stations. Data from multi-cellular
channel measurements were used for verifying and parameterizing the model. The model
was verified in terms of RMS delay spread and 95% excess delay. Despite of using a 2D
model in a 3D setup, it predicts the channel delay parameters in the multi-cell case quite
precisely at least at larger distances from the base stations. Close to the base stations,
however, we observe deviations from the predicted statistics if the downtilt is set in a
way that the main beam touches the ground at 0.9 times the inter-site-distance (small
downtilt).
The impact of antenna downtilt on the channel delay statistics was studied and it was

found that when using a larger downtilt, significantly smaller channel delay spreads can
be realized. With a larger downtilt set to 0.33 times the ISD, the overall delay statistics is
mostly due to the overlap region covered jointly between adjacent sites, where the model
is more appropriate.
Finally, larger ISDs were considered and the delay statistics were predicted by using the

developed model. Results indicated that base station cooperation in LTE-A is feasible for
larger distances up to 1.7 km between the sites without violating the short cyclic prefix.
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Figure 3.8: Predicted multi-cell RMS delay spread (τRMS) for larger inter-site-distances
and uniform user allocation between the base stations.
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4 Synchronization Impairments in
OFDM-based CoMP

In this chapter, an exact signal model is established for multi-user multi-cellular cooperative
networks that use orthogonal frequency division multiplexing (OFDM) for the air interface,
describing the joint effect of multiple carrier and sampling frequency offsets. From there
it is shown that the impact of the sampling offsets is negligible compared to the impact of
the offsets in carrier frequency. The model is extended for studying the downlink of base-
coordinated networks with zero-forcing precoding. Closed-form expressions are derived for
the mean power of a mobile users’ self-signal, inter-user and inter-carrier interferences, from
which it is shown that inter-user interference is the main source of signal degradation. The
resulting signal-to-interference ratio (SIR) is inverse to the frequency offsets’ variance and
to the square of time since the last precoder update, whereas it grows with the number of
cooperating base stations and drops with the number of jointly served users. An SIR upper
bound is also derived, which can be approached by appropriate user selection. It is further
shown that the effect of synchronization impairments can be modeled by an equivalent
channel error, for which analytical mean square error (MSE) expressions are derived.
Regarding the synchronization requirements of coordinated base stations, it is found

that for a cluster of 7 base stations serving jointly 6 single-antenna terminals and attaining
10 ms after the latest precoder update an average SIR of 25 dB, high quality oven-controlled
crystal oscillators (OCXOs) are needed. For attaining this required accuracy, system design
recommendations are provided, such as using GPS and network-based synchronization
solutions, which are described here.

Introduction

Base station cooperation, also known as coordinated multi-point (CoMP), is an ambitious
multiple-antenna technique, where antennas of multiple distributed base stations and those
of multiple terminals served within those cells are considered as a distributed multiple-
input multiple-output (MIMO) system [36, 52, 53]. In the downlink, also known as joint
transmission (JT) CoMP, signal pre-processing at the base stations is applied to eliminate
the inter-cell interference and to enhance the spectral efficiency. In the simplest case, data
symbols are precoded with the pseudo-inverse of the MIMO channel matrix; this method
is known as zero-forcing (ZF) precoding [49]. Using ZF precoding, system performance
becomes close to optimal in the high signal-to-noise ratio (SNR) regime, as shown in [55].
Deployment concepts for JT CoMP and field trial results have been reported in [67],
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4 Synchronization Impairments in OFDM-based CoMP

whereas recent progress can be found in [65] and [66]. The role of CoMP and integration
aspects into next generation cellular systems are highlighted in [87]. Finally, an overview
on cooperative communications can be found in [68].

The combination of MIMO techniques with OFDM has been a successful concept for
broadband cellular networks and has enabled a significant increase of the spectral efficiency
during the last years [34,56]. However, it quickly became clear that precise synchronization
is vital for realizing the potential of MIMO-OFDM systems. It is known from [88] that
the carrier frequency offset (CFO) causes inter-carrier interference (ICI) as well as a phase
drift on all OFDM subcarriers, known as common phase error (CPE). The sampling
frequency offset (SFO) is also a source of ICI, and implies a phase drift that grows linearly
with frequency, thus affecting each subcarrier differently. Accurate maximum-likelihood
(ML) tracking algorithms have been developed and optimized for single-user point-to-point
MIMO-OFDM in [30], whereas synchronization for multi-user MIMO within one cell has
been studied in [89]. For the OFDM-based multi-user uplink, a signal model and CFO
compensation techniques have been developed in [90]. Analysis of the joint effect of the
receivers’ CFO and SFO in the multi-user MIMO downlink has been provided in [91], with
the transmitter being perfectly synchronized.

Considering distributed JT CoMP, cooperative base stations are located at different
sites, which implies that their frequency up- and down-converters are driven by their own
local oscillators, while sampling frequencies also differ among them. Signal modeling of
JT CoMP with individual offsets in carrier and sampling frequencies in [92] revealed that
orthogonality between multiple users’ data signals is misaligned and inter-user interference
(IUI) arises. First insights into the performance degradation were obtained by numerical
evaluation. In chapter 8 of [93], the sensitivity of CoMP to the CFO was analyzed for
a scenario with two cooperating base stations. Similar observations have been reported
in [94] and [95], whereas methods for estimating multiple CFOs based on training signals
have been developed in [96]. The problem of non-synchronized cooperating base stations
has been also investigated in [97–99], where, the focus has been on how to estimate and
compensate the multiple CFOs. In [100], propagation delay differences were also included
for transmissions from distributed base stations with multiple CFOs. In [101], a scheme for
synchronizing base stations has been proposed, based on a time-slotted round-trip carrier
synchronization protocol. The implementation of Global Positioning System (GPS)-based
synchronization for distributed base stations in an outdoor testbed has been reported by
the authors in [102]. More recently, an over-the-air synchronization protocol has been
proposed in [103], which is also applicable for networks with a large number of access
points. A survey on physical layer synchronization for distributed wireless networks can
be found in [104].

A first objective of the present chapter is to investigate the synchronization requirements
for base-coordinated multi-cellular MIMO networks. A major contribution of this work is
the derivation of an exact signal model capturing the joint effect of multiple CFOs and
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4.1 MIMO-OFDM signal model with carrier and sampling frequency offsets

SFOs at transmitters and receivers in a MIMO-OFDM system and over the time. Based on
this model, it is shown that the impact of the SFO is negligible compared to the one of the
CFO. Application of the model to the distributed CoMP downlink with ZF precoding leads
to analytical closed-form expressions for the mean power of the users’ self-signal, inter-user
and inter-carrier interferences. It is found that the inter-user interference is the dominant
source of signal degradation and that synchronization requirements for cooperating base
stations are very high, compared to the ones in single-cell transmission. The mean SIR is
analyzed and is approximately found to degrade quadratically with time and to be inversely
proportional to the variance of the base stations’ CFO. The SIR further grows with the
number of base stations and drops with the number of users. In addition to the SIR analysis
for the Rayleigh fading channel, an SIR upper bound is derived, which can be approached
by appropriate user selection. Finally, recommendations for practical synchronization of
distributed wireless networks are given.
The rest of the chapter is organized as follows. In Section 4.1, a general signal model

for a MIMO-OFDM communication system in the presence of multiple CFOs and SFOs is
derived. In Section 4.2, the model is applied to the CoMP downlink and expressions are
derived for mobile users’ self-signal, inter-user and inter-carrier interferences. Analysis in
Section 4.3 leads to closed-form expressions for the mean power of the above signals and
the resulting SIR. The system performance is evaluated analytically and verified by means
of simulations in Section 4.4. Synchronization requirements are established and practical
methods to fulfill them are discussed in Section 4.6. Finally, conclusions are summarized
in Section 6.1.

4.1 MIMO-OFDM signal model with carrier and sampling
frequency offsets

Ti fi Tj

Baseband
processing

fj

Baseband
processing

Transmitter Receiver

D/A     A/D

Figure 4.1: Single-link system where transmitter and receiver have individual sampling
periods Ti and Tj for digital-to-analog and analog-to-digital conversion and
individual carrier frequencies fi and fj for up- and down-conversion.

In the following, a distributed MIMO network is considered with an arbitrary number
of antenna branches at every base station and at every user. The cellular network uses
OFDM for the air interface, with Ns subcarriers, which are indexed with k in the range
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{−Ns
2 , . . . , Ns2 − 1

}
. An entire OFDM symbol is Ng samples long, equal to Ns samples plus

the number of samples of the cyclic prefix. Integer n indexes successive OFDM symbols
and is hence a measure of time.

Each base station and each mobile are assumed to have their own carrier and sampling
frequency, within typical ranges. The total number of transmit branches is Nt. Each
transmit branch (can be a base station in the downlink or a user in the uplink), denoted by
subindex i, has its individual sampling period Ti, carrier frequency fi and respective initial
phase parameters τi and ϕi. In Figure 4.1, it is shown for a point-to-point transmission
how sampling and carrier offsets misalign analog-to-digital and digital-to-analog conversion,
as well as frequency conversion, respectively. The corresponding receiver parameters are
denoted as Tj , fj , τj and ϕj , while symbol  is used for

√
−1. The digital modulation

of subcarrier k on transmit branch i is represented by the complex-valued symbol Xi(k).
Due to different sampling timings between transmit branches of different base stations
(downlink) or among mobile users (uplink), the inter-carrier spacing is transmit-branch-
specific and measures δi = (NsTi)

−1 Hertz. The ideal carrier frequency is denoted by fc and
the ideal sampling period with T . For any transmitter or receiver, its CFO and SFO are
defined as the deviation from the ideal carrier frequency and sampling period, respectively.
The complex baseband-equivalent frequency response of the passband channel between
transmitter i and receiver j at frequency f is denoted by Hji(f). It includes frequency-flat
path loss and shadow fading as well as frequency-selective small-scale fading.

By following similar arguments as the ones leading to equation (8) in [30], and by consid-
ering the clarification in [105], i.e. corrections in magnitude in order to keep signal energies
consistent, it is found that the spectrum of the OFDM signal observed at any given receive
branch j has the form

Yj(f) = Uj(f, k) + Ūj(f, k) +Nj(f), (4.1)

where Uj(f, k) represents the continuous-frequency spectrum of the received multi-user
signal at receive antenna j for transmitted subcarrier k (on-carrier signal). It is noted
that Ūj(f, k) is the received spectrum of the multi-user signal of all other subcarriers
ν 6= k, i.e. the multi-user ICI (it is arbitrary which subcarrier is designated as k, but our
analysis requires to single out one of them). The additive white Gaussian noise (AWGN)
contributed by the front-end of receive antenna j is denoted by Nj(f). The above terms
are given by

Uj(f, k) = Tj

Nt∑
i=1

e(ϕj−ϕi)βji(f, k)

·Xi(k)Hji(kδi + fi − fc), (4.2)
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Ūj(f, k) = Tj

Ns
2
−1∑

ν=−Ns
2

ν 6=k

Nt∑
i=1

e(ϕj−ϕi)βji(f, ν)

·Xi(ν)Hji(νδi + fi − fc), (4.3)

with

βji(f, k) = e−2π(fj−fi)(nNgTj+τj)

·e−2πkδi(nNgTi+τi−nNgTj−τj)

·e−π(f+fj−fi−kδi)Tj(Ns−1) (4.4)

· sin[π(f+fj−fi−kδi)TjNs]
sin[π(f+fj−fi−kδi)Tj ] .

The exponential terms in (4.4) are phase shifts due to carrier and sampling frequency
misalignment, while the fractional term describes the loss of orthogonality among OFDM
subcarriers, causing a leakage of the signal transmitted on subcarrier k. Note thatHji(kδi+

fi − fc) expresses the channel at the frequency of subcarrier k plus a shift due to the
transmitter’s SFO and CFO.
The model given by (4.1) through (4.4) makes no assumption about the synchronization

among branches and it is general for any MIMO-OFDM communication, also including
cellular networks with base station cooperation. It describes how successive OFDM sym-
bols are degraded under constant and uncompensated CFOs and SFOs as time goes by, i.e.
OFDM symbol index n grows. The CFO must be smaller than half of a subcarrier spacing.
For typical mobile receivers this implies that an earlier coarse frequency synchronization
stage has been succeeded, which we assume henceforth. Regarding SFO, the expressions
are valid well beyond the typical range specified for SFO in commercial OFDM systems.
It is to be noted, however, that for a given SFO, the FFT window of each receiver branch
does eventually drift away to a point at which inter-symbol interference (ISI) arises between
OFDM symbols. From that point on, severe degradation ensues and the model stops being
valid. It is also implicit in our model that OFDM symbol timing has been acquired in a
prior stage. The result assumes that the time dispersion of all the MIMO channel impulse
responses, also from distributed base stations and mobile users, is shorter than the OFDM
cyclic prefix in use.
Returning to the model, it can be observed in (4.2) and (4.3) that the phase offsets due

to τi, τj , ϕi and ϕj may be considered, without loss of generality, as part of the channel.
It follows that we may choose τi = 0, τj = 0, ϕi = 0 and ϕj = 0. We also point out that
in a practical implementation, for the j-th OFDM receiver branch, the output of its FFT
corresponds to a sequence of samples of Yj(f) taken at frequencies f = l

NsTj
= lδj , where l

is the subcarrier index (−Ns
2 ≤ l ≤

Ns
2 − 1) and δj is the receiver-side inter-carrier spacing.

Note that l points to a slightly different frequency at each receive branch due to the different
SFO, and generally also to a different frequency than pointed at by index k at the various
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transmit branches i. Imposing the above conditions on (4.2) and (4.3), and focusing on
an arbitrary received subcarrier l = k, we obtain the following discrete-frequency signal
model:

Yj(k) = Uj(k) + Ūj(k) +Nj(k), (4.5)

with

Uj(k) =

Nt∑
i=1

βji(k, k)Xi(k)Hji(k), (4.6)

Ūj(k) =

Ns
2
−1∑

ν=−Ns
2

ν 6=k

Nt∑
i=1

βji(k, ν)Xi(ν)Hji(ν), (4.7)

βji(k, ν) = e−2πnNgTj(fj−fi) (4.8)

·e−2πnNgνδi(Ti−Tj)

·e−π
Ns−1
Ns

[(
k−ν

Tj
Ti

)
+(fj−fi)TjNs

]

· 1

Ns

sin
[
π
(
k−ν

Tj
Ti

)
+π(fj−fi)TjNs

]
sin
[
π
Ns

(
k−ν

Tj
Ti

)
+π(fj−fi)Tj

] ,
and with Nj(k) the receiver-side AWGN, of power N0δj . Note that in (4.6) and (4.7) we
have approximated and defined Hji(kδi + fi− fc) ≈ Hji(kδi)

∆
= Hji(k), because |fi− fc| is

assumed to be much smaller than the coherence bandwidth of the channel.

In practical system implementation, the carrier and sampling frequency clocks of a trans-
mitter or receiver are derived from the same reference, i.e. from the same local oscillator.
Thus, for the product of an arbitrary ith carrier frequency and sampling period fi ·Ti

∆
= κ,

it holds that κ � 1, as the (ideal) carrier frequency fc is two to three orders of magni-
tude larger than the (ideal) sampling frequency 1/T . The constant κ depends only on the
system and hardware design and is independent of i.

Considering this relationship in (4.8), it is straightforward to see that the exponent
in the expression’s second line, which captures the SFO effect on βji(k, ν) and which is
maximized for ν = Ns, still remains κ times smaller than the exponent in the first line
capturing the CFO effect. Similar findings can be observed from comparing the influence
of SFO with the one of the CFO onto the terms in the third and the fourth line of (4.8).
Thus, it can be safely said that the impact of the SFO on βji(k, ν) is significantly weaker
than the impact of the CFO, when using the same oscillator reference for both, at each
individual transmitter and receiver.

The derivations up to here have been presented including both CFO and SFO for the sake
of completeness, as well as for further reference. Expressions (4.5) through (4.9) provide
the exact signal model, which characterizes the joint effect of multiple CFOs and SFOs over
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4.2 Precoded multi-cell downlink signal model

consecutive OFDM symbols in MIMO transmissions and is one important contribution of
this work. However, beyond signal modeling, this work further aims to identify the major
degradation sources, analyze the performance degradation and determine from there the
actual system requirements. To this end, in the following we focus on the CFO and neglect
the SFO, by assuming ideal sampling for all transmitters and receivers. With Ti = Tj = T ,
(4.8) becomes

βji(k, ν) = e
−2π

[
(fj−fi)tn+Ns−1

2Ns
(k−ν)

]
· 1

Ns

sin[π(k−ν)+π(fj−fi)TNs]
sin
[
π
Ns

(k−ν)+π(fj−fi)T
] , (4.9)

The discrete time variable tn
∆
= (nNg + Ns−1

2 )T has been defined for convenience and is
measured in seconds.
Expressions (4.5) to (4.9) provide the discrete-frequency signal model for a MIMO-

OFDM communication system in the presence of multiple CFOs and SFOs as a function
of time, and will be used in the following section.

4.2 Precoded multi-cell downlink signal model

Now we specialize the model obtained in Section 4.1 to the CoMP downlink including joint
precoding of the data signals. Here, the required channel state information (CSI) for the
precoder calculation is estimated either at the base stations or at the terminals and fed
back to the base stations, depending on whether time division duplex (TDD) or frequency
division duplex (FDD) is used. For distributed base stations, coordination by means of a
backhaul network is considered, which enables fast exchange of data and CSI.
It is to be noted that channel estimation errors and CSI delays due to the feedback

and the backhaul network are not considered in this work. Their effect on JT CoMP is
important and might even overwhelm the effects of imperfect synchronization, which we
are analyzing here. A distinct analysis by the authors which includes the effect of imperfect
channel knowledge and derives the resulting performance limitations can be found in [106].
We will therefore assume here that perfect knowledge of the downlink multi-cell multi-user
MIMO channel matrix is available at the base stations and is used for real-time precoding
of the downlink signals. As already mentioned in Section 4.1, residual phase terms due
to CFOs and SFOs are also considered as part of the (perfectly estimated) channel. We
consider Nu users, equipped with single-antenna terminals, which are jointly served by
Nb coordinated antenna branches among all base stations forming the cooperation cluster.
There is no exchange of information between mobile users and out-of-cluster transmission
is not considered in our model.
Transmissions are precoded on each OFDM subcarrier k with the right-hand pseudo-

inverse of the Nu×Nb downlink MIMO channel matrix H(k) for that subcarrier, given by
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4 Synchronization Impairments in OFDM-based CoMP

W(k) = HH(k)[H(k)HH(k)]−1. (4.10)

The inverse is of size Nb×Nu and we assume it exists for Nb > Nu. Note that this condition
can be met in practice by appropriate user selection and clustering of base stations, which
is thereby assumed.

Next, consider S(k) to be anNu×1 vector that contains the complex-valued data symbols
su(k) to be transmitted to the Nu users on subcarrier k. Then, the Nb × 1 vector X(k)

of precoded symbols Xb(k) to be transmitted on subcarrier k by the Nb base stations is
X(k) = W(k)S(k), where elements are given by

Xb(k) =

Nu∑
u=1

wbu(k)su(k), (4.11)

and wbu(k) are the elements of W(k). Transmitter index i has been replaced with b to stress
that from here on, transmitters are base stations. Imposing the expression of the precoded
symbol (4.11) into Uj(k) given by (4.6), we obtain the on-carrier signal on subcarrier k of
user j, given by

Uj(k) = šj(k) + s̄j(k), (4.12)

with

šj(k) = sj(k)

Nb∑
b=1

βjb(k, k)Hjb(k)wbj(k) (4.13)

and

s̄j(k) =

Nu∑
u=1
u6=j

su(k)

Nb∑
b=1

βjb(k, k)Hjb(k)wbu(k). (4.14)

Above, an arbitrary user j has been singled out in (4.13) from the remaining users. Thus,
šj(k) represents the self-signal, while s̄j(k) represents the IUI observed by user j, given by
(4.14). This interference is due to the loss of orthogonality of the precoded transmission
to multiple users, caused by synchronization impairments. Imposing (4.11) into Ūj(k) in
(4.7), we obtain the ICI on subcarrier k of user j, given by

Ūj(k) =

Ns
2
−1∑

ν=−Ns
2

ν 6=k

Nu∑
u=1

su(ν)

Nb∑
b=1

βjb(k, ν)Hjb(ν)wbu(ν). (4.15)

Our complete discrete-frequency CoMP downlink signal model is then

Yj(k) = šj(k) + s̄j(k) + Ūj(k) +Nj(k), (4.16)

with šj(k), s̄j(k) and Ūj(k) given by (4.13), (4.14) and (4.15), respectively, and Nj(k) the
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4.3 Analysis of signal and interference powers

AWGN of power N0δj . It is noted that the model of Section 4.2 is valid independently if
using for βji(k, ν) the exact expression (4.8) or its simplification (4.9), where the SFO is
neglected.
Signal model (4.16) can be expressed also in matrix notation as

Yj(k) = Hj(k)Bj(k, k)W(k)s(k)︸ ︷︷ ︸
Uj(k)

+

Ns
2
−1∑

ν=−Ns
2

ν 6=k

Hj(ν)Bj(k, ν)W(ν)s(ν)

︸ ︷︷ ︸
Ūj(k)

+Nj(k), (4.17)

where the Nb × Nb diagonal matrix Bj(k, ν) = diag
(
βj1(k, ν), ..., βji(k, ν), ..., βjNb(k, ν)

)
captures the effect of imperfect synchronization between the observed user j and its Nb

serving base stations. The 1 × Nb channel vector is denoted by Hj(ν). From (4.17) it
is evident that for ν = k, matrix Bj(k, k) violates the inverse relationship between the
channel and the precoder, which is the origin of the inter-user interference.

4.3 Analysis of signal and interference powers

The following section contains an in-depth analysis of the impact of synchronization im-
pairments onto the performance. It is organized as follows: first, we study the power of
a user’s self-signal (useful signal) and then the IUI and ICI. Next, we show that ICI is
small compared to IUI and provide analytical expressions for the mean SIR. Finally, we
highlight the value of user selection and show its impact onto the performance.
Conceptually, the rise of IUI and ICI due to imperfect synchronization can be understood

as a dispersion of the energy allocated on a specific subcarrier of a specific user to other
users (IUI) and to other subcarriers (ICI). This implies a drop of the self-signal power
and a rise, on that user and that subcarrier, of the power of IUI and ICI from other
users’ and other subcarriers’ losses. In what follows, we proceed under the assumption
that data symbols are statistically independent between users and across subcarriers, i.e.
E {sj(k)s∗u(ν)} = Esδjuδkν , where E {·} denotes the expectation operator, Es the mean
energy per data symbol and δxy the Kronecker delta between x and y.

4.3.1 Power of the user’s self-signal

Since there is statistical independence between data symbols, channel coefficients and syn-
chronization parameters, the mean power of the user’s self-signal (4.13) is

E
{
|šj |2

}
= Es

Nb∑
b1=1

Nb∑
b2=1

E
{
βjb1β

∗
jb2

}
E
{
Hjb1wb1jH

∗
jb2w

∗
b2j

}
, (4.18)
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4 Synchronization Impairments in OFDM-based CoMP

where subcarrier index k has been omitted for simplicity of notation and cross-terms equal
to zero have been already disregarded.

In a first step, we analyze E{βjb1β∗jb2}, which appears in (4.18). Using therefore ν = k

in (4.9) and replacing transmitter index i with base station index b, we reach

βjb =
1

Ns
· e−2π(fj−fb)tn · sin[π(fj−fb)TNs]

sin[π(fj−fb)T ] , (4.19)

which does not depend on the subcarrier index k. By noting that |fj − fb| � 1
T , we can

safely say that the argument x = π(fj − fb)T of the sin(x) in the denominator of the
fraction on the right-hand side of (4.19) is very small. The same term also appears in the
exponential term, and both multiplicative terms in (4.19) are close to one. But, comparing
the magnitude deviations from unity, we see that for typical synchronization parameters∣∣∣1− 1

Ns

sin(Nsx)
sin(x)

∣∣∣� ∣∣1− e−(2.14n+1)Nsx
∣∣ (this results for Ns � 1 and a cyclic prefix equal to

0.07Ns [31]). In absolute terms, we can further use the first order Taylor series expansion
1
Ns

sin(Nsx)
sin(x) ≈ 1 and reach

βjb1β
∗
jb2 ≈ e

−2π(fj−fb1 )tn · e2π(fj−fb2 )tn = e2π(fb1−fb2 )tn . (4.20)

It is interesting to observe that the power of the exponential term, as approximated in
(4.20), depends on the difference between the base stations’ carrier frequencies. The power
loss effect of the symbol transmitted on subcarrier k, which is the generating factor of ICI,
depends on both the CFOs of the base stations and of the mobile users. The effect has
been neglected here due to its relatively small role compared to the one of the exponential
term, will be however thoroughly analyzed in Section 4.3.2.

For transmission from one base station, i.e. for case b1 = b2, it is immediate that
(4.20) equals one. For b1 6= b2, it is reasonable to assume that different base stations’
carrier frequencies fb1 and fb2 are statistically independent, which allows for expressing
the expectation of (4.20) as a product of two terms, each depending on one base station’s
CFO:

E
{
βjb1β

∗
jb2

}
= E

{
e2π(fb1−fc)tn

}
· E
{
e−2π(fb2−fc)tn

}
. (4.21)

By assuming further that the CFOs are identically distributed, the second term of the
right-hand side in (4.21) is the complex-conjugate of the first one, hence (4.21) can be
developed as

E
{
βjb1β

∗
jb2

}
=
∣∣∣E {e−2π(fb−fc)tn

}∣∣∣2 =

∣∣∣∣∫ p(fb−fc)e
−2π(fb−fc)tnd(fb − fc)

∣∣∣∣2 , (4.22)

where p(fb−fc) denotes the probability distribution function (pdf) of the CFO (fb − fc)
and is independent on index b. It is to be noted that the integral in (4.22) is a Fourier
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transform of the CFO’s pdf. Hence, we can write

E
{
βjb1β

∗
jb2

}
=

{
1, b1 = b2
|Fp(tn)|2, b1 6= b2

, (4.23)

where Fp(·) denotes the Fourier transform of p(fb−fc) and is here a function of time. For
being a characteristic function, i.e. the Fourier transform of a pdf, it is guaranteed that
|Fp(tn)| ≤ 1 (see [107]), which means that the power of the user’s self-signal (4.18) drops
under imperfect carrier synchronization conditions.

Result (4.23) can be used for developing (4.18) further by separating the sum over b2
into the cases b2 = b1 and b2 6= b1:

E
{
|šj |2

}
= Es ·

Nb∑
b=1

E
{
|Hjbwbj |2

}
+ Es · |Fp(tn)|2 ·

Nb∑
b1=1

Nb∑
b2=1
b2 6=b1

E
{
Hjb1H

∗
jb2wb1jw

∗
b2j

}

= Es ·
(
1− |Fp(tn)|2

)
·
Nb∑
b=1

E
{
|Hjbwbj |2

}
+ Es · |Fp(tn)|2 ·

Nb∑
b1=1

Nb∑
b2=1

E
{
Hjb1H

∗
jb2wb1jw

∗
b2j

}
. (4.24)

The double sum in the last line in (4.24) can be formulated as

Nb∑
b1=1

Nb∑
b2=1

E
{
Hjb1H

∗
jb2wb1jw

∗
b2j

}
=

Nb∑
b1=1

E {Hjb1wb1j} ·
Nb∑
b2=1

E
{
H∗jb2w

∗
b2j

}
,

which, by considering the ZF condition

Nb∑
b=1

Hjbwbu = δju (4.25)

is found equal to 1. Thus, (4.24) can be written as

E
{
|šj |2

}
= Es

[
1−

(
1− |Fp(tn)|2

)
KU

]
, (4.26)

where we defined KU = 1 −
∑Nb

b=1 E
{
|Hjbwbj |2

}
. Note that (4.25) cannot be applied

to the sum terms in the first and third line of (4.24) because of the power index. The
constant KU depends on the precoder and the channel statistical properties. As shown
in Appendix 7.2.1 for ZF precoding, given a channel matrix with Nb > Nu and complex
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4 Synchronization Impairments in OFDM-based CoMP

Gaussian independent and identically distributed (i.i.d.) entries (Rayleigh fading channel),
with zero mean and variance σ2

h, KU can be approximated as

KU ≈ 1− 1

Nb −Nu
. (4.27)

If we further consider the case in which the CFOs of the base stations are Gaussian i.i.d.
with zero mean and variance σ2

f , the Fourier transform in (4.23) becomes

|Fp(tn)|2 = e−4π2σ2
f t

2
n ≈ 1− 4π2σ2

f t
2
n, (4.28)

where the first order Taylor series expansion e−x ≈ 1 − x has been used. Is to be noted
that this approximation is accurate for typical values of σf and tn. Using approximations
(4.27) and (4.28), we can formulate the mean power of the user’s self-signal (4.26) as

E
{
|šj |2

}
≈ Es

[
1− 4π2σ2

f t
2
n ·
(

1− 1

Nb −Nu

)]
, (4.29)

from where we see that it decreases linearly with the base stations’ CFO variance and
quadratically with time. Result (4.29) also shows that the mean power of the self-signal
grows with the number of base stations and drops with the number of users. It is notewor-
thy that for Nu = Nb − 1, the mean power of the self-signal remains constant. However,
this should not be used as a system design rule, as for determining the system performance,
the degradation due to IUI and ICI must be considered as well.

4.3.2 Power of the inter-user interference

The derivation of the mean power of the IUI (4.14) follows similar steps as the ones in
Section 4.3.1 above. Concretely:

E
{
|s̄j |2

}
= Es ·

Nu∑
u=1
u6=j

Nb∑
b1=1

Nb∑
b2=1

E
{
βjb1β

∗
jb2

}
· E
{
Hjb1wb1uH

∗
jb2w

∗
b2u

}
, (4.30)

and noting that in this case always j 6= u in (4.25), we find that

E
{
|s̄j |2

}
= Es

(
1− |Fp(tn)|2

)
KIUI, (4.31)

where KIUI =
∑Nu

u=1
u6=j

∑Nb
b=1 E

{
|Hjbwbu|2

}
. If all users undergo identical channel statistics,

KIUI simplifies to KIUI = (Nu − 1) ·
∑Nb

b=1 E
{
|Hjbwbu|2

}
, whereas using the results of

Appendix 7.2.1 for the Rayleigh fading channel and Nb > Nu, we find

KIUI ≈
Nu − 1

Nb −Nu
. (4.32)
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Using (4.32) and (4.28) in (4.31), we obtain

E
{
|s̄j |2

}
≈ Es · 4π2σ2

f t
2
n ·

Nu − 1

Nb −Nu
. (4.33)

Result (4.33) reveals that the IUI power grows linearly with the base stations’ CFO variance
and quadratically with time. Using more base stations decreases the IUI power, while
adding more users results in increasing it. Due to the approximation used in (4.20), it can
be said that the impact of the mobile users’ CFO onto the IUI power level is less significant
than the impact of the base stations’ CFOs.

4.3.3 Power of the inter-carrier interference

Following similar steps as before, now for (4.15), the mean power of the ICI is

E
{
|Ūj(k)|2

}
= Es·

Ns
2
−1∑

ν=−Ns
2

ν 6=k

Nu∑
u=1

Nb∑
b1=1

Nb∑
b2=1

E
{
βjb1(k, ν)β∗jb2(k, ν)

}
·E
{
Hjb1(ν)wb1u(ν)H∗jb2(ν)w∗b2u(ν)

}
.

(4.34)
Assuming identical channel statistics for all subcarriers, the last term in (4.34) does not
depend on subcarrier index ν and becomes E

{
Hjb1wb1uH

∗
jb2
w∗b2u

}
, already seen in Sec-

tion 4.3.1 and Section 4.3.2. For convenience we define

Ns
2
−1∑

ν=−Ns
2

ν 6=k

E
{
βjb1(k, ν)β∗jb2(k, ν)

} ∆
=

{
B1, b1 = b2
B2, b1 6= b2

, (4.35)

which is analyzed in Appendix 7.2.2. In (4.34), we separate the sum over b2 into the cases
b2 = b1 and b2 6= b1 as in (4.24) and obtain:

E
{
|Ūj(k)|2

}
= Es ·B1 ·

Nu∑
u=1

Nb∑
b=1

E
{
|Hjbwbu|2

}
+ Es ·B2 ·

Nu∑
u=1

Nb∑
b1=1

Nb∑
b2=1
b2 6=b1

E
{
Hjb1wb1uH

∗
jb2w

∗
b2u

}

= Es · (B1 −B2) ·
Nu∑
u=1

Nb∑
b=1

E
{
|Hjbwbu|2

}
+ Es ·B2 ·

Nu∑
u=1

Nb∑
b1=1

Nb∑
b2=1

E
{
Hjb1wb1uH

∗
jb2w

∗
b2u

}
. (4.36)
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We use the expressions for B1 and B2 in Appendix 7.2.2, which provide accurate approx-
imations for Gaussian distributed CFOs for the base stations and the mobile user j with
zero mean and variances σ2

f and σ2
f,j , respectively, and reach

E
{
|Ūj(k)|2

}
≈ Esπ

2

3δ2
·
(
σ2
f ·KICI + σ2

f,j

)
. (4.37)

Here, KICI =
∑Nu

u=1

∑Nb
b=1 E

{
|Hjbwbu|2

}
= KIUI −KU + 1 is a constant. For a Rayleigh

fading MIMO channel, we use in (4.37) the expression provided by Appendix 7.2.1 for KICI

and reach

E
{
|Ūj(k)|2

}
≈ Esπ

2

3δ2
·
(
σ2
f ·

Nu

Nb −Nu
+ σ2

f,j

)
. (4.38)

Expression (4.38) shows that the mean power of the user’s ICI can be split into two additive
parts: a first part depending on the base stations’ CFO variance, which is multiplied with
a weighting factor KICI according to the cluster size, and a second part depending on the
user’s own CFO. Furthermore, (4.38) reveals that the power of the ICI does not variate
with time and that it is inverse to the square of the OFDM subcarrier spacing.

4.3.4 ICI-to-IUI ratio and SIR

The relative magnitudes of the power terms derived so far in this section are analyzed next.
A simple expression for the mean ICI-to-IUI power ratio of a user j (an interference-to-
interference ratio, IIR) can be obtained from (4.33) and (4.38):

IIR =
E
{
|Ūj |2

}
E {|s̄j |2}

≈ 1

12δ2t2n
·
(

Nu

Nu − 1
+ ξ2Nb −Nu

Nu − 1

)
, (4.39)

with Nb > Nu ≥ 2 and ξ = σf,j/σf defined as the ratio between the standard deviations
of the user’s and the base stations’ CFOs. By replacing δ = (NsT )−1 and discrete time
tn = (1.07n+ 0.5)NsT (this results with Ns � 1 and a cyclic prefix equal to 0.07Ns [31]),
relation (4.39) becomes

IIR ≈ 1

12(1.07n+ 0.5)2
·
(

Nu

Nu − 1
+ ξ2Nb −Nu

Nu − 1

)
. (4.40)

It is interesting to observe that in the approximation (4.40), the IIR does not depend on
the OFDM system parameters, but only on the OFDM symbols index n.
Regarding the ratio ξ, it has been shown in [30] and [96] that mobile terminals attain

a carrier frequency accuracy, which is at least one order of magnitude below the accuracy
of typical base station oscillators used in Third Generation Partnership Project (3GPP)
Long Term Evolution (LTE) [31]. Assuming for instance ξ2 � 1, the first additive term in
(4.40) becomes much smaller than the second term, indicating that the terminals’ CFO is
the main source of ICI. Using ξ = 0, one can evaluate the IIR including only the ICI part
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due to the base stations’ CFOs; in this case, the ratio does not depend on the base stations’
CFOs at all. Using a more practical value of e.g. ξ = 10, the largest possible IIR after
n = 14 OFDM symbols (tn ≈ 1 ms), which occurs with Nu = 2 users given Nb = 7, equals
to −7.3 dB. The IIR drops quickly, down already to −27.3 dB for n = 140 (tn ≈ 10 ms).
These quantitive results show that for typical JT CoMP scenarios, the IUI dominates over
the ICI.

We will now neglect the ICI and define the mean SIR (self-user signal-to-IUI ratio) by
the ratio between (4.26) and (4.31):

SIR =
|Fp(tn)|2

(1− |Fp(tn)|2)KIUI
− 1

Nu − 1
. (4.41)

For a MIMO channel with i.i.d. Rayleigh fading entries (KIUI given by (4.32)) and for i.i.d.
Gaussian CFOs (|Fp(tn)|2 given by (4.28)), expression (4.41) can be simplified as

SIR ≈ 1

4π2σ2
f t

2
n

· Nb −Nu

Nu − 1
− Nb −Nu + 1

Nu − 1
. (4.42)

Expressions (4.41) and (4.42) are valid for Nb > Nu ≥ 2. Expression (4.42) reveals that for
ZF precoding, the mean SIR is in an approximately inverse relation to the base stations’
CFO variance and to the square of time. Furthermore, it is shown that the SIR grows with
the number of base stations and drops with the number of jointly served users.

4.3.5 The value of user selection in JT CoMP and an SIR bound

It has been shown in [63] that the SNR gains in JT CoMP is increased if a scheduler selects
the appropriate users to be jointly served on the same time and frequency resources. The
selection criteria are based on the rule that all users gain from the cooperation in the cluster,
compared to the case of non-coordinated transmission. Evaluated on a field scenario, the
resulting singular value statistics after such user selection was found to be comparable to
the one of a Rayleigh fading channel, fact that also relates to scenarios where users are
located close to the cell edge, i.e. in which gains through coordination are particularly
large.

Considering now an idealized scenario -from the precoding point of view- with orthogonal
channel vectors of equal power among the users, scenario which has been analyzed in [34]
and [55], an upper bound can be derived for the mean SIR using ZF precoding in JT
CoMP. Using the expression for KIUI as provided in Appendix 7.2.1 for Nb > Nu ≥ 2, we
obtain following expression:

SIRmax ≈
1

4π2σ2
f t

2
n

· Nb

Nu − 1
− Nb + 1

Nu − 1
. (4.43)
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The distance between (4.42) and (4.43) reveals the potential for SIR enhancement, if the
users’ selection process considers the orthogonality among their channel vectors.
It should be clarified at this point, that expressions (4.42) and (4.43) do not consider any

gains from resource allocation, the evaluation of which are not in the scope of this work.
In an orthogonal frequency division multiple access (OFDMA) system, each user can be
assigned a part of the spectrum in a way that his performance and the network performance
can be optimized, as known from [108] and also shown in [109] for the multi-user downlink.
The signal model given in Section 4.2 for the impaired OFDM-based JT CoMP is valid for

any OFDMA scheme. Using OFDMA in the downlink does not affect the signal structure
of a user’s received self-signal and the IUI. The ICI also has a same structure and statistical
properties, as typically data are transmitted on all subcarriers, which is recommended for
keeping frequency-flat distribution of the ICI power [88]. The degradation mechanisms due
to multiple CFOs and SFOs, as described in our model, will be the same for any system
using OFDM.
What indeed changes in OFDMA is the channel statistics for each user after resource

allocation. Therefore, if intended to evaluate the overall performance of a coordinated
multi-poin system using OFDMA, the general mean power expressions (4.26), (4.31) and
(4.37) would need to be evaluated for the actual users’ channel statistics. This procedure
practically implies a calculation of constants KU, KIUI and KICI.
In this section, the received power of a user was studied in relation to the interference

from other users and other subcarriers, in a multi-cell multi-user downlink with cooperative
base stations. Closed-form expressions and accurate approximations for all relevant terms
were derived. Moreover, it was demonstrated that inter-user interference has the most
relevant effect. Finally, the impact of the radio channel was investigated and analytical
SIR expressions were derived for zero-forcing precoding.

4.4 Evaluation and numerical validation

In this section, analytical results of Section 4.3 are evaluated and verified by simulations.
Based on those results, adequate requirements are determined for the base stations’ oscil-
lators in CoMP systems.
A JT CoMP scenario is considered, where a cooperation cluster of Nb = 7 base stations

transmits jointly by using zero-forcing precoding to Nu terminals on the same time and
frequency resource, with Nb > Nu ≥ 2. Out-of-cluster interference is not considered.
At time instant t = 0, the base stations receive an update of the downlink channel matrix

and compute a precoding matrix. This will be used during the following 10 ms, time at
which a new channel update will be obtained and a new precoder will be calculated. This
routine agrees with the current 3GPP LTE channel and precoder updating cycle [31]. As
already mentioned in Section 4.2, it is assumed that the radio channel is perfectly estimated
and available at the base stations at t = 0, whereas channel aging effects are not considered
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4.4 Evaluation and numerical validation

either. Between updating instants, the phase of the local base stations’ oscillators slowly
drift away from each other because of the individual frequency offsets with respect to the
ideal carrier frequency fc. As a consequence, self-signal drops, IUI grows and overall the
SIR drops with time. In a practical system, each user can use downlink pilot symbols to
estimate and equalize its own CFO and avoid ICI enhancement. However, mobiles cannot
stop the IUI from rising, because the degradation is caused jointly by all the misaligned
base station oscillators.
The accuracy of an oscillator, Osc, typical specified in parts per million (ppm) or parts

per billion (ppb), relates to the standard deviation of the resulting carrier frequency as σf =

Osc ·fc. The CFO variation over time is assumed to be slow enough to be considered static
with respect to the OFDM signaling and precoder updating timescale. Here, Gaussian
i.i.d. CFOs are randomly assigned to base stations and mobile users, all with zero mean
and standard deviations given by σf and σf,j , respectively.
Typical 3GPP LTE parameters are used, specified in [31]. The broadband OFDM signal

has Ns = 2048 subcarriers, separated by δ = 15 kHz. The length of the cyclic prefix is
144 samples, resulting in OFDM symbols with a length of Ng = 2192 samples. The ideal
carrier and sampling frequencies are fc = 2.65 GHz and 1

T = 30.72 MHz, respectively. The
energy per data symbol is set to Es = 1.
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Figure 4.2: Mean power of inter-user and inter-carrier interferences in a Rayleigh fading
channel. Here, 7 base stations serve 3 and 6 users, respectively. Analytical
results (4.33) and (4.38) are shown by lines, while markers show respective
numerical evaluations of (4.14) and (4.15).

Figure 4.2 depicts the mean power of the IUI and ICI over time passed from the last
precoder update (in logarithmic scale), for 3 and 6 mobile users, a base station oscillator
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4 Synchronization Impairments in OFDM-based CoMP

accuracy of 1 ppb and Rayleigh fading channel conditions. The curves illustrate analytical
results given by (4.33) and (4.38), whereas solid lines are used for depicting results for
3 users and dashed lines for 6 users, respectively. Markers show respective numerical
evaluations of the mean power of (4.14) and (4.15) over 103 independent realizations of the
MIMO channel matrix entries with σ2

h = 1 and of the bases’ CFOs. Regarding the ICI, two
scenarios are considered: a scenario with ξ = 0, i.e. perfectly synchronized mobile users in
order to evaluate solely the ICI due to the base stations’ CFOs (red) and a second scenario
with unsynchronized mobiles, with a CFO accuracy of an order of magnitude lower than
the one the base stations, i.e. ξ = 10 (black), where the total ICI is evaluated.

First of all, Figure 4.2 verifies the analytical expressions (including mathematical approx-
imations) by numerical means. It is further observed that the IUI grows approximately
with the square of time and that it increases with the number of users. Comparing the
mean power levels of IUI (blue curves) with the ICI, both caused by the base stations’
CFOs (red curves for ξ = 0), we see that independently of the number of users and for
typical feedback delays between 2 ms and 10 ms, the IUI lies between 40 dB to 50 dB
above the power of ICI. This clearly indicates that the IUI is significantly stronger than
the ICI caused by the base stations’ CFOs. Considering now the second scenario with
non-perfectly synchronized mobile users (ξ = 10), it can be observed that the part of the
ICI caused by the users’ CFO overwhelms the ICI caused by the base stations’ CFOs.
According to (4.38), the (dominant) ICI due to a mobile user’s CFO does not depend on
the number of served users, which is reflected in the fact that the black curves in Figure 4.2
evaluating the total ICI for ξ = 10 almost overlap for the cases of 3 and 6 users. It is also
interesting to observe that the IUI power level due to the cooperating base stations’ CFOs
is still around 20 dB to 30 dB (for 3 users) and 30 dB to 40 dB (for 6 users) higher than
the total ICI power, considering typical feedback delays between 2 ms and 10 ms. These
results clearly show that in the a cooperative network -even with typically non-perfectly
synchronized mobile users- the main interference source lies in the base stations’ CFOs.

Figure 4.3 and Figure 4.4 show the SIR over the time, as defined in (4.41), for Nb = 7

base stations serving jointly Nu = 3 and Nu = 6 mobile users, respectively, which is also
the highest possible number for the Rayleigh fading channel. The influence of the base
stations’ oscillator accuracy is evaluated, and the corresponding ICI is neglected as it is
significantly smaller than the IUI. Disregarding the ICI also means that the synchronicity
level of the mobile users is not relevant, as it does not contribute the the IUI.

For the Rayleigh fading channel, the analytical expression (4.42) is compared with the
ratio between the numerically evaluated mean power of (4.13) and (4.14) over 103 inde-
pendent channel and CFO realizations, which validates our analysis including the accuracy
of the mathematical approximations. Similarly, for the SIR upper bound expression, the
analytical expression (4.43) is compared with results from numerical evaluation. From Fig-
ure 4.3 it is seen that a degradation of the base station oscillators’ accuracy by one order
of magnitude increases the IUI and thus decreases the SIR by around 20 dB. Furthermore,

58



4.5 Model simplification and MSE analysis

Time (ms)
10-1 100 101

S
IR

 (d
B

)

10

20

30

40

50

60

70

80

90

100
SIR

max
, Osc = 0.1 ppb

SIR
Rayleigh

, Osc = 0.1 ppb
SIR

max
, Osc = 1 ppb

SIR
Rayleigh

, Osc = 1 ppb

20 dB

Figure 4.3: Mean SIR over time for Rayleigh fading channel and SIR upper bound. Here,
7 base stations using oscillators of accuracy given by Osc serve jointly 3 users.
Analytical results are shown by lines, simulations by markers.

the SIR drops approximately quadratically with time, i.e. 20 dB per time decade. In terms
of accuracy requirements, it is found that for reaching in average an SNR of 20 dB 10 ms
after the precoder update, (free-running) oscillators of 1 ppb are needed.
Figure 4.5 illustrates the mean SIR as function of the number of users, which are served

by 7 base stations at the same time and frequency resource, for a time instant of 10 ms after
the most recent precoder update. Such a time delay is relatively large for a practical system
and thus, these results should be interpreted more as a worst case rather than an average
situation. Here, analytical results based on (4.41) for the Rayleigh fading channel and the
SIR upper bound are verified by numerical simulations. It is observed that, given the same
synchronization conditions, serving jointly more users results in a lower SIR compared to
serving fewer users. It is also observed that, as the number of users grows, the distance
between the SIR in Rayleigh fading and its upper bound becomes larger. Practically this
means that, the more users are jointly served, the higher the potential benefits are if sets
of jointly served users are appropriately formed, as already discussed in Section 4.3.5.

4.5 Model simplification and MSE analysis

As a starting point we consider the general model for the impaired joint transmission
coordinated multi-point (JT CoMP) as given in Chapter 2, which is here specialized for
the case of synchronization impairments among the distributed base stations. The model
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Figure 4.4: Mean SIR over time for Rayleigh fading channel and SIR upper bound. Here,
7 base stations using oscillators of accuracy given by Osc serve jointly 6 users.
Analytical results are shown by lines, simulations by markers.

is used for derivation of expressions for the equivalent channel MSE, which are afterwards
used for obtaining the mean SIR in the downlink. This simplified model provides within
a certain range of validity, results very close to ones of the exact model of Section 4.2, as
also verified by simulations.

It is known from [30] that in OFDM systems, the CFO cause a common phase error
while the SFO a phase ramp on all subcarriers, which can be both estimated and compen-
sated as part of the channel frequency response. Additionally, those impairments destroy
orthogonality among the subcarriers and cause ICI, which is AWGN-like and is not easy
to compensate [30]. It is also known that, when sampling and carrier frequency share the
same reference, the impact of SFOs has been found to be very small compared to CFO
and can be thus neglected. For JT CoMP using OFDM, the mechanisms generating ICI
are similar to the ones for non-precoded transmission, therefore the above statements hold
as well. However, as shown in Section 4.3, main limitations come from the IUI rather than
from the IUI, which can be thus neglected. The main origin of this IUI lies in the CFOs
of the distributed base stations, as mobile-side CFOs do not cause IUI.

We consider a distributed JT CoMP system where base stations use perfect channel
knowledge for precoder calculation. Each base station is driven by its own local oscillator
and has its own carrier frequency fi and thus it own CFO (fi − fc), whereas the ideal
carrier frequency is fc. The CFO is modeled as a zero-mean random variable with the
same variance σ2

f for all base stations (BSs). Focusing on the ith transmitter, the frequency
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Figure 4.5: Mean users’ SIR 10 ms after most recent precoder update, for the Rayleigh
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Analytical results are shown by lines, simulations by markers.

domain representation of its CFO is given by

φi(t) = ejθi(t), with θi(t) = 2π(fi − fc)t. (4.44)

Expression (4.44) can be also obtained from (4.9) with k = ν and by using 1
Ns

sin(Nsx)
sin(x) ≈ 1,

which practically disregards the ICI. Perfect sampling is used, i.e. Ti = Tj = T , while
mobile users are assumed to be perfectly synchronized with fj = fc. Note that base station
index b has been here replaced with transmitter index i.

In the downlink of coordinated transmission, the phase drifts due to the CFOs apply
to precoded data symbols before they are transmitted over the channel, as shown in Fig-
ure 4.1. We therefore introduce diagonal matrix Φt = diag(φ1(t), ...φi(t), ...φNb(t)) into
the downlink equation and develop the main downlink equation as

y = HΦtWs + n. (4.45)

Matrix Φt depends on the time instant t and is reset to zero with each precoder update.
Residual phase terms can be considered as part of the channel and are captured by the
following precoder calculation. Equation (4.45) is re-formulated as

y = s + H(Φt − I)︸ ︷︷ ︸
,∆Φ

Ws + n (4.46)
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where ∆Φ can be interpreted as an equivalent channel error matrix due to the CFO.
Matrix Φt is diagonal, thus the channel vector faced by transmission from the ith base
station (column i of H) is multiplied with φi(t) − 1. Entries of ∆Φ are thus given by
δφ,ji = hji (φi(t)− 1). Their mean power equals to E{|δφ,ji|2} = E{|hji|2} ·E{|φi(t)− 1|2},
as hji and φi(t) are uncorrelated. The normalized MSE results into

MSEφ = E{|φi(t)− 1|2}
= E{|φi(t)|2 − φi(t)− φ∗i (t) + 1}
= E {2− 2 · <{φi(t)}} = E {2− 2 · cos(θi(t))} = 2− 2 · E {cos(θi(t))} .

(4.47)

It has been used that |φi(t)|2 = 1. For small values of x, the second order Taylor series
approximation cos(x) ≈ 1− x2

1 is accurate and yields

MSEφ ≈ E
{
θ2(t)

}
.

Considering expression (4.44), the MSE due to the CFO results into

MSEφ ≈ 4π2σ2
f t

2, σf t < 0.1. (4.48)

Expression (4.48) reveals that the MSE is proportional to the CFO variance σ2
f and

grows quadratic with time. The approximation error is desired to remain under 10 %,
which means that for a feedback delay up to t = 10 ms, σf needs to be less than 10 Hz.
This requires an oscillator accuracy of Oc = σf/fc = 4 · 10−9, which is close to the 3GPP
reference of Oc = 5 · 10−9. The resulting MSE is then around −17.5 dB.
Alternatively, we could also use the first order Taylor series approximation ejx ≈ 1 + jx

for φi(t) with
φi(t) ≈ 1 +  θi(t) and Φt ≈ I + jΘt. (4.49)

The diagonal matrix Θt is given by Θt = diag(θ1(t), ...θi(t), ...θNb(t)). Imposing matrix
form of (4.49) into (4.45), the received signal becomes

y ≈ s + jHΘtWs + n. (4.50)

The second term approximates the inter-user interference due to non-orthogonal transmis-
sion to different users, caused by imperfect synchronization among base stations. From
(4.50) and (4.46) it is straightforward that ∆Φ ≈ jHΘt and δφ,ji ≈ jhjiθi. As hji and θi
are uncorrelated and both zero-mean, we have E{|δφ,ji|2} = σ2

hσ
2
θ . Finally, the normalized

MSE reaches the same result as in (4.48).
Figure 4.6 evaluates MSE due to the base stations’ CFOs, both by the exact expression

(4.47) as well as by the approximation (4.48). The exact expression is numerically evaluated
over 104 i.i.d. Gaussian-distributed CFOs with zero mean and a variance σ2

f equal to the

62



4.6 Recommendations for CoMP system design

oscillators’ root mean square (RMS) value, i.e. σf = Oc · fc, where Oc characterizes the
oscillators’ accuracy with respect to the carrier frequency. It can be observed that by
reducing the oscillator accuracy by one order of magnitude, the MSE increases by 20 dB,
while doubling the time increases the MSE by 6 dB.

100 101
−60

−50

−40

−30

−20

−10

0

10

Feedback delay [ms]

M
S

E
φ
 [d

B
]

 

 

Oc = 10−8

Oc = 10−9

Oc = 10−10

Figure 4.6: Equivalent channel MSE due to oscillator CFO. solid : numerical evaluation of
exact expression (4.47); dashed : analytical approximation (4.48).

4.6 Recommendations for CoMP system design

In this section, synchronization requirements for OFDM-based JT CoMP and ways to meet
them are discussed. It can be seen from Figure 4.5 that, if e.g. an average SIR of at least
25 dB shall be guaranteed at all times between precoder updates and for the maximum
allowed number of users, then the accuracy of the base stations’ oscillators needs to be
0.1 ppb. Note that base stations typically contain already sufficiently precise OCXOs,
however, their frequencies need to be locked to a common reference, which can be e.g.
provided by the GPS. The satellites of the GPS system are equipped with Rubidium or
Cesium oscillators, thus providing a highly reliable reference below 1µs in terms of absolute
time error [110]. At each base station, equipped with a GPS receiver, the local oscillator
will be then phase-locked to the incoming time signal from the GPS and will also follow
its carrier frequency. Practical synchronization of distributed base stations in a JT CoMP
testbed is described in [102].
Other schemes -also for base stations with no GPS connection- suggest that base stations

are connected via Ethernet to the backhaul network, over which and by using a network
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4 Synchronization Impairments in OFDM-based CoMP

synchronization protocol such as IEEE1588 [111], a common clock signal can be provided
to them. This reference signal can be then used for time synchronization, as well as
for recovering a carrier frequency reference at each site. However, the precision of such
protocols could be probably not sufficient for JT CoMP. Therefore, additional over-the-
air synchronization procedures can be deployed, such as the protocol proposed in [103].
Distributed base stations incorporate a suitable frequency estimator, e.g. the ML-based
estimator described in [30], and additionally exchange pilots for enhancing the network
synchronicity. The protocol can be also applied to networks with a large number of nodes
and does not require expensive oscillators.

The analytical and numerical results provided up to here describe the signal distor-
tion and evaluate the corresponding performance degradation of a JT CoMP system us-
ing OFDM. State-of-the art systems also consider OFDMA techniques, where frequency
resources can be assigned in a flexible way to multiple users. It is well-known that sophis-
ticated resource allocation schemes offer significant gains, as shown in [108] and references
therein. What indeed changes in OFDMA is the channel statistics that users observe,
which is now improved through efficient resource allocation. Therefore, the signal and
interference power terms as analyzed in Section 4.3 should be for an OFDMA system only
understood as a worst-case scenario performance, while for determining the actual perfor-
mance, one would need to consider the channel statistics after deploying a specific resource
allocation scheme.

4.7 Summary of Chapter 4

In this chapter, an exact signal model for multi-user multi-cell systems using OFDM was
derived, if transmissions are impaired by individual carrier and sampling frequency offsets
on every transmitter and receiver branch. From there it is shown that the impact of the
sampling offsets is much smaller than the impact of the carrier frequency offsets. The
model was specialized to the downlink of systems with cooperative base stations, where
precoding with the inverse of the channel matrix was considered. It was analyzed how
carrier frequency misalignments among the cooperative base stations decrease the power
of the self-user’s signal and cause inter-user and inter-carrier interference. Closed-form
exact expressions and accurate approximations were derived for the mean power of the
above signals and it was shown that for practical purposes, the inter-user interference
dominates on the inter-carrier interference. Analytic expressions were also derived for the
mean SIR, for Rayleigh fading channel conditions as well as an upper bound for cooperative
systems. The mean SIR decreases quadratically with time and is inversely proportional
to the variance of the base stations’ frequency offsets. It also grows with the number of
base stations and drops with the number of users jointly served by them on the same time
and frequency resource. Furthermore, the model was simplified for the case of individual
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carrier offsets at the distributed base stations and closed-form expressions were derived for
the equivalent channel MSE.
From a practical perspective, when a high SIR is targeted, synchronization requirements

can be fulfilled by using at the base stations OCXOs locked to either a precise GPS refer-
ence, or to a clock signal provided through the backhaul network.
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5 Channel Impairments and Mitigation
Techniques for CoMP

In this chapter, the signal model for the impaired coordinated multi-point (CoMP) down-
link is developed for including channel aging, channel estimation and channel state informa-
tion (CSI) feedback quantization and is used for deriving analytical signal-to-interference
ratio (SIR) expressions. It is shown that even for low mobilities, the SIR drops quickly with
the feedback delay time. A time-domain CSI feedback compression scheme is proposed for
CoMP, which takes into account noise and interference. The number of bits required for
feedback grows linearly with the signal-to-noise ratio (SNR) in dB, as also required by
information theory. Evaluation of the feedback compression scheme using spatial channel
model extended (SCME) as well as data from multi-cell channel measurements indicates
that in a system with 20 MHz bandwidth, CSI from all relevant cells around a termi-
nal can be provided using few kbits per reporting interval. A novel channel prediction
method based on a Doppler-delay channel model and a high-resolution (HR) algorithm for
extracting the major Doppler frequency components is further proposed. Evaluation over
the SCME as well as with measured channel data shows that the channel mean square
error (MSE) can be reduced by roughly 10 dB for typical feedback delays between 2 and
10 ms, which directly translates into SIR gains in CoMP. System-level simulations showed
that an SIR enhancement around 10 dB can be achieved, also depending on the number
of base stations and mobile users within the cooperation cluster.

5.1 Analysis of JT CoMP with channel impairments

As introduced in Chapter 2, there are unavoidable channel impairments in real-world
systems, causing a systematic mismatch between the precoder applied to the downlink
signals and the channel over which the transmission is realized. In frequency division duplex
(FDD) systems, terminals estimate the channel and provide quantized CSI to the base
stations (BSs), as illustrated in Figure 5.1. In time division duplex (TDD) systems, CSI for
downlink precoding is obtained by channel estimation at the BSs in the reverse link, which
is operated at earlier time. In both cases, the base stations have estimates of the channel
rather than a perfect knowledge of it, with noise, interference and quantization contributing
to uncertainty. In addition, there is a delay, equal to the time between when the channel
is observed and when the resulting estimate is used for precoding. This delay is mainly
generated by the transmission over the air, by CSI exchange between base stations over the
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backhaul network and by the required computational time. These sources of delay add up to
an overall delay, which will be from here on termed as feedback delay. In [64], the individual
contributions to the feedback delay were evaluated in a multi-cellular experimental system.
Results indicated that the main contribution to the delay is due to terminal-side procedures,
mainly multi-cell channel estimation and CSI packet construction. The CSI reconstruction
at the BSs is also a source of delay, while transmission of the compressed CSI over the air
is in relative means a fast part of the loop. Considering channel time variance due to the
users’ mobility, the channel state information at the transmitter (CSIT) becomes outdated
when used for precoder calculation, effect also known as channel aging.
In this section, the general model for impaired joint transmission coordinated multi-

point (JT CoMP), which has been presented in Chapter 2, is specialized to include channel
aging, channel estimation and CSI feedback quantization. Power analysis of the users’ self-
signal and inter-user interference (IUI) leads to closed-form SIR expressions. The downlink
signal model is simplified by introducing MSE expressions, provided for each impairment
separately. In this section, the effect of channel impairments is investigated separately,
therefore the network will be assumed to be perfectly synchronized in terms of sampling
and carrier frequency.

Data 
symbols

Channel estimation 
and quantization

Feedback delay

+

AWGN

Base station Terminal

Precoding, 
link adaptation, scheduling

Figure 5.1: Sources of mismatched precoding in an FDD system: channel estimation, CSI
quantization and channel aging during the feedback delay and CSI exchange
delay over the backhaul network.

5.1.1 Signal model

In what follows, the effects of channel aging, channel estimation and CSI feedback quan-
tization will be modeled separately, before they are integrated into a unifying JT CoMP
signal model.

Channel aging

Considering mobile users and thus a time-variant radio channel, a channel observation at
an arbitrary time instant t = 0 will be outdated if used at a later time for data precoding
(or for link adaptation, resource allocation etc.). Any time-variant channel coefficient ht
at time t can be modeled as

ht = h0 + δt , (5.1)
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where h0 denotes the channel at a reference time instant t = 0 and δt the channel evolution
since then. When observing the mobile radio channel for time intervals equal to the
feedback delay, we can safely assume that large-scale parameters such as path loss and
shadow fading will not change. Therefore, any channel variation will only by due to small-
scale fading [84]. Considering large-scale parameters to be constant, we may assume,
without loss of generality, that their effect appears through the SNR. Based on the analysis
in [70], channel ht can be modeled by

ht = ρth0 + vt , (5.2)

where ρt is the autocorrelation function of the channel ht. The complex Gaussian variable
vt has zero mean and variance (1−ρ2

t )σ
2
h and is uncorrelated to the channel h0. Considering

Jake’s fading model we have ρt = J0(2πfDt), where J0 is the zero-order first kind Bessel
function and ρt ∈ [−1, 1]. The maximum Doppler frequency fD according to the terminals’
velocity v and the radio frequency fc is given by fD = fc ·v/c (c denotes the speed of light).
Combining (5.1) and (5.2), the channel deviation δt can be formulated as

δt = ht − h0 = (ρt − 1)h0 + vt. (5.3)

Extending the model to multiple-input multiple-output (MIMO) transmission and assum-
ing the same maximum Doppler spread for all terminals, expressions (5.1), (5.2) and (5.1)
can be formulated in matrix notation as follows:

Ht = H0 + ∆t, (5.4)

Ht = ρtH0 + Vt, (5.5)

and
∆t = (ρt − 1)H0 + Vt. (5.6)

Channel estimation and CSI quantization

Channel estimation and quantization are performed at time instant t = 0 and can be
modeled as

Ĥ0 = H0 + E + Q, (5.7)

where E and Q are channel error matrices due to channel estimation and quantization,
respectively. Their entries are modeled as independent and identically distributed (i.i.d.)
zero-mean random variates with variance σ2

e and σ2
q , respectively. Entries of E can be

modeled as complex Gaussian distributed, while entries of Q are uniformly distributed
within the interval determined by the quantization step. The resulting (non-ideal) zero-
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forcing (ZF) precoder is
Ŵ0 = ĤH

0 (Ĥ0Ĥ
H
0 )−1, (5.8)

while the ideal ZF precoder referring to noise-free and non-quantized channel estimates at
time instant t = 0 is given by

W0 = HH
0 (H0H

H
0 )−1. (5.9)

Signal model for JT CoMP including all channel impairments

The downlink system equation as formulated in (2.6) of Chapter 2, in the presence of
channel aging, channel estimation and quantization takes the form

y = HtŴ0s + n. (5.10)

By imposing (5.5) and (5.8) into (5.10) and considering the inverse relation between Ĥ0

and Ŵ0, the MIMO downlink equation becomes

y = ρts + VtŴ0s − ρt(E + Q)Ŵ0s + n. (5.11)

Focusing on an arbitrary user j, its received signal is given by

yj = sj

(
ρt +

Nb∑
b=1

(vjb − ρt(ejb + qjb)) ŵbj

)
︸ ︷︷ ︸

self-signal

+

Nu∑
u=1
u6=j

su

Nb∑
b=1

(vjb − ρt(ejb + qjb)) ŵbu

︸ ︷︷ ︸
inter-user interference

+ nj .

(5.12)
The first term on the right-hand side of (5.12) describes the user’s self-signal. If precoded
user-specific pilot symbols are used, each user will be able to estimate and equalize the
(precoded) channel and detect its self-signal components. The second term is IUI due to
channel aging, channel estimation and quantization. It is to be noted that at least two
mobile users must be simultaneously served on a frequency resource, i.e. Nu ≥ 2, so that
the second term in (5.12) becomes effective. All math can of course be applied also to a
single user. The IUI term due to estimation and quantization errors to is multiplied with
the correlation factor ρt, which shows that its magnitude is maximized for t = 0, when
ρ0 = 1, and decreases with time.

Expression (5.12) is in line with the general expression (2.7). Here, channel error elements
of user j are given by δjb = vjb+ρ(ejb+qjb), while ρt acts as a gain factor of the self-signal’s
first component. Note that imperfect precoding based on observations at t = 0 affects the
precoder calculation in (5.12), while in the general model of Chapter 2, perfect precoding
was assumed for t = 0 and the effect of channel estimation and quantization was modeled
by the error of the channel used for transmission.
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5.1.2 Power analysis of self-signal and inter-user interference

In the sequel, we calculate the mean power of self-signal and IUI, first due to each of the
channel impairments separately, and provide expressions for the mean SIR for the Rayleigh
fading channel as well as an upper bound for the mean SIR. Afterwards, we provide a
SIR expression for the more general case, where channel aging, channel estimation and
quantization are included and investigate the influence of parameters as mobility, feedback
delay and channel estimation accuracy onto the SIR, as well as the resulting requirements
for JT CoMP.

1. Channel aging: Focusing first on channel aging, we disregard channel estimation and
quantization, i.e. use ejb = qjb = 0 and obtain ŵbj = wbj . Hence, (5.12) becomes

yj = sj

(
ρt +

Nb∑
b=1

vjbwbj

)
+

Nu∑
u=1
u6=j

su

Nb∑
b=1

vjbwbu + nj . (5.13)

Following the analysis of Section 2.3 for Nu ≥ 2 users, the mean power of self-signal (šj)
and IUI (s̄j) is found equal to

E
{
|šj |2

}
= Es ·

(
ρ2
t + (1− ρ2

t ) · σ2
h · E

{
λ−1

})
(5.14)

and
E
{
|s̄j |2

}
= Es · (Nu − 1) · (1− ρ2

t ) · σ2
h · E

{
λ−1

}
. (5.15)

As the mean value of the inverse eigenvalues of matrix HHH is the same for each one
of its eigenvalues if they are not sorted, notation E

{
λ−1

}
is here used for all eigenvalues

λu ∀ u ∈ {1, ..., Nu}. For a Rayleigh fading channel it has been shown in Section 2.3 that

E
{
λ−1

}
=

1

σ2
h(Nb −Nu)

, Nb > Nu.

Using this result and building the quotient between (5.14) and (5.15), the mean SIR be-
comes

SIRj,Rayleigh =
ρ2
t

1− ρ2
t

· Nb −Nu

Nu − 1
+

1

Nu − 1
, Nb > Nu ≥ 2. (5.16)

For a channel matrix with orthogonal channel user’s vectors with equal power, it has been
also shown in Section 2.3 that E

{
λ−1

}
= 1

σ2
hNb

, yielding an upper bound for the mean
SIR:

SIRj,max =
ρ2
t

1− ρ2
t

· Nb

Nu − 1
+

1

Nu − 1
, Nu ≥ 2. (5.17)

2. Channel estimation and CSI quantization: Secondly, we focus on time instant t = 0

and consider only channel estimation and quantization effects, i.e. ρt = 1 and vjb = 0.
The effect of channel estimation and quantization is then maximized, while for t > 0 the
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IUI decreases because of ρt < 1. The jth user then receives

yj = sj

(
1−

Nb∑
b=1

(ejb + qjb) ŵbj

)
−

Nu∑
u=1
u6=j

su

Nb∑
b=1

(ejb + qjb) ŵbu + nj . (5.18)

Following the same mathematical steps as in Section 2.3, the mean inverse eigenvalue is
found equal to

E
{
λ−1

}
=

1

(σ2
h + σ2

e + σ2
q )(Nb −Nu)

, Nb > Nu ≥ 2 (5.19)

for the Rayleigh fading channel and

E
{
λ−1

}
=

1

(σ2
h + σ2

e + σ2
q )Nb

, Nu ≥ 2 (5.20)

for a channel with orthonormal user’s vectors, respectively. If the mean power of the
channel estimation and quantization errors is small enough compared to the mean channel
power, which is targeted and typically fulfilled in practical systems, we can approximate

σ2
h + σ2

e + σ2
q ≈ σ2

h

and reformulate (5.19) as (5.20):

E
{
λ−1

}
≈ 1

σ2
h(Nb −Nu)

and E
{
λ−1

}
≈ 1

σ2
hNb

. (5.21)

We use (5.21) for calculating the mean power of self-user signal and IUI, given in (5.18),
and reach a mean SIR of

SIRj,Rayleigh ≈
σ2
h

σ2
e + σ2

q

· Nb −Nu

Nu − 1
+

1

Nu − 1
, Nb > Nu ≥ 2 (5.22)

and

SIRj,max ≈
σ2
h

σ2
e + σ2

q

· Nb

Nu − 1
+

1

Nu − 1
, Nu ≥ 2. (5.23)

3. Channel aging, estimation and CSI quantization: Finally, we provide an SIR ex-
pression including channel aging, channel estimation and feedback quantization effects.
Starting from and using the same mathematical arguments as above, it is straightforward
to reach following expressions for the mean SIR:

SIRj,Rayleigh ≈
1

1−ρ2
t

ρ2
t

+
σ2
e+σ2

q

σ2
h

· Nb −Nu

Nu − 1
+

1

Nu − 1
, Nb > Nu ≥ 2. (5.24)

72



5.1 Analysis of JT CoMP with channel impairments

SIRj,max ≈
1

1−ρ2
t

ρ2
t

+
σ2
e+σ2

q

σ2
h

· Nb

Nu − 1
+

1

Nu − 1
, Nu ≥ 2. (5.25)
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Figure 5.2: Required CSI accuracy after channel estimation/quantization vs. normalized
feedback time, for attaining certain mean SIR levels in JT CoMP with 7 base
stations and 5 users, in a Rayleigh fading channel, according to (5.24).

Figure 5.2 evaluates expression (5.24) for 7 base stations serving jointly 5 mobile users
by ZF precoding over the Rayleigh fading channel. Here, the required CSI accuracy after
channel estimation and quantization (σ

2
e+σ2

q

σ2
h

) is evaluated vs. the normalized feedback delay
(fdt). Each curve corresponds to a certain average SIR level at the receiver. For example,
if the CSI accuracy lies at -20 dB, and in order to attain a final mean SIR of 15 dB, the
normalized time must be under 0,02, which for a pedestrian speed of 3 km/h translates into
2,7 ms, which is challenging for a feedback delay time. The requirements as obtained from
Figure 5.2 reveal that for supporting higher mobilities in CoMP, a mitigation mechanism
will be needed for compensating the effect of channel outdating. The asymptotic behavior
of the curves means that, given an error due to either estimation and quantization or
channel aging, there will be a certain maximum SIR that can be achieved, even if the
other impairment is zero. It is intuitive that for very short delays, the SIR is mainly
determined by the channel estimation and quantization accuracy, while for larger delays
the influence of the estimation and quantization error becomes smaller until it is minimized.
From further evaluation of expression (5.24) with respect to (w.r.t.) system parameters,

practical requirements can be extracted for CoMP. For example, given a certain estimation
and quantization accuracy, the maximum tolerable feedback delay, i.e. feedback reporting
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frequency, can be obtained, also depending on the mobile users’ mobility. The other way
round, the required CSI accuracy, i.e. overhead for pilot symbols and quantization bits can
be determined, if for a given feedback delay and users’ mobility, a certain SIR is desired.

In [106], a simple system design methodology has been provided, which considers vital
constraints in the specification of cellular systems with base station coordination. There,
it is described how to use a variable orthogonal frequency division multiplexing (OFDM)
pilot spacing according to the fastest user in a cluster, which shall also depend on the
maximum tolerable feedback delay, so that a target SIR is still guaranteed.

5.1.3 Model simplification and MSE analysis

Here, the signal model of the previous section is simplified and the channel impairments’
effect is captured and described by the normalized channel MSE. For channel errors due
to aging, estimation and quantization, MSE expressions are provided.

Channel aging

Expression (2.14) provides the mean SIR that a user observes when served by ZF precoding
under Rayleigh fading channel conditions and in the presence of impairments:

SIRj,Rayleigh =
1

MSEj
· Nb −Nu

Nu − 1
+

1

Nu − 1
, Nb > Nu ≥ 2.

Comparing this SIR expressions with (5.16), one can see that the MSE due to channel
aging is given by

MSEt =
E{|vt|2}

E{|ρth0|2}
=

1− ρ2
t

ρ2
t

. (5.26)

The same result can be also obtained by comparing the SIR upper bound expressions (5.17)
and (2.17).

In order to gain insight into how this MSE depends on essential parameters, we simplify
the correlation coefficient ρt. It is known that the Bessel function can be defined by
the Taylor series expansion [112]. For small arguments x = 2πfDt, it can be very well
approximated by the second-order polynomial J0(x) ≈ 1− 0.25x2, which is used in (5.26)
and leads to

MSEt(x) ≈ 0.5x2 · 1− 0.125x2

(1− 0.25x2)2
. (5.27)

The second-order Taylor series expansion at x = 0

1 + αx2

(1− βx2)2
≈ 1 + (α+ 2β)x2 (5.28)
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is applied to the fractional part at the right-hand side of (5.27) and the MSE reaches

MSEt(x) ≈ 0.5x2 + 0.1875x4. (5.29)

For x� 1, the second term on the right-hand side of (5.29) is much smaller than the first
term and can be thus neglected. If the maximum allowed error is set to 10 % with respect
to the exact MSE expression (5.26), we can use

MSEt ≈

{
2π2(fDt)

2, fDt < 0.1

2π2(fDt)
2 + 3π4(fDt)

4, 0.1 ≤ fDt < 0.2
(5.30)

For the range of validity of (5.30) this means that, considering a maximum feedback delay
of t = 10 ms, the second order approximation can be used for velocities up to v = 3.7 km/h
(carrier frequency is fc = 2.65 GHz) and the MSE is then around −18 dB. The fourth order
approximation can be used for up to v = 8 km/h, while for larger velocities or feedback
delays, higher order approximations are required.
Figure 5.3 evaluates the MSE due to channel aging according to the exact expression

(5.26) (analytically and numerically) and approximation (5.30), for a terminal velocity of
v = 3, 6 and 9 km/h and feedback delay up to 10 ms. For numerical evaluation, 104

i.i.d. Rayleigh channel initializations were used and time evolution was observed over the
feedback delay time, and E{|vt|2} and ρt were statistically evaluated. As observed in
Figure 5.3, doubling the feedback delay or velocity increases the MSE by around 6 dB.
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Figure 5.3: MSE due to channel aging according to numerical evaluation and exact analytic
expression (5.26), second and fourth order approximation (5.30).
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Channel estimation and CSI quantization

The MSE due to channel estimation at t = 0 can be defined from (5.22) as

MSEe =
σ2
e

σ2
h

. (5.31)

In OFDM systems the channel is typically estimated by interpolation over channel obser-
vations at pilot tones. The mean power of the channel estimation error σ2

e is equal to
the mean additive white Gaussian noise (AWGN) power σ2

n, divided by the estimator gain
Gest:

σ2
e =

σ2
n

Gest
. (5.32)

Using (5.32) in (5.31) results into

MSEe =
SNR
Gest

. (5.33)

In [113] it has been found that in a multi-path Rayleigh fading channel with L channel taps,
when using OFDM with Ns subcarriers and separating pilots used for channel estimation
by d subcarriers, the estimator gain Gest is given by:

Gest =
Ns

d · L
. (5.34)

Finally, as given in [114], for linear CSI quantization with B bits and with a quantization
interval of [−Xmax;Xmax], the mean power of the quantization error is

σ2
q =

1

3
·X2

max · 2−2B. (5.35)

Based on (5.22) and using (5.35), the MSE due to quantization is found

MSEq =
σ2
q

σ2
h

=
1

3
· PAPR · 2−2B. (5.36)

The peak-to-average power ratio (PAPR) is defined as PAPR = X2
max/σ

2
h. As seen by

(5.36), the MSE due to quantization depends on the number of bits used. Methods for
adapting the quantization granularity and thus reducing the feedback overhead will be
presented in the following section. A major objective is to minimize the overhead while
maintaining the required precision of the CSI.
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5.2 Feedback compression for JT CoMP

In this section, feedback requirements of JT CoMP systems and challenges in reducing the
required feedback amount are discussed. A CSI feedback compression scheme is proposed
for JT CoMP, which comprises of three steps: first, the strongest cells are clustered using
a network-defined power threshold. Next, the strongest channel multi-path components to
these base stations are selected after estimating the noise level and applying a corresponding
threshold to the channel impulse responses (CIRs) in those cells. Adaptive quantization
is used, so that the channel MSE remains sufficiently small. It is shown that in this
way, the number of quantization bits grows linearly with the SNR in dB, as required by
information theory. It is also shown that by considering the out-of-cluster interference level,
the feedback overhead can be further reduced. Evaluation of the feedback compression
mechanism using SCME as well as multi-cell channel measurements indicates that in a
system with 20 MHz bandwidth, CSI from all relevant cells around a terminal can be
provided using few kbits per reporting interval.

5.2.1 CSI feedback in multi-cellular JT CoMP systems

The potential of CoMP systems in eliminating the inter-cell interference and increasing
the spectral efficiency is meanwhile well understood and has been proven by outdoor filed
trials [67]. However, some features of CoMP are not mature yet, such as the large amount
of CSI feedback overhead, which also increases the backhaul traffic [115] and the overall
feedback delay. The delay enhancement ensues from the fact that channel information has
to be processed and organized into packets; the computational complexity and time of this
process grows quadratically with the number of base stations to which CSI is reported [10].
Furthermore, CSI has to be transmitted over the air and over the backhaul network. The
traffic and resulting delays have been studied in [10] for distributed architectures. It is
evident that compressing efficiently the feedback information with a minimum cost of CSI
accuracy is an essential goal for JT CoMP systems.
Implicit CSI is commonly used in frequency and space domains, for an overview of so-

called limited feedback schemes, see [116]. By means of signal quality and channel rank,
it characterizes an effective channel comprising of a fixed unitary precoder selected from
a predefined codebook at the transmitter, the physical channel and an adaptive equalizer
at the receiver. There is significant fluctuation of the mean power among the base station
antennas in such a multi-cell multi-user channel unlike for single-cell MIMO. Unitary
beamforming uses equal power for all links which is not appropriate for the multi-cell
scenario. Thus, both amplitude and phase information are needed to maximize the desired
signal and to minimize the interference.
It is intuitive that providing explicit CSI for multiple base stations increases the feedback

overhead that mobile users need to report, compared to reporting implicit feedback. There
are several ways to reduce multi-cell CSI feedback. Clearly, clustering reduces the feedback
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since the CSI is limited to the most relevant cells. In [11], it has been demonstrated that
BSs, for which the receive power at the terminal is below some threshold with respect to the
strongest BS power, can be excluded from clustering and the terminals do not need to report
CSI to them. However, close to the cluster edges, inter-cluster interference problems occur,
replacing the former inter-cell interference problem. In [117] it has been shown that proper
signal-to-leakage-and-noise ratio (SLNR)-based precoding techniques are able to deal with
this cluster edge problems at the price of a small channel knowledge exchange between
neighbor clusters. For mitigating this problem, a greedy dynamic clustering approach was
introduced in [118], and it was found that it outperforms static clustering.
A further tool for reducing the amount of feedback is to compress efficiently the CSI.

Towards this goal, the research community has mainly focused on codebooks for narrow-
band channels [116], whereas in [119] Karhunen-Loéve transform (KLT) are suggested in
order to remove the redundancy in frequency domain OFDM channel transfer functions.
It was shown in [119] that time-domain transformations perform almost as well as KLT
and are also more practical. It is noted that in OFDM, the channel estimated on pilot
tones contains correlation among adjacent subcarriers. Therefore, it can be also described
more compactly in the time domain by using discrete Fourier transform (DFT)-based al-
gorithms [120].
Adaptive quantization of channel taps in the time domain, according to a desired oper-

ating point on the rate-distortion (RD) curve, is a further enabling technique for feedback
reduction, according to [121]. A fundamental requirement in information theory is that
the number of bits required for explicit CSI feedback grows linearly with the SNR in dB,
in order to enable the full spatial multiplexing gain, as shown in [122]. In [123], a time-
domain based feedback scheme has been proposed, which is in line with the information-
theoretic results in [119]. The method focuses on the dominant multi-path propagation
components, while it splits the feedback in long-term and short-term components to en-
hance redundancy removal. This approach also exploits the sparse nature of the multi-path
propagation channel. Finally, in [124], further algorithms for the time-domain compression
have been provided, refining the results of [123] with algorithms for detection of multiple
path components, waterfilling-based bit loading across multiple channel taps and meth-
ods for combating the channel aging effects of the feedback by using channel prediction
techniques.

5.2.2 A feedback compression scheme for JT CoMP

In the sequel, we present an adaptive feedback compression technique for the multi-cell sce-
nario, which consists of following three steps, as shown in Figure 5.4: clustering, channel
tap selection and adaptive quantization. According to the scheme, first the strongest cells
are identified. For each cell, the CIR is obtained using a specific inverse discrete Fourier
transform (IDFT). Afterwards, the noise level is estimated and weak taps are discarded
by applying a threshold. Finally, adaptive quantization is used, based on the estimated
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Figure 5.4: System model of the CSI feedback compression scheme. Solid lines connect the
blocks for noise-based feedback compression; dashed lines connect the blocks
for interference-aware compression.

SNR. It is ensured that the final channel MSE remains under a level related to AWGN
and, eventually, out-of-cluster interference, as shown in blocks connected by dashed lines
in Figure 5.4. Allowing a certain imperfection in CSI causes some IUI, which is of minor
importance, as long as it remains lower than the existent out-of-cluster interference. In
this way, by controlling the number of estimated channel taps and tolerating a certain
channel error, the feedback is minimized. In what follows, it is shown that essential theo-
retical requirements can be met [122], while the compression of the proposed mechanism is
quantified by using SCME [125] and field channel measurements.The methods and results
presented here have been published in [7] and [11], where also a real-time implementation
of the scheme has been demonstrated.

Clustering

First, we identify the strongest cells from a set of M cells. The power βp of the selected
cells in the clusterM′ lies in a window, which is defined by the power βm of the strongest
cell and the clustering power threshold κ:

p ∈M′ : βm ≥ βp >
βm
κ
. (5.37)

In this way, feedback is limited to the most relevant cells. Assuming an ideal scenario, where
interference is fully eliminated within the cluster, the resulting inter-cluster geometry G
due to the remaining out-of-cluster interference Iout is given by

G =
βm
Iout

=
βm∑

p∈{M\M′}

βp
. (5.38)

Selection of strongest channel taps by AWGN removal

Figure 5.5 shows the procedure of estimating the most significant channel taps from the
channel frequency response (CFR) and providing the (quantized) CIR. Considering an
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Figure 5.5: Channel tap estimation from frequency domain pilots: smoothening window,
reduced IDFT matrix, channel tap selection by AWGN estimation and removal
and adaptive quantization.

OFDM system with Ns subcarriers, terminals measure the Np × 1 CFR on Np predefined
pilot tones, denoted by H. The corresponding time-domain representation by the Nt × 1

vector h is obtained by
h = F−1 ·H. (5.39)

Here, F−1 denotes the Nt ×Np pseudo-inverse of the reduced IDFT matrix derived from
the Ns×Ns DFT matrix F by using only the elements in rows and columns corresponding
to pilot and tap indexes, respectively, and computing the pseudo-inverse afterwards.
Applying a rectangular window in frequency domain, as this is typical for OFDM-based

channel estimation, imposes a well-known signal spreading effect in the time domain, which
affects each channel tap and increases the number of estimated non-zero channel taps. In
order to reduce this undesired effect, before applying (5.39), we multiply the CFR with a
so-called smoothening window, e.g. a Hann window, given by

w(p) =
1

2

(
1− cos

(
2π(p− 1)

Np

))
, p = 1, ..., Np.

Next, an iterative algorithm estimates the noise power σ2
n and selects the most relevant

channel taps, as initially described in [126]. Channel taps are selected from h, in which
taps below a threshold ε, depending on the estimated noise power σ̂2

n, are discarded. The
estimated noise power

σ̂2
n = E

{
|hl|2

}
, ∀ |hl|2 ≤ ε and l = 1, ..., Nt (5.40)

is calculated by the values that lie under the threshold ε as

σ̂2
n =

1

L

Nt∑
l=1

|hl|2. (5.41)

The tap index is denoted by l; L is the number of taps above the threshold. In the first
iteration, the noise power σ̂n2 is calculated from all values. In the next step we update the
threshold as

ε = α · σ̂2
n (5.42)

and discard all taps below it. It is suggested to set 4 ≤ α ≤ 9. Both steps are repeated
until the estimation of σ̂2

n converges, which happens after 4 to 5 iterations. Any tap |hl|2
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Figure 5.6: Left: Estimated SNR vs. real SNR after four iterations and by using α = 4 for
threshold calculation in (5.42). Right: An SNR gain of around 7 dB is observed
after noise removal.

above ε is now a significant tap from a total of Nt taps, with

ĥl =

{
hl for |hl|2 > ε

0 else
(5.43)

The power of L selected taps and Nt − L discarded taps is

Psel =
∑Nt

l=1
|ĥl|2 (5.44)

and
Pdis =

∑Nt

l=1
|ĥl − hl|2 (5.45)

respectively. As the L selected taps are superimposed by AWGN, a power term equal to
L/Nt · Pdis is subtracted from Psel and added to Pdis to estimate the SNR after channel
tap selection properly

ˆSNR = 10 · log10

(
Psel − L

Nt
· Pdis

1 + L
Nt
· Pdis

)
. (5.46)

In (5.46), the enumerator expresses the mean channel power and the denominator the mean
noise power after channel tap selection, respectively.

Figure 5.6 (left) illustrates the estimated versus real SNR after four iterations using
α = 4. Most SNR values are estimated with an accuracy of ± 1 dB. On the right part of
Figure 5.6, an SNR gain of around 7 dB after noise removal can be observed. The number
of estimated taps L is depicted in Figure 5.7 for the SCME. It grows linearly with the
SNR and runs into a floor, equal to the number of truly existing taps, which is 18 in the
example channel considered here.
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Figure 5.7: The number of estimated taps grows linearly with the SNR before reaching a
ceiling at the level given by the number of actual taps, which is here 18.

Adaptive quantization based on the SNR

It is known that the RD-function provides the minimum distortion of a signal as a function
of the data rate BRD, i.e. the number of quantization bits per symbol [114]. The distortion
D can be considered as a lower bound for the quantization error. For a memoryless
Gaussian source with mean signal power σ2

h, the distortion D(BRD) is given by

D(BRD) = 2−2BRD · σ2
h. (5.47)

Now we consider the quantization of the channel taps selected after application of the
threshold. Here, the quantizer input will be already distorted, with respect to the ideal CIR,
because of noise and tap selection, and will be given by (5.43). The SNR characterizing
the input signal is estimated by (5.46). Logically, the distortion after quantization cannot
be lower than the distortion before it, which is here modeled as AWGN with mean power
σ2
n. Considering this optimistic scenario, we choose the corresponding operating point on

the RD curve by setting D(BRD) = σ2
n in (5.47), and the data rate becomes

BRD ≈ 0.17 · SNRdB. (5.48)

Above, we used SNRdB = 10 log10

(
σ2
h/σ

2
n

)
, measured in dB. As seen, the RD function

requires that the number of quantization bits grows linearly with the input SNR in dB.
Expression (5.48) provides the minimum required data rate, but no information about the
quantization scheme in order to obtain the signal distortion given by (5.47).
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5.2 Feedback compression for JT CoMP

A practical approach for reducing the number of quantization bits is to adapt the number
of quantization bits B in a way that the MSE caused by quantization, denoted by MSEq,
is less or equal to the MSE of the signal at the quantizer’s input, i.e. after tap selection,
denoted by ˆMSE. It is known that ˆSNR = 1/ ˆMSE, which characterizes the quantizer’s
input and is given by (5.46). It is noted that MSEq does not express the final MSE of the
quantized noisy signal. The above condition can be written as

MSEq ≤ ˆMSE, (5.49)

which results a post-quantization MSE bounded as

ˆMSE < MSE ≤ ˆMSE + 3 dB. (5.50)

The rule given by (5.49) can be used with linear quantization of the real and imaginary
part of ĥ, i.e. the pre-selected channel taps with mean power σ2

ĥ
. According to [114] and

as provided by (5.36), we write

MSEq =
σ2
q

σ2
ĥ

=
1

3
· PAPR · 2−2B, (5.51)

where the PAPR = X2
max/σ

2
ĥ
is determined for each quantization interval over the real and

imaginary part of all selected taps. The quantization step ∆ is given by

∆ =
Xmax

2B−1
. (5.52)

By imposing now (5.51) into (5.49), the number of required quantization bits becomes

B ≥ 0.17 ·
(

ˆSNRdB + PAPRdB − 4.77 dB
)
, (5.53)

Expression (5.53) indicates that the number of bits B grows linearly with the SNR in dB,
similarly to the rate required by the RD function in (5.48). Together with the result in
Figure 5.7, which shows that the number of estimated channel taps also grows linearly with
the SNR, this is fully in line with a fundamental requirement in information theory [122].

According to expression (5.53), more bits/symbol are required than by the RD expression
(5.48), as B > BRD. The PAPR lies typically between 7 and 17 dB, as evaluated per CIR
for the SCME, see Figure 5.8. For practical purposes, we may further introduce a tuning
parameter ϑ ≥ 0 dB, so that the number of bits/symbol is given by integer

B(ϑ) =
⌈
0.17 ·

(
ˆSNRdB + PAPRdB − 4.77 dB + ϑ

)⌉
. (5.54)

Figure 5.9 depicts the number of quantization bits B, as evaluated over a sufficient
number of SCME realizations according to (5.54) using ϑ = 0 dB and according to the RD
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Figure 5.8: The PAPR lies between 7 and 17 dB for the SCME channel.

expression (5.48). In order to illustrate the potential of adaptive vs. fixed quantization,
we have evaluated the average number of bits per tap for SNR values from 0 to 25 dB
as 3.4 bits. Compared to fixed quantization using for example B = 6 bits/tap, adaptive
quantization reduces the number of bits by 43%, on average.
We evaluate the quantization error in OFDM systems, therefore define the normalized

channel square error nSEp, which is calculated on each pilot subcarrier p, as

nSEp = 10 log10

 |Ĥp −Hp|2
1
Np

∑Np
p=1 |Hp|2

 . (5.55)

Here, Ĥp andHp are the frequency domain representations of estimated/quantized and true
channels on pilot subcarrier p, respectively. Figure 5.10 illustrates the CSI degradation as
given by (5.55) at several stages in the whole processing chain. A gain of 7 dB due to
tap selection and a loss of 2 dB due to quantization can be observed. In order to avoid
the quantization loss, the optional variable ϑ is introduced in (5.53) to obtain a more
conservative decision. By setting ϑ = 6 dB in (5.53), quantization uses one more bit and
the MSE degradation becomes very small.

Interference-aware feedback reduction

So far, we have discussed feedback compression limited by AWGN. Since cellular networks
are mostly limited by interference, we expect that noise-limited compression more feedback
than necessary in practice. Owing to the clustering concept, even with perfect channel
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Figure 5.9: Number of quantization bits according to (5.54) with ϑ = 0 dB, evaluated over
a large number of channel realizations. The red dashed line corresponds to the
rate-distortion function, which can be regarded as lower bound.

knowledge, some cells are not in the cluster and the performance is limited by out-of-
cluster interference (Iout) in addition to the noise. Therefore, we aim to keep on average
the inter-user interference Iu due to imperfect CSI to be less or equal to the out-of-cluster
interference:

Iu ≤ Iout. (5.56)

We can say that even under the presence of impairments, the mean receive power a mobile
user will be approximately equal to the mean data symbol energy Es, as using ZF precoding.
We can thus use βm ≈ Es in (5.38), where the inter-cluster geometry factor G is defined.
The out-of-cluster interference becomes

Iout ≈
Es
G
. (5.57)

Considering Rayleigh fading channel conditions, and following the analysis of Section 2.3
for ZF precoding, the mean inter-user interference is found equal to

Iu ≈ Es ·MSE · Nu

Nb −Nu
. (5.58)

The numbers of BSs and mobile users are denoted by Nb and Nu, respectively, with Nb >

Nu. Regarding the channel model assumption, it is noted that a scheduling algorithm
for joint transmission (JT) CoMP was developed in [63], which targets to maximize the
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Figure 5.10: CDF of the normalized square error, evaluated for SCME on OFDM sub-
carriers as in (5.55): after IDFT (green), after tap selection (red) and after
quantization with ϑ = 0 dB and ϑ = 6 dB (black and blue). The initial mean
SNR is 10 dB.

system throughput. From outdoor channel measurements, the statistics of the eigenvalues
characterizing the radio channel between the selected base stations and users were found
close to the ones of a Rayleigh fading channel.
Unlike the signal model derived in Chapter 2, in (5.57) and (5.58), we have approximated

that the user’s self-signal power remains in average constant and its self-interference is
considered as part of (5.58), which practically captures the overall intra-cluster interference.
This approximation is valid for small MSE values, and allows for using the model also for
one user, as also needed in Section 5.2.3.
By imposing now (5.57) and (5.58) into (5.56), we reach following condition for the

channel MSE:
MSE ≤ Nb −Nu

Nu
· 1

G
. (5.59)

Equation (5.59) indicates that the tolerable MSE is inversely proportional to the inter-
cluster geometry G. This means that accuracy requirements for CSI used for precoding get
stricter as G grows, i.e. as out-of-cluster interference Iout drops. For larger cooperation
clusters, it is intuitive that Iout drops, which increases the required CSI feedback. It is also
noted that the allowed MSE is proportional to a ratio involving Nb and Nu. For example,
serving more mobile users within a cooperation cluster implies higher requirements to the
MSE and thus, requires more precise feedback.
The inclusion of the interference-aware condition (5.59) into the feedback compression
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scheme is shown in Figure 5.4 by dashed lines. There, the geometry factor G is computed at
the terminal during the clustering step and therefrom the desired MSE of the compressed
CSI feedback as well, according to (5.59). The channel MSE can be controlled then either
by adapting directly the number of quantization bits, or by slightly increasing the threshold
level used for channel tap selection, as shown in Figure 5.4. As long as the final MSE fulfills
(5.59), the number of channel taps can be reduced, which directly reduces the feedback
overhead.

Feedback packet format

The format of a feedback packet is shown in Figure 5.11. It includes information of quan-
tized complex-valued tap amplitudes plus a header with following information: cell index
within the cluster (3 bits), MIMO link index within the cell (2 bits), number of quantiza-
tion bits B (3 bits), quantization step size (12 bits) in case of adaptive quantization, and a
final string according to the delay vector, with the length of maximum number of channel
taps (144 bits), which has the value 1 at indexes with non-zero channel taps and the value
0 otherwise.

cell index

(3)

link index

(2)

step size

(12)

quant. bits

(3)

delay vector 

(144)

taps

(B*L*2)

Figure 5.11: Feedback packet format for multi-cell CSI. The number of bits is given in
brackets for each field.

5.2.3 Evaluation of feedback compression scheme

Channel model and field measurements

For evaluation the widely accepted SCME in the urban macro-cell scenario is used. 7 cells
serving are one mobile user, who is randomly placed in the center cell. Channel impulse
responses are modeled with 18 channel taps. Data obtained from channel measurements
in our multi-cell testbed are also used, which is located within the campus of Technische
Universität Berlin (TUB), Germany. As shown in Figure 2.5, 3 BS are placed on top
of the Fraunhofer Heinrich Hertz Institute (HHI), the main building of TUB and the
Telefunken tower, the inter-site distances (ISDs) are roughly 500 m. Antenna downtilt is
set so that the main beam of the vertical antenna pattern hits the ground at 0.33 times
ISD, approximately equal to a distance of 150 m. For a more detailed description of the
setup see [80]. Parameters for SCME model and measurements are listed in Table 5.1.
The CSI is estimated from 144 pilots scattered over 1200 subcarriers of the OFDM

symbol [85] for each antenna in each out of 6 cells. The estimated CSI is updated each
10 ms interval and the uncompressed results are recorded with 16-bit resolution for the real
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Table 5.1: System and channel parameters
Parameter SCME Measurement
Carrier frequency 2.65 GHz 2.65 GHz
System bandwidth 20 MHz 18.36 MHz
Number of pilots 144 per antenna 144 per antenna
Channel taps 18 -
Number of cells 7 6
MIMO configuration 2x2 per cell 2x2 per cell
Inter-site distance (ISD) 500 m ≈ 500 m
Antenna downtilt 0.24 ISD 0.33 ISD
Tx power of base station 49 dBm 36.5 dBm
Noise figure 5 dB -
Noise floor -95 dBm -95 dBm

Table 5.2: Frequency of cluster size appearance (%)

Cluster sizeM′ 1 2 3 4 5 6 7 Ø
Measurement κ=6dB 51 31 10 7 1 1 - 1.7
Measurement κ=12dB 26 30 16 21 3 4 - 2.6
Measurement κ=18dB 8 21 14 31 10 16 - 3.7
SCME κ=6dB 67 25 7 1 0 0 0 1.4
SCME κ=12dB 38 30 22 7 2 1 0 2.1
SCME κ=18dB 14 19 24 19 12 9 3 3.5

and imaginary parts of each estimated channel coefficient. Channel tap selection uses 4
iterations with parameter α = 4 in (5.42). Adaptive quantization uses ϑ = 6 dB in (5.54).

Cluster size and geometry factor

The cluster size for JT CoMP depends on the clustering threshold and the downtilt of
antennas, as known from [115]. Table 5.2 shows the percentage of each cluster size M′
for thresholds κ = 6, 12 and 18 dB, both for measured data and SCME. For instance, the
results of the measurements indicate that the mean number of cells is 2.6 for κ = 12 dB. The
visualization of the results for channel measurements in a form of histogram is illustrated
in Figure 5.12.

The achievable geometry from (5.38) is plotted for different clustering thresholds in Fig-
ure 5.13. Clearly, (5.38) is an optimistic estimation not yet achieved by realistic JT CoMP
algorithms. But we can use it to minimize the feedback, as described above. In general,
we observe that the mean geometry is a little larger than the clustering threshold, e.g. a
threshold of 12 dB results in a mean inter-cluster geometry of 13 dB using the SCME.

88



5.2 Feedback compression for JT CoMP

1 2 3 4 5 6
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Downtilt of 0,33 ISD

Number of cells

P
ro

ba
bi

lit
y

 

 
6 dB
12 dB
18 dB

1 2 3 4 5 6
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Downtilt of 0,9 ISD

Number of cells

P
ro

ba
bi

lit
y

 

 
6 dB
12 dB
18 dB

Figure 5.12: Frequency of cluster size appearance according to the threshold κ, set to 6,
12 and 18 dB; Left : downtilt of 0.33 ISD; Right : downtilt of 0.9 ISD.
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Figure 5.13: Inter-cluster geometry factor G in dB, according to (5.38), without clustering
and for a cluster threshold κ of 6, 12 and 18 dB; Left : measurement with
downtilt of 0.33 ISD; Right : SCME channel model.

Feedback compression performance

Figure 5.14 (top) shows the CDF of the feedback required for one user to all its serving
base stations within the cluster, for noise-limited compression. Results based on measured
channels are shown with solid lines, while the SCME model results are shown with dashed
lines. A stepped characteristics is observed when the cluster size changes.
Feedback compression has a clear benefit. Without it, we would need to feed back CSI

for 6 base stations for 144 pilots with 2 times 16 bit resolution for real and imaginary
component for 2 antennas in our 2x2 MIMO configuration using 55 kbit per reporting
interval. Note that the underlying pilot grid already contains the minimum number of
pilots needed to identify the multi-path channel (i.e. the number of pilots is equal to the
length of the cyclic prefix). After interference-aware compression, only 3% of the original
information is needed on average and at most 10%. By introducing interference-limited

89



5 Channel Impairments and Mitigation Techniques for CoMP

compression, i.e. considering optional blocks connected with dashed lines in Figure 5.4, the
feedback can be further reduced, as shown in Figure 5.14 (bottom), for both measurement
and SCME. For example, for a clustering threshold of κ = 12 dB, we can on average reduce
the feedback rate from 3.5 kbit to 2.5 kbit per reporting interval in the measurement.
Compared to the uncompressed feedback this is a reduction by a factor between 16 to 22.
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Figure 5.14: CDF of feedback per reporting interval for different clustering thresholds κ.
Left : noise-aware, Right : interference-aware feedback compression. Solid
lines: measurement track shown in Figure 5.15. Dashed lines: SCME with 7
cells and one user in the middle cell.

Figure 5.15 and Figure 5.16 illustrate the required feedback at measurement positions
for a clustering threshold κ = 12 dB and using interference-aware CSI compression for
an antenna downtilt of 0.33 ISD and 0.9 ISD, respectively. At positions with blue color,
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5.3 Compensationbychannelprediction

Inthissection,channelpredictionisinvestigatedasatechniqueforcompensatingthe

effectofoutdatedCSI.Anovelchannelpredictionmethodispresented,whichisbasedon

aDoppler-delaymodelofthetime-variantradiochannel. Theproposedschemeconsists

ofthreesteps:inafirststep,themostsignificantchanneltapsareextractedinthedelay

domain,likeintheabovesection.Inasecondstep,anovelHRalgorithmisusedfor

extractingthemajorDopplerfrequencycomponentsforeachchanneltap.Inthisway,

ashorterobservationhistoryofthechannelisneeded,comparedtothestandardDFT

technique.Predictionisperformedbyimposingtheestimatedparametersintothechannel

modelandextrapolatingintimedirection. EvaluationovertheSCMEaswellaswith

measuredchanneldatashowsthatthechannelMSEcanbereducedbyroughly10dBfor

typicalfeedbackdelaysbetween2and10ms,whichtranslatesdirectlyintoSIRgainsin

JTCoMP.Finally,itisshownthat,eveniftheDopplerfrequenciesareextractedfrom

realisticquantizedandnoisyestimatesofCSIfeedback,thechannelpredictorisableto
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achieveasimilarperformanceaswhenDopplerfrequenciesareestimatedfromperfect

channelknowledge.

Priorartonchannelprediction

Alotofresearchhasbeenconductedduringthelastyearsonchannelpredictionofmobile

radiochannels,anditsvalueforbase-coordinatedcellularnetworkshasbecomeclear.The

requirementsonchannelknowledgeattheBSsperformingMIMOhavebeenalreadyshown

in[127]. Meanwhile,itisknownthatJTCoMPsystemsbecomemorerobustwhenlinear

channelpredictiontechniquessuchasKalmanandWienerfilteringareused[128].Channel

predictionbyfrequency-domainfilteringandgainsforJTCoMPhavebeenevaluatedin

[129]. Forachievingrobustoperationathighermobilities,ithasbeenshownthatitis

importanttoadapttheprecodertodifferentreliabilitiesofthepredictedchannels[130].

Kalmanfiltersprovidesuchinformationintrinsically,whichcanbereportedsemi-statically

fromtheterminals[131].In[132]ithasbeenshownthatpredictioninthetime-domain

outperformsfrequency-domainmethods.Channelpredictioninthetime-domainhasbeen

investigatedin[123],andaschemeforcompensatingchannelagingeffectsandenhancing

JTCoMPhasbeenproposed. Finally,theauthorsin[133]havepresentedthreetime-

domainfiltering-basedmethodsfornarrow-bandchannelprediction,basedonthedirections

ofwavearrival,whichcanbeestimatedbyusingcarefullycalibratedantennaarrays.
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5.3.1 Doppler-delay based channel prediction

Doppler-delay based channel prediction is a non-linear method, which has been initially
introduced by the author in [7]. It is a parameter-based approach, where specific channel
features are estimated from channel observations and are then inserted into a channel
model, which is used for prediction by extrapolation in time. The overall procedure consists
of parameter extraction, CSI feedback construction and channel prediction, which can be
split as modules between terminals and base stations. This allows for flexible system
design, in order to meet requirements related to feedback overhead and computationally
complexity at the terminals. Figure 5.17 shows the block diagram of such parameter-
based procedures in a multi-cellular multi-user system, in which channel parameters are
estimated at the terminals, whereas CSI is fed back to the base stations, which perform
channel prediction before precoding the data in the downlink.
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CSI feedback
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Figure 5.17: Multi-cellular multi-user channel prediction scheme: channel parameter ex-
traction, CSI feedback and channel prediction can be split as modules between
terminals and base stations. Data precoding uses the predicted channel.

The Doppler-delay method consists of three steps, which are shown in Figure 5.18. In
the first step, significant channel taps are extracted in the delay domain. For this, the
procedure for channel tap detection, which is described in Section 5.2 is used. In case the
mobile users report this CSI feedback to the base stations, adaptive quantization can be
also included, as described in Section 5.2.

 
Estimation of 

Doppler frequencies 
Channel 

prediction

Estimation of 
channel taps

Figure 5.18: Blocks of the Doppler-delay channel prediction: channel tap identification,
Doppler frequency estimation per tap and channel prediction by extrapolation.
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The second step of the procedure is based on some assumptions regarding the channel
model, which are described in what follows. When observing the mobile radio channel for
time intervals equal to the feedback delay, we can safely say that large-scale parameters such
as path loss and shadow fading do not change and any variation is only related to small-scale
fading [84]. Assuming thus wide-sense stationary uncorrelated scattering (WSSUS), we can
model each channel tap as a sum of discrete reflections (called subtaps) of the transmitted
waveform at obstacles in the nearby physical environment, which arrive within one sample
duration. Since each of those subtaps arrives from a different direction, it is characterized
by its individual Doppler frequency weighted with a complex-valued factor, according to
the velocity and the angle of wave arrival.
In order to estimate the Doppler frequencies for a channel tap, it is required to obtain a

frequency-domain representation of its time evolution. Therefore, the evolution (history)
of each estimated tap is recorded for a short observation time. As a first approach, a DFT
is applied to the channel history and it is searched for peaks in the Doppler spectrum,
from which the main Doppler frequencies can be estimated. This method is simple but has
the drawback that it needs a long observation time in order to achieve a sufficient Doppler
frequency resolution. During this time, the large-scale propagation parameters can change
and the model stops from being valid.
Therefore, a HR algorithm has been developed, which is able to extract the major

discrete Doppler frequency components and provide their complex-valued weights for each
channel tap, by using a significantly shorter history. A first version of this HR algorithm
was developed in [86], in order to estimate channel taps from frequency domain pilots.
Here, the algorithm has been adjusted in a way that it can estimate Doppler frequencies
from a channel tap history, whereas its computational complexity has been also reduced.
By using the HR estimator, a shorter history of the channel is needed, compared to the
standard DFT technique. The channel parameters are extracted for each subtap, until
a metric measuring the residual deviation between the recorded and the reconstructed
channel history is fulfilled. A detailed description of the HR algorithm can be found in
Appendix 7.3.1. The SNR characterizing the reconstructed channel history is calculated
as described in Appendix 7.3.1 and is typically over 30 dB, as also shown in [86].
In the third step, channel prediction is performed by imposing the estimated parame-

ters into the channel model and extrapolating in time direction, based on the estimated
channel tap and Doppler frequency parameters. The predicted value of a channel tap h̃l(t)
for a future time instant t is calculated by the superposition of S extrapolated subtaps,
i.e. sinusoids with individual frequencies, given by the estimated Doppler frequencies and
complex-valued weights:

h̃l(t) =
S∑
s=1

αl,s · ejφs · ej2πfl,s
q(t)
Q . (5.60)

The Doppler frequency and complex-valued weight characterizing the sth subtap of the lth
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channel tap are denoted by fl,s and αl,s ·ejφl,s , respectively. The prediction horizon is q(t),
measured in seconds, and the number of recorded time samples of a channel tap is Q.

Figure 5.19 illustrates two examples for channel tap history reconstruction for an obser-
vation time of 32 ms and prediction for 20 ms. Here, the 5 strongest subtaps are considered.
The MSE for channel reconstruction lies typically around -40 to -30 dB [86], which is very
satisfactory. However, in some cases the predicted channel diverges from the actual one.
This happens for weak channel taps and is explained by the way the channel taps are
estimated. Even when using a smoothening window, as described in Section 5.2, there is
still cross-talk between the estimated taps in addition to AWGN. These small taps are not
present in the physical channel as they are generated from the application of IDFT in the
limited system bandwidth. As a consequence, the HR algorithm output does not represent
the truly existing Doppler frequencies, which would enable for predicting the future tap
evolution with a high accuracy. Therefore, accurate channel tap and delay estimation in
the first stage is of high importance. A further case in which prediction may suffer, is when
more than one Doppler frequencies lie very close to each other, which is typical for two
wave reflections reaching the mobile user from a similar direction. In this case, a small
estimation error in their Doppler frequencies may cause that the predicted channel diverges
from the actual one.
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Figure 5.19: Examples of accurate channel tap reconstruction for observation time
[−31, 0] ms. Prediction for [1; 20] ms may diverge from the actual channel.
Here, the 5 strongest out of 20 existent subtaps are used in the SCME.

It is noted that unlike other state-of-the-art techniques based on the estimation of angle
of arrivals, the method presented here uses only a single antenna at the terminal. The
HR algorithm detects directly the discrete Doppler frequencies and does not require the
information of the angle of arrival, which is related to the Doppler frequency. Finally, the
proposed approach does not use any filter for channel prediction, which is instead realized
by a simple extrapolation of our channel model in the time domain.
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5.3.2 Evaluation of the channel MSE

Here, the performance of the Doppler-delay based channel predictor is evaluated in terms
of the MSE, which is a function of time t, defined as

MSE(t) =
EH
{
|H̃p(t)−Hp(t)|2

}
σ2
h

. (5.61)

Above, H̃p(t) andHp(t) denote the predicted and actual channel on OFDM pilot subcarrier
p at time instant t, while the expectation operator is applied over all Np subcarriers and
channel realizations, as well as the mean channel power. In addition to the MSE, the
so-called normalized square error (nSE) is evaluated:

nSEp(t) =
|H̃p(t)−Hp(t)|2

σ2
h

, p = 1, ..., Np. (5.62)

For a given time instant, expression (5.62) provides the full statistics of the channel square
error, measured on all OFDM pilot subcarriers and will be illustrated as a CDF. It is
obvious that MSE(t) = EH {nSEp(t)}.
In what follows, the role of system and algorithm parameters is studied, and guidelines

for practical implementation are given. For evaluation the SCME is used, as well as channel
data taken from outdoor measurements. The system parameters follow the current Third
Generation Partnership Project (3GPP) Long Term Evolution (LTE) specification [31].

Table 5.3: 3GPP LTE system parameters
Parameter Value
Carrier frequency 2.65 GHz
System bandwidth 20 MHz
Sampling frequency 30.72 MHz
No. of OFDM subcarriers 2048
No. of subcarriers with data 1200
No. of pilots in frequency 200

Considering an OFDM system, the channel is measured on pilots in the frequency
domain. From these observations, the CIR is observed by a inverse fast Fourier trans-
form (IFFT), as described in Section 5.2, with a maximum length of 144 channel taps,
which corresponds to 4.7 µs, as no channel taps are expected with larger delays. The
search interval of the HR algorithm is limited to the maximum Doppler frequency ac-
cording to the user’s mobility, in order to avoid incorrect estimates due to noise. Finally,
channel taps, which are identified for less than half of the observation time are not passed
to the predictor and are set to zero. Evaluation is performed over 50 independent channel
initializations, whereas for each of them, a channel history of 400 ms with one channel real-
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ization (snapshot) every 1 ms is observed, which is sufficiently longer than typical feedback
delay times. Channel taps and Doppler frequencies are estimated up to every 1 ms.

Evaluation over the SCME channel model

As a first evaluation scenario of the channel prediction mechanism, an implementation
of the complete procedure at the terminal is considered, where non-quantized channel
information on pilot frequencies is provided, as shown in Figure 5.20. The influence of the
individual parameters is investigated by using the SCME with main parameters listed in
Table 5.4.
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tap delays Quantization Feedback

Figure 5.20: Implementation of the total channel prediction procedure at the terminal.

Table 5.4: SCME channel parameters
Parameter Value
Channel type urban macro, LOS/NLOS
Terminal velocity 30 km/h
No. of channel taps 18
No. of subtaps per tap 20

One of the first results is that for the SCME, where each channel tap is built from
20 discrete subtaps, a channel observation time of 32 ms reaches almost the maximum
accuracy in Doppler frequency estimation. In general, it is known from [86] a ratio between
input and output samples of at least 3/2 is required for the HR estimator. It is noted that
for the fast Fourier transform (FFT)-based Doppler estimation, a much longer time interval
would be needed in order to achieve a comparable resolution. It is also intuitive that, as
long as large-scale channel propagation parameters remain constant, longer observation
times can only improve the Doppler estimation accuracy. For mobile outdoor scenarios,
however, it usually happens that the WSSUS model assumption stops being valid and that
subtaps or even channel taps disappear or new ones appear. For the evaluation frameworks
using the SCME, an observation time of 32 ms will be used as a typical setting, while the
influence of this parameter will be investigated in what follows, by using channel data from
outdoor measurements.
Figure 5.21 depicts the MSE, which has been evaluated over a large number of SCME

realizations. Channel prediction has been performed for different numbers of subtaps per
channel tap, which have been estimated from an observation time of 32 ms. CSI is provided
every 1 ms and is assumed to be perfectly known on the pilot subcarriers. From Figure 5.21
it can be observed that for typical delays between 2 ms and 10 ms, the MSE is reduced by
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8 to 10 dB, compared to the MSE of the outdated channel. If not using any prediction, the
MSE raises already after 5 ms to a level of around 3 dB, which leads to an SNR level below
0 dB according to (2.14) and (2.17) and is thus not practical for data precoding. Results
also indicate that estimating and using for prediction more than 3 Doppler frequencies,
reduces the MSE only for feedback delays that are shorter than 5 ms. For larger delays,
i.e. longer prediction horizons, one can observe that the unavoidable (small) errors of the
Doppler estimation accumulate and therefore the MSE runs into a floor, which is here at
about -2 dB. This shows that for long prediction times, the predictor yields reasonable
results for the large-scale fading, but possibly no longer for the small-scale fading.
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Figure 5.21: Channel MSE after Doppler-delay based prediction, using perfect CSI as an
input. For feedback delays above 4 ms, estimating more than 3 Doppler
frequencies does not offer additional MSE gains.

Next, the influence of AWGN on pilot subcarriers was investigated and it was found
that the HR algorithm is very robust to noisy inputs. Figure 5.22 evaluates the MSE
for different noise levels at the receiver. As observed, significant prediction gains are still
feasible for low SNR values. The reason for this robustness against AWGN lies in the
de-noising procedure performed by the HR algorithm, which offers an SNR gain of roughly
6 dB [86]. For larger prediction horizons, the MSE converge to a level, which does not
depend on the SNR and is determined by the accuracy of the Doppler frequency estimation.
Here, non-quantized CSI is provided every 1 ms.
As a next implementation we consider a scheme where channel tap estimation and quan-

tization are performed at the terminal, while Doppler frequency estimation and channel
prediction at the BS, as shown in Figure 5.23. Compared to the terminal implementation,
this module split has the advantage that the computationally demanding HR algorithm is
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Figure 5.22: Channel MSE for Doppler frequency estimation at different SNR levels. The
high-resolution estimator performs stable with noisy inputs.

performed at the base station, where computational power is more easily to be provided. A
further difference is that the Doppler frequency estimator uses quantized CSI as an input.
Figure 5.24 evaluates the impact of the number of quantization bits (B) per channel tap
onto the channel prediction MSE. CSI feedback is provided every 1 ms, observation time is
32 ms and the mean receiver SNR is set to 20 dB. Results indicate that Doppler frequency
estimation is robust against quantized inputs and 6 bits/tap are sufficient. Figure 5.25
depicts the CDF of the the nSE for the same parameters and feedback delays of 5 and
10 ms. Both the nSE statistics as well as its mean value (MSE) are reduced by around
10 dB.
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Figure 5.23: Channel taps are estimated and quantized at the terminal (left) and fed back
to the base station (right), where Doppler frequency estimation and channel
prediction are performed.

In what follows, the role of the feedback reporting interval, i.e. how often CSI feedback
is provided to the base stations, is investigated. Figure 5.26 depicts the MSE for feedback
reporting intervals of 1 and 5 ms. CSI is estimated from channel observations measured
in an SNR environment of 20 dB and quantized with 6 bits per real and imaginary part.
During the observation time of 32 ms, feedback is thus provided 32 and 6 times, depending

99



5 Channel Impairments and Mitigation Techniques for CoMP

0 5 10 15 20
−20

−15

−10

−5

0

5

Feedback delay (ms)

M
S

E
 (d

B
)

 

 

Perfect CSI
B = 8 bits
B = 6 bits
B = 4 bits
No prediction

Figure 5.24: Normalized MSE for Doppler-delay based channel prediction at the base sta-
tion for an observation history of 32 ms, using as input quantized CSI, available
every 1 ms. SCME with 30 km/h is used, while SNR is equal to 20 dB.

on the reporting interval. It can be observed that when providing feedback every 5 ms
and using it for subtap estimation, the post-prediction MSE is at the same level as when
providing feedback every 1 ms. This is enabled due to the high resolution of the subtap
estimator, which is able to perform accurately even with a small input value density. It
is though recommended that ratio between input and output samples is larger or equal to
3/2.
An important observation from all MSE curves provided up to here, is that parame-

ters such as the input SNR, the number of bits used for channel tap quantization, the
CSI updating interval and the number of estimated Doppler frequencies affect mainly the
performance for short prediction horizons between 2 and 5 ms. If the expected feedback
delay lies within this range, an adjustment of these parameters is recommended. For larger
prediction horizons, all MSE curves approach a level of roughly −2 dB, which is indepen-
dent from the above parameters. This value is less important for practical systems, as
the feedback delays are not expected to be so large. However, it is interesting to see that
the the prediction performance is practically determined by the estimation accuracy of
the Doppler frequencies by the HR algorithm, which is robust against impairments at its
input, such as noise and quantization effects and provides a high resolution even for sparse
inputs.
Finally, an implementation split in which channel tap and Doppler frequency estimation

are performed at the terminal, and channel prediction at the base station has been consid-
ered, as shown in Figure 5.27. It has been found that channel prediction is very sensitive
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Figure 5.25: For typical feedback delays, channel prediction reduces the normalized channel
square error (nSE) by around 10 dB. Here, 6 bits/tap quantization is used.

to quantization of the subtaps, i.e. of the HR algorithm output. Results indicated that
for Doppler frequency quantization, at least 8 bits/subtap would be required in order to
avoid significant MSE enhancement, compared to the previous implementations. In ad-
dition, the terminal would need to perform the computationally complex HR algorithm.
Regarding the feedback overhead, counting e.g. with 4-5 subtaps/tap, it would be also
much higher than for the other schemes shown in Figure 5.20 and Figure 5.23. Hence, the
original split to perform IDFT at the terminal and to feed back quantized channel tapes
is recommended.

Evaluation using channel data from outdoor measurements

In order to validate the Doppler-delay channel predictor under real-world conditions, we
used channel data taken from outdoor measurements conducted by Ericsson Research in
Stockholm, Sweden. A detailed description of the measurement campaign and all technical
details can be found in [134], while here only the most important features and parameters
will be given.
The channel data used here were acquired from broadband measurements from three

single-antenna base stations, which are part of an LTE test network in Kista, Stockholm,
Sweden [134]. The area is classified as urban, where the average building height is approx-
imately 25 m. The antennas of all base station sites are above the average rooftop level
and the distance between the base stations is between 350 m and 600 m. Commercially
available antennas were used, with a gain of 18 dBi, ±45◦ linear polarization, half power
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Figure 5.26: Impact of the CSI reporting interval on the prediction performance.
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Figure 5.27: Channel taps and Doppler frequencies are estimated at the terminal (left),
quantized and fed back to the base station (right), where channel prediction
is performed.

beamwidth of 63◦ in azimuth and 5◦ in elevation, and a downtilt between 6◦ and 8◦. The
transmit power was set to 35 dBm for all base stations.
A measurement vehicle was moving with a speed up to 30 km/h. The receiver was

equipped with 4 antennas (two electrical and two magnetic dipoles) which have been in-
stalled on the roof of the vehicle. The measurements were collected using a wide-band
channel sounder with full MIMO capability, which is an LTE prototype developed by Er-
icsson. During the measurement campaign, however, only a single transmit antenna at
each base station was used to guarantee perfect coherency among the base stations. The
channel sounding capability was fully exploited by transmitting only pilot symbols over
the entire bandwidth of 20 MHz at a carrier frequency of 2.66 GHz and every 5.33 ms.
Each base station was transmitting pilots on every third OFDM subcarrier, separated by
a subcarrier spacing of 15 kHz. In order to identify pilots from different base stations, a
shift of one subcarrier was used, so that pilots from the same base station are transmitted
every 45 kHz.
Optical fiber connection was used between the base stations. Accurate time synchroniza-

tion among the base stations and with the receiver was achieved by Rubidium clocks from
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Stanford Research Systems, which have an Allan standard deviation less than 10-12 Hz2.
The route consisted of passages with LOS propagation conditions, as well as parts where
NLOS propagation dominated. During each ride, the channel sounder was measuring every
5.3 ms the channel for each pair of transmit and receive antennas.
Figure 5.28 evaluates the role of the observation time (Tobs), from which the Doppler

frequencies are estimated. First, CSI quantization is not considered and the 10 major
Doppler frequencies are estimated. It can be observed that using a channel history of 50 ms
reduces the MSE by 1 dB, compared to using a history of 25 ms. However, using longer
observation times of 100 ms or even 200 ms is beneficial only for longer prediction horizons
beyond 6 ms. For a prediction horizons below 5 ms, Doppler frequency detection from the
very recent channel history is recommended, so that large-scale channel parameters remain
as stable as possible.
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Figure 5.28: Impact of channel observation time (Tobs) onto the MSE. Tobs should be chosen
according to the prediction horizon. Here, perfect CSI was assumed and 10
subtaps/tap were used.

Figure 5.29 evaluates the MSE in dependance of the number of the estimated subtaps.
Based on perfect CSI, it can be observed that using 10 Doppler frequencies improves
slightly the MSE only for short delays around 2 ms. We further introduced impairment
effects such as AWGN of -120 dBm to the channel measurements and a 5 bit quantization
of real and imaginary parts of the channel coefficients. In such more realistic scenario,
the uncertainty caused by impairments overwhelms the MSE gain achieved by using more
subtaps. As a result, the MSE lies at approximately the same level for 6 and 10 subtaps.
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Figure 5.29: Estimation of 10 subtaps from perfect CSI slightly improves the MSE for short
delays, compared to estimating 6 subtaps. For noisy and quantized CSI, the
MSE cannot be further reduced by using more subtaps.

As a state-of-the-art reference, channel prediction based on Kalman filtering is included.
A detailed description and performance evaluation of the Kalman-based predictor used
here can be found in [131] and [130]. According to this method, the channel on each
subcarrier is modeled an autoregressive (AR) model of nAR order on diagonal state space
form. The nAR poles of the AR-model are determined using the channel autocorrelation,
which is estimated from the channel history. Here, perfect channel knowledge has been
assumed, which maximizes the prediction accuracy, and nAR = 10 is used. The filter poles
are updated at sparse time instants, here every 0.43 s. A single Kalman filter can be
estimated and used for several adjacent pilots (here for 4 pilots), as channel correlation
in the frequency domain is provided. This reduces computational complexity without any
noteworthy penalty in performance. Channel estimates are finally extrapolated into the
future by using the pre-calculated filter.

There are conceptual differences between Kalman filtering and Doppler-delay based pre-
diction, which make comparing them not a straightforward task. It should be taken in
account that Doppler-delay prediction uses channel taps as an input, which are obtained
from the frequency-domain pilots by an inverse FFT. This introduces a signal convolution
with a sinc-function due to the limited bandwidth, which generates cross-talk between
channel taps and introduces some difficulty in characterizing each of them by a certain
number of Doppler frequencies. At the same time, the Kalman filter uses damped sinu-
soids instead of perfect sinusoids (Doppler frequencies), which introduces a small driving
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noise and also limits the theoretically achievable accuracy [131].

Figure 5.30 evaluates the MSE for both methods. Perfect channel knowledge is assumed
and the same order is used for both models, i.e. 10 subtaps and 10 poles, respectively. It can
be observed that for typical feedback delays between 2 and 10 ms, significant improvements
can be observed for both methods. For short prediction horizons, the Kalman method
slightly outperforms the Doppler-delay method, while for larger horizons the two methods
reach the same MSE level. This can be linked with high probability to the fact that the
Kalman filter uses accurate information of the channel autocorrelation function, and is
adjusted according to its values for those particular delay time.
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Figure 5.30: Channel prediction MSE for Doppler-delay based and Kalman filtering pre-
diction, both using a 10th order model. Perfect CSI at subcarriers has been
used as an input. Both methods offer similar and significant MSE reduction.

Overall, results in Section 5.3 show that Doppler-delay channel prediction reduces the
MSE by roughly 10 dB, which implies significant SIR gains for the JT CoMP downlink.
The prediction performance by using the SCME and measured channel data was found to
be very similar. For system design it is recommended to implement channel tap estimation
at the mobile station and provide afterwards the compressed CSI feedback to the base
station. Doppler frequency estimation and channel prediction can be performed at the
base station, so that feedback overhead is reduced and the terminal must not perform
computationally complex operations.
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5.4 SIR gains by mitigation of channel impairments in JT
CoMP

In JT CoMP, improvements in CSI accuracy translate into performance gains, because the
SIR is inversely proportional to the MSE, as shown in Chapter 2. The SIR further grows
with the number of cooperating base stations (Nb) and drops with the number of uses
(Nu), which are served jointly on the same time and frequency resource. In this section,
the SIR gains by Doppler-delay based channel prediction are evaluated analytically and by
system-level simulations, using as an input the post-prediction MSE. A one-ring cluster
of 7 base stations is considered, transmitting jointly to Nu mobile users over the SCME.
Implementation follows the scheme shown in Figure 5.23. Out-of-cluster interference is not
considered and the network is assumed to be perfectly synchronized in terms of carrier and
sampling frequencies.

For numerical evaluation, the general model for precoded MIMO of Chapter 2 is used.
The precoder W is calculated from channel H, while data vector s is transmitted over the
channel H̃ = H+∆, where ∆ denotes here the residual channel error matrix after channel
prediction. Our goal is to evaluate the influence of the IUI caused by imperfect precoding,
and will therefore neglect AWGN at the receiver. Hence, an arbitrary user j will receive

yj = sj

(
1 +

Nb∑
b=1

δjbwbj

)
︸ ︷︷ ︸

self-signal (šj)

+

Nu∑
u=1
u6=j

su

Nb∑
b=1

δjbwbu

︸ ︷︷ ︸
inter-user interference (s̄j)

, with j = 1, ..., Nu and Nu ≥ 2.

(5.63)
Above, su, δjb and wbu are entries of matrices s, ∆ and W, respectively. The SIR on
OFDM subcarrier p of user j is defined by the power ratio of self-signal and IUI on this
subcarrier as

SIRj,p =
|šj,p|2

| ¯sj,p|2
. (5.64)

For an OFDM system, (5.64) is an important performance indicator, as it influences the
amount of data that can be successfully transmitted on this subcarrier. It is noted that
due to the Jensen’s inequality [135], the mean value of (5.64) is larger or equal than the
mean power ratio of the mean SIR (mean self-signal to mean IUI power):

Ep {SIRp} ≥
E
{
|šj |2

}
E {|s̄j |2}

∆
= SIRj . (5.65)

The SIRj expression provided in (2.13) in Chapter 2 and used in (5.65), is slightly different
than the analytical SIR results of Section 5.1. This happens because of the mathematical
channel model used in Section 5.1, which considers the temporal channel correlation. This
influences the mean power level of self-signal and IUI. However, for evaluating the SIR

106



5.4 SIR gains by mitigation of channel impairments in JT CoMP

Table 5.5: System level and channel predictor parameters
No. of base stations (Nb) 7
No. of terminals (Nu) 3
Feedback reporting interval (∆T ) 2 ms
Feedback delay / prediction horizon 5 ms
Channel observation time (Tobs) 50 ms
No. of CSI quantization bits (B) 6 / channel tap
No. of estimated subtaps (S) 5 / channel tap
SNR for parameter extraction 20 dB

after channel prediction, we can only use the "hard" channel error measured by δ = h̃−h,
which does not consider any correlation between the channel used for precoding and the
channel error. Numerical evaluation of the correlation between the actual channel and the
channel error after prediction was found to be small enough to be neglected.

Figure 5.31 illustrates the CDF of the SIR per OFDM subcarrier, according to (5.63).
The parameters used are listed in Table 5.5. Here, 7 base stations serve jointly 3 mobile
users over the SCME with 30 km/h. The black (dashed) line shows the SIR at a time instant
5 ms after the ZF precoder calculation, if no channel prediction is used. The SIR statistics
of the CoMP system without channel prediction is close the geometry factor observed by
interference-limited (non-cooperative) transmission with a frequency reuse factor of 1 over
the SCME, which is illustrated by the red (dashed-dotted) line. Practically this means
that the generated IUI due to imperfect precoding is significantly high and eliminates
the potential gains in terms of SIR enhancement of CoMP transmission. Note that this
result was used in 3GPP LTE Release 10 as a main argument indicating that CoMP was
considered promising but not yet mature enough to be included in the standard. Finally,
the blue (solid) line shows the SIR, which is achieved when the precoder is updated by
using the output of the Doppler-delay channel predictor. It can be observed that, using
channel prediction, an SIR gain of 10 dB can be achieved. Obviously, the gains of CoMP
can be realized only using predicted channels, if the users are mobile. The SIR when seven
base stations serve four users is shown in Figure 5.32, from where it is observed that adding
more users decreases the SIR.

In general, the impact of mobility on the channel MSE is very important. Considering
e.g. a ten times lower mobility reduces the channel MSE by 20 dB, according to (5.30).
Correspondingly, the post-prediction MSE will be reduced, which improves the mean SIR
(2.14), as well as the full statistics of the SIR on each OFDM subcarrier, by 20 dB. This
means that for short feedback delays and low, pedestrian type mobilities, channel aging
effects are less critical.
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Figure 5.31: SIR for 7 BSs serving 3 users over the SCME with 30 km/h, 5 ms after precoder
calculation. Channel prediction improves SIR by 10 dB. Without prediction,
the SIR is close to the geometry factor of a non-coordinated network.

5.5 Summary of Chapter 5

In Section 5.1 of this chapter, a signal model for the downlink transmission in a multi-user
multi-cellular systems with coordinated base stations using zero-forcing precoding was
derived. The precoder was mismatched to the channel over which data was transmitted
due to by imperfect channel estimation, CSI quantization and channel aging during the
feedback delay. In the presence of channel impairments, each user receives a self-signal
term and an additive term of inter-user interference. Exact expressions were derived for
the mean power of those signals and for the resulting mean SIR of the jointly served users.
It was found that if a desired mean SIR is targeted, and given a certain accuracy of channel
estimation and quantization effects, there is a maximum tolerable feedback delay, which
will also decrease with the mobility. The model provides clear insights into the tradeoff
between channel estimation/quantization error and mobility/feedback delay, which can be
used as guidelines for system design. Finally, the model was simplified and the channel
impairments’ effect was captured by the channel MSE, for which closed-form expressions
and accurate approximations were derived for each impairment separately.
After having analyzed and evaluated the influence of channel impairment effects, miti-

gation tools and algorithmic approaches for dealing with it were developed. To this end,
Section 5.2 introduced a practical feedback compression scheme for cooperative base sta-
tions. The method operates as follows: first, the channel to all nearby base stations is
estimated from pilots symbols in the frequency domain and the strongest cells are identi-
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Figure 5.32: SIR for 7 BSs serving 4 users over the SCME with 30 km/h, 5 ms after precoder
calculation. Channel prediction improves SIR by 10 dB. Without prediction,
the SIR is close to the geometry factor of a non-coordinated network.

fied. Next, a time-domain representation of the channel is obtained and the most relevant
taps are selected according to an estimated noise level. Adaptive quantization of the taps
according to the SNR is used and it is shown that the feedback overhead is proportional
to the SNR, which is also in line with the results of information theory. Finally, an
interference-aware criterion is used for minimizing the number of quantization bits accord-
ing to the out-of-cluster interference level. The scheme was evaluated over standard SCME
as well as over measured channels. Without significantly enhancing the channel MSE, the
required feedback for full CSI from all relevant cells in the cooperation cluster was reduced
to 2.5 kbit per reporting interval at 20 MHz bandwidth. In summary, it was shown that
the overhead for explicit multi-cell CSI feedback enabling JT CoMP can been reduced by
10 to 30 times, compared to scheme providing CSI for all 6 base stations for 144 pilots
with 2 times 16 bit resolution for real and imaginary component for 4 individual links in
our 2x2 MIMO configuration resulting into 55 kbit per reporting interval. It is noted that
reduction of the feedback amount reduces the feedback delay likewise.

Section 5.3 presented a novel channel prediction mechanism based on a Doppler-delay
model of the time-variant broadband channel. According to this method, channel taps
are estimated over a short observation time, a high-resolution algorithm detects the major
Doppler frequencies for each channel tap and channel prediction is performed by extrap-
olation of the time evolution of each tap. Results using the SCME as well as data from
channel measurements indicated that the channel MSE can be reduced by around 10 dB for
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typical feedback delays of 2 to 10 ms. This implies that larger feedback delays and higher
mobility than previously believed, could be also supported in systems with cooperative
base stations. It was also shown that the more complex procedure of Doppler frequencies
estimation can be implemented at the base station, and that we can use quantized feedback
information as an input without any significant performance degradation.
Section 5.4 evaluated the SIR gains achieved in JT CoMP using zero-forcing precod-

ing, when deploying the above mitigation techniques of feedback compression and channel
prediction. System-level simulations revealed an SIR enhancement around 10 dB can be
achieved, which also depends on the number of base stations and mobile stations involved
in the cooperation cluster.
Altogether, it was demonstrated thereby that a thorough understanding of the relevant

impairment effects, in combination with effective feedback generation mechanisms and
advanced prediction, is able to compensate the degradation effects of CoMP in realistic
mobile scenarios. Taking these sophisticated algorithms into account, JT CoMP becomes
more mature, and given the ever-increasing availability of signal processing, it may be
useful and beneficial in a future standard.
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6.1 Summary and conclusions

In this work, wireless multi-cellular networks using coordinated multi-point (CoMP) have
been investigated. The major difference to the vast of literature is the area that the
transmission is subject to real-world impairments. Robustness to such impairments is
important for practical implementation and use in mobile networks. The influence of
channel and synchronization impairments onto the performance of the CoMP downlink
has been investigated and the mechanisms responsible for limitation of the theoretical
gains of CoMP have been and analyzed and clarified.
The developed model has allowed for a thorough analysis of the degradation effects,

while results have been verified by numerical simulations and evaluation over data from
outdoor channel measurements. Novel mitigation techniques for compensation of the losses
due to channel impairments and solutions for synchronizing distributed base stations have
been proposed, forming practical concepts for CoMP system design.
At the beginning of this work, an introduction to multiple-input multiple-output

(MIMO) was provided and it was explained how distributed CoMP increases the spectral
efficiency of wireless cellular networks. A general multi-user multi-cellular signal model
with zero-forcing (ZF) precoding based on imperfect channel knowledge was derived and
used for power analysis of the users’ self-signal and the inter-user interference. It was found
that the signal-to-interference ratio (SIR) is inversely proportional to the mean square er-
ror (MSE) of the channel knowledge used for precoding. It also grows with the number of
base stations and drops with the number of jointly served users. It was addressed how user
selection can improve robustness against mismatched precoding and enhance the users’
mean SIR.
The geographical limitations of the cooperation clusters were investigated, so that time

synchronization of orthogonal frequency division multiplexing (OFDM) signals radiated
from distributed base stations, thus arriving with propagation delay differences, and
inter-symbol interference (ISI)-free removal of the cyclic prefix are feasible. Therefore,
a statistical channel model was extended for broadband multi-point transmission and was
first verified and parameterized in terms of root mean square (RMS) delay spread and
95% excess delay, based on outdoor measured channel data. It was interesting to observe
that, when using a larger antenna downtilt, significantly smaller channel delay spreads
can be realized and the inter-cell interference becomes more concentrated. Finally, chan-
nel delay statistics were predicted by using the parametrized model for larger inter-site
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distances (ISDs). Results indicated that base station cooperation using Third Generation
Partnership Project (3GPP) Long Term Evolution (LTE) system parameters is feasible for
distances up to 1.7 km between the base stations at 2.65 GHz, without violating the short
cyclic prefix more than 5% of the cases.

The MIMO signal model was extended for broadband systems using OFDM, while in-
dividual carrier frequency offsets (CFOs) and sampling frequency offsets (SFOs) were in-
cluded on every transmitter and receiver branch. Based on this model, it was shown that
the CFO has a significantly higher impact on the signal distortion than the SFO. It was
also found that for unsynchronized CoMP systems, the caused inter-user interference dom-
inates over the inter-carrier interference. The mean SIR drops quadratically with time
and is inversely proportional to the variance of the base stations’ CFOs. Following the
general rule, the SIR also grows with the number of base stations and drops with the
number of users. The model was simplified and the effect of imperfect carrier frequency
synchronization was captured by its MSE, for which expressions were derived. Regarding
system requirements, it was found that when a high SIR is targeted, oven-controlled crystal
oscillators (OCXOs) locked to an accurate reference provided either by Global Positioning
System (GPS) or by the backhaul network must be used at the base stations. Finally, Eth-
ernet based IEEE1588 precision time protocol for network synchronization was discussed,
especially for indoor base stations.

As a next step, the influence of channel impairments were investigated concretely. The
joint transmission coordinated multi-point (JT CoMP) signal model from Chapter 2 was
extended for mismatched precoding due to channel estimation, channel state informa-
tion (CSI) quantization and channel aging during the feedback delay. The analytical SIR
expressions were specialized, including critical parameters as mobility, feedback delay and
estimation accuracy. It was shown that, if a desired SIR shall be attained and given a cer-
tain accuracy of channel estimation and quantization, there will be a maximum tolerable
feedback delay for each mobility. Especially in its simplified form based on the channel
MSE, our model provides practical insights, which can be used as system design guidelines.
Evaluation results clearly revealed that the inter-user interference caused by mismatched
precoding stemming from channel aging, limits significantly the potential performance
gains of CoMP. In order to be able using CoMP for mobilities higher that pedestrian ones,
mitigation techniques for coping with channel aging effects will be required.

As a first mitigation tool, an adaptive interference-aware feedback compression scheme
was developed for JT CoMP. For the strongest cells, the most relevant channel taps are
detected. By applying adaptive quantization to the selected taps according to the signal-
to-noise ratio (SNR), the amount of feedback becomes proportional to the SNR, which is in
line with the results of information theory. Interference-aware compression has been used
for further reducing the number of quantization bits, with a small tolerable channel MSE.
The scheme was evaluated over the spatial channel model extended (SCME) as well as
over measured channels from the Fraunhofer Heinrich Hertz Institute (HHI) testbed. The
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required feedback for full CSI for all relevant cells in the cooperation cluster was reduced
to 2.5 kbit per reporting interval at 20 MHz bandwidth, which is 10 to 30 times less than
uncompressed CSI to a ring of cells. The scheme was implemented on hardware and its
real-time feasibility was demonstrated. It is also noted that reduction of the feedback
overhead reduces the feedback delay likewise.
A further developed mitigation technique has been the Doppler-delay based channel

prediction. According to this approach, channel taps have been estimated over a short
observation time, before a high-resolution algorithm detects the major Doppler frequencies
for each channel tap. Based on the acquired Doppler-delay channel representation, channel
prediction was performed by time extrapolation. Evaluation with the SCME as well as
using channel measurements indicated that the channel MSE can be reduced by around
10 dB for typical feedback delays of 2 to 10 ms, which is very close to the performance of
Kalman filter predictors that require higher complexity. This MSE reduction implies that
larger feedback delays and higher mobility than previously believed, can be supported in
CoMP systems. It was also shown that the more complex part of the Doppler frequencies
estimation can be implemented at the base station, without any significant performance
degradation. The benefits of channel prediction for JT CoMP were evaluated by system
level simulations, and SIR gains of around 10 dB were validated also in the multi-cell
scenario.
In summary, it was demonstrated how part of the huge promises of CoMP can be re-

alized in practice by including smart mitigation techniques. It was found that the major
impairment lies in channel outdating due to the mobility. A novel channel predictor was
developed that makes the system more robust against mobility. It was found that the
tight frequency synchronization requirements for distributed base stations can be fulfilled
by technical solutions using today’s commercial hardware. Outdoor channel measurements
showed that inter-cell interference can be localized using antenna downtilt and that com-
putational complexity as well as feedback and pilot overhead can be reduced by applying
clustering and feedback compression techniques. Overall, the work presented in this thesis
can be seen not only as a fundamental research, rather it is a contribution to the transition
of CoMP from theory to practice.

6.2 Outlook towards next generation systems

In this work it was shown that CoMP is not only a promising technique in theory, but can
be also included with practical concepts in next generation wireless communication sys-
tems. Practical enablers for synchronization, clustering, feedback compression and channel
prediction can be included into such systems. Together with further system components
such as multi-cell channel estimation, user selection and resource allocation, a concept will
be possible to be realized for a full CoMP system. Such components have not been in the
main focus of this work, though can be also considered as mature techniques [118,136].
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A robust CoMP technology will be a strong candidate for next-generation cellular sys-
tems and has been already discussed in the context of the coming 5G standard [69]. It
is expected from 5G systems to fulfill high expectations of network operators and future
demands. Such systems will have to support a multitude of new applications with a di-
verse set of requirements and characteristics, including higher peak and user data rates,
reduced latency, enhanced indoor coverage and a large number of devices [137]. To this
direction, current research investigates how to serve 10 to 100 times more devices, deliver
1000 times the traffic, and reduce the latency by a factor of 5 for mobile users, compared
to the 3GPP LTE Release 8 to 11. Those already standardized systems include knowledge
from research conducted over the last years and have been able to reach spectral efficiencies
of 2-3 bits/s/Hz per macro-cell; outperforming them is already challenging.
As discussed in [87], the traffic growth expected in 10 or more years from now can be

satisfied by the usage of more spectrum, higher spectral efficiency, and a densification
of cells. This combination seems to be a reasonable breakdown of the main challenge
of 1000 times more traffic into more manageable sub-terms. Practically this means the
usage of high (mm-wave) frequencies, advanced interference mitigation techniques and the
integration of small cells, resulting into so-called heterogeneous networks (HetNets) [138].

Figure 6.1: 5G network concept including small cells, CoMP, and massive MIMO.

To this end, a high-level perspective combination of small cells, JT CoMP and larger
MIMO arrays (massive MIMO) [139] has been proposed in [87]. Under the term massive
MIMO, a significant increase in the number of antennas at the base station and potentially
also at the terminal has been proposed to enhance the spectral efficiency with affordable
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complexity. Figure 6.1 shows the envisioned 5G system concept supporting key technolo-
gies for improving the spectral efficiency. Centralized or distributed joint signal processing
controls the entire network. A high-speed backhaul network is needed to connect the coop-
erating base stations and exchange data and channel knowledge among them. First results
based on measurements from our HHI testbed with macro-plus-small-cell scenarios showed
that the spectral efficiency can be significantly improved by clustering and efficient user
selection [63], and that our adaptive feedback compression scheme is capable for reducing
the overhead. Moreover, it has been shown that fast feedback reporting combined with
the proposed Doppler-delay channel prediction scheme are able to mitigate the impairment
effects in coordinated networks.
Our vision for a next generation of wireless cellular techniques includes smart distributed

signal processing as a powerful enabler for higher spectral efficiency. High-level coordi-
nation and network optimizations shall be supported with advanced algorithms for im-
pairments’ mitigation and robust transmission. The overall concepts shall consider high
promising techniques as well as methods to meet the challenges they set, at reasonable
costs of computational complexity and hardware.
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7 Appendices

7.1 Appendices of Chapter 2

7.1.1 Mean value of the eigenvalues of the Wishart matrix

According to Theorem 1 in [35], the cumulative distribution function (CDF) ρ(λ) of an
eigenvalue λ of the Wishart-distributed matrix HHH is given by

ρ(λ) =
1

m

m∑
i=1

[φαi (λ)]2λαe−λ, (7.1)

where n = max(Nr, Nt),m = min(Nr, Nt) and α = n−m. Nr and Nt denote the number
of receive and transmit antennas, respectively. The normalized functions

φαk+1(λ) =

[
k!

(k + α)!

] 1
2

Lαk (λ), k = 0, ...,m− 1 (7.2)

form an orthogonal set of polynomials with respect to the scalar product

〈
φαi , φ

α
j

〉
=

∫ ∞
0

φαi (λ)φαj (λ) λαe−λ dλ = δij , (7.3)

where δij = 1 for i = j and δij = 0 else. Lαk (λ) are the generalized Laguerre polynomials
of degree k and order α, as described in [112].

The average eigenvalue E [λ] can be written as

E [λ] =

∫ ∞
0

λ · ρ(λ) dλ =
1

m

m−1∑
k=0

〈
φαk+1, λ · φαk+1

〉
. (7.4)

According to [112], for the Laguerre polynomials following recursive formulas are known
(Lαk (λ) denoted as Lαk for simplicity):

λLαk = (k + α)Lα−1
k − (k + 1)Lα−1

k+1 (7.5)

and
Lα−1
k = Lαk − Lαk−1. (7.6)
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We combine (7.5) and (7.6) in order to obtain all the polynomials with the same order α
and to remove multiplication with λ within the scalar product in the sum on the right-hand
side of expression (7.4). Due to orthogonality property (7.3), following term is simplified
as: 〈

φαk+1, λ · φαk+1

〉
= α+ 2 k + 1. (7.7)

By substituting (7.7) into (7.4), replacing α = n − m and considering a system with
Nt > Nr and thus n = Nt, results into

E [λ] =
1

m

m−1∑
k=0

(n−m+ 2k + 1) = n = Nt. (7.8)

7.1.2 Mean value of the inverse eigenvalues of the Wishart matrix

In equivalence to (7.4), the average of the inverse eigenvalue 1
λ is given by

E
[

1

λ

]
=

∫ ∞
0

1

λ
· ρ(λ) dλ =

1

m

m−1∑
k=0

〈
φαk+1,

1

λ
· φαk+1

〉
︸ ︷︷ ︸

=Xk

, (7.9)

where Xk is given by

Xk =
k!

(k + α)!

∫ ∞
0

e−λλα−1Lαk (λ)Lαk′(λ)dλ. (7.10)

From [112], is known for the Laguerre polynomials that

Lαk (λ) =

k∑
ν=0

Lα−1
ν (λ). (7.11)

By imposing (7.11) into (7.10) and using subindex µ for Lαk′(λ), Xk can be expressed as

Xk =
k!

(k + α)!
·
k∑
ν=0

[∫ ∞
0

e−λλα−1Lα−1
ν (λ)Lα−1

µ (λ)dλ

]

=
k!

(k + α)!
·
k∑
ν=0

[
(ν + α− 1)!

ν!

]
︸ ︷︷ ︸

=
(α+k)!
αk!

=
1

α
. (7.12)

In (7.12), due to the orthogonality properties of the Laguerre polynomials, only terms with
ν = µ are considered. For ν 6= µ, Xk = 0. Finally, by using (7.12) in (7.9), replacing
α = n −m and considering m = Nr and n = Nt because of Nt > Nr, the average of the
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inverse eigenvalue reaches

E
[

1

λ

]
=

1

m
·
m−1∑
k=0

1

n−m
=

1

n−m
=

1

Nt −Nr
. (7.13)

7.2 Appendices of Chapter 4

7.2.1 Analysis of KU, KIUI and KICI

The constants KU, KIUI and KICI are introduced in the main text in equations (4.26),
(4.31) and (4.38), respectively. For identical channel statistics for all users and K

∆
=∑Nb

b=1 E
{
|Hjbwbu|2

}
, we have KU = 1 − K, KIUI = (Nu − 1) · K and KICI = Nu · K.

The following derivation gives an approximation for K in Rayleigh fading. The correlation
between Hjb and wbu can be considered as weak, because taking into account how the
pseudo-inverse is calculated, there is only minor contribution of element Hjb to wbu. Thus,

K =

Nb∑
b=1

E
{
|Hjbwbu|2

}
=

Nb∑
b=1

E
{
|Hjb|2 E

{
|wbu|2

∣∣Hjb

}}
≈

Nb∑
b=1

E
{
|Hjb|2

}
E
{
|wbu|2

}
= σ2

h

Nb∑
b=1

E
{
|wbu|2

}
, (7.14)

where σ2
h is the mean channel power and E

{
·
∣∣A} denotes the conditional expectation given

event A.
In [9], we analyzed (7.14) for zero-forcing (ZF) precoding of random matrices of di-

mension Nu < Nb with complex Gaussian independent and identically distributed (i.i.d.)
entries with zero mean and variance σ2

h. It is shown that

Nb∑
b=1

E
{
|wbu|2

}
=

1

σ2
h(Nb −Nu)

≥ 1

σ2
h Nb

. (7.15)

The equality and bound in (7.15) can be used in (7.14) for calculating K and a bound for
it, from where it is straightforward to obtain KU, KIUI and KICI and bounds for them.
Those can then be used in (4.26), (4.31) and (4.38) in the main text.

7.2.2 Analysis of B1 and B2

We analyze
∑Ns

2
−1

ν=−Ns
2

ν 6=k

E
{
βjb1(k, ν)β∗jb2(k, ν)

}
, which is given in (4.35) in the main text,

while βjb(k, ν) is given in (4.9). The base stations’ and jth mobile user’s carrier frequency
offsets (CFOs) are considered as i.i.d. Gaussian-distributed with zero mean and variance
σ2
f and σ2

f,j , respectively.
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For the first case b1 = b2 = b, we proceed as follows:

Ns
2
−1∑

ν=−Ns
2

ν 6=k

|βjb(k, ν)|2 =

Ns
2
−1∑

ν=−Ns
2

|βjb(k, ν)|2 − |βjb(k, k)|2 (7.16)

= 1− |βjb(k, k)|2 (7.17)

= 1− 1

N2
s

· sin2(π(fj − fb)TNs)

sin2(π(fj − fb)T )
(7.18)

≈ π2(fj − fb)2

3δ2
=
π2 [(fj − fc)− (fb − fc)]2

3δ2
. (7.19)

From (7.16) to (7.17) we used the result (7.24) of Appendix 7.2.3, which shows that the
power of Ns samples of a function α(k) = 1

Ns

sin(NsΦ(k))
sin(Φ(k)) with Φ(k) = πk/Ns, taken at

frequencies k+φ, is equal to 1 for any offset φ ∈ R. Imposing (4.9) into (7.17) gives (7.18).
For typical values, the Taylor series expansion 1

N2
s

sin2(Nsx)

sin2(x)
≈ 1− 1

3N
2
s x

2 (N2
s − 1 ≈ N2

s for
Ns � 1) is accurate and was used in (7.18) to reach (7.19). Note that δ = (NsT )−1 is the
subcarrier spacing. Taking the expectation of (7.19), and considering the independence
between fj and fb, we reach

Ns
2
−1∑

ν=−Ns
2

ν 6=k

E
{
|βjb(k, ν)|2

}
≈
π2(σ2

f + σ2
f,j)

3δ2

∆
= B1. (7.20)

For the second case b1 6= b2, we have

Ns
2
−1∑

ν=−Ns
2

ν 6=k

E
{
βjb1(k, ν)β∗jb2(k, ν)

}
=

1

N2
s

· |Fp(tn)|2

·

Ns
2
−1∑

ν=−Ns
2

ν 6=k

∣∣∣∣∣E
{

sin[π(k−ν)+π(fj−fb)TNs]
sin
[
π
Ns

(k−ν)+π(fj−fb)T
]
}∣∣∣∣∣

2

. (7.21)

Expression (7.21) was numerically evaluated and was found that for fj = fc (perfectly
synchronized mobiles) it is significantly smaller than (7.20). For σf,j ≥ σf , and using
|Fp(tn)|2 ≈ 1, (7.21) results into

Ns
2
−1∑

ν=−Ns
2

ν 6=k

E
{
βjb1(k, ν)β∗jb2(k, ν)

}
≈
π2σ2

f,j

3δ2

∆
= B2. (7.22)
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Expressions (7.20) and (7.22) provide accurate approximations for B1 and B2 for Gaussian-
distributed CFOs. Those results allow for taking the step from (4.36) to (4.37) in the main
text.

7.2.3 Power of a periodic band-limited function sampled with an offset

Consider the function

α(x) =
1

Ns

Ns
2
−1∑

n=−Ns
2

ej2Φ(x)n , (7.23)

where Φ(x) = πx/Ns. It can be seen that α(x) is a periodic band-limited function with
period T = Ns and Nyquist frequency 1/∆ = 1, and that α(x) = sin(NsΦ(x))

Ns sin(Φ(x)) . We want to
show that

Ns−1∑
k=0

|α(k + φ)|2 =

Ns−1∑
k=0

|α(k)|2 = 1 (7.24)

for offset φ ∈ R. To prove this, we present following lemma.
Lemma: Let α(x) =

∑N−1
r=0 Ar exp

(
2π r

T x
)
be an arbitrary periodic band-limited func-

tion of period T with Fourier coefficients Ar. Lets define γ(φ)(x) by sampling α(x) with
frequency 1/∆ and offset φ:

γ(φ)(x) = α(x+ φ)

( ∞∑
k=−∞

δ(x− k∆)

)
=

∞∑
k=−∞

α
(φ)
k δ(x− k∆) , (7.25)

where α(φ)
k = α(k∆ + φ), and δ(·) is the delta distribution. Then, if 1/∆ = N/T (which is

the Nyquist frequency for α(x)), the energy contained in one period of γ(φ) is given by

N−1∑
k=0

|α(φ)
k |

2 =
1

∆

∫ T

0
|α(x)|2dx , (7.26)

and therefore is independent of φ.
Proof: γ(φ) is a periodic function for which we calculate Fourier coefficients Γ

(φ)
r in two

ways.
First, if F{f(x)}(r) = 1/T

∫ T
0 f(x) exp{−2πrx/T}dx denotes the Fourier transform for

a periodic function f(x), using (7.25) one obtains

Γ(φ)
r =

[
F {α(x+ φ)} (s) ∗ F

{ ∞∑
k=−∞

δ(x− k∆)

}
(s)

]
(r) (7.27)

=
[
exp

{
2π

s

T
φ
}
As

]
∗

[
1

∆

∞∑
u=−∞

δuNs

]
(r) =

exp
{
2π r

T φ
}

∆
Ar , (7.28)
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where r ∈ Z, [as ∗ bs](r) =
∑∞

s=−∞ asbr−s denotes the discrete linear convolution, δxs is a
sequence of numbers that has its s-th entry equal to 1 if s = x and zero otherwise, and ř is
the smallest positive integer that satisfies ř ≡ r mod N . If r ∈ {0, . . . , N − 1} then ř = r.

Next, using (7.25) and the fact that T = N∆, the Fourier coefficient Γ
(φ)
k can also be

found as:

Γ(φ)
r =

1

T

∫ T−∆/2

−∆/2
γ(φ)(x)e−2π

r
T
xdx (7.29)

=
1

T

∞∑
k=−∞

∫ (N−1/2)∆

−∆/2
α

(φ)
k δ(x− k∆)e−2π

r
T
xdx (7.30)

=
1

T

N−1∑
k=0

α
(φ)
k e−2π

rk
N (7.31)

where (7.29) holds because the integral of a periodic function over its full period is trans-
lation invariant. Equation (7.31) implies that Γ

(φ)
r is the discrete Fourier transform (DFT)

of α(φ)
k /T , and therefore the DFT Parseval identity says that

N−1∑
k=0

∣∣∣∣∣α
(φ)
k

T

∣∣∣∣∣
2

=
1

N

N−1∑
k=0

∣∣∣Γ(φ)
r

∣∣∣2 . (7.32)

Finally, using (7.28) with r = r and (7.32), it can be proven that

N−1∑
k=0

∣∣∣α(φ)
k

∣∣∣2 =
T 2

N

N−1∑
k=0

∣∣∣Γ(φ)
r

∣∣∣2 (7.33)

=
T 2

N

N−1∑
k=0

∣∣∣∣∣exp
{
2π r

T φ
}

∆
Ar

∣∣∣∣∣
2

(7.34)

= N
N−1∑
k=0

|Ar|2 (7.35)

=
N

T

∫ T

0
|α(x)|2dx , (7.36)

which is what we wanted to prove in (7.24). Note that (7.36) is obtained from (7.35) using
the Parseval identity for Fourier Series.
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7.3 Appendices of Chapter 5

7.3.1 High resolution estimator

We observe each of the l = 1...L channel taps for a period of time and estimate the Doppler
frequencies. The observation of one channel tap over Q time samples can be modeled as

yl,q = hl,q + nl,q, q ∈ {1, 2, ..., Q} (7.37)

where yl,q is the channel observation of hl,q at Q sample points in the time domain and nl,q
is additive white Gaussian noise (AWGN). We estimate S subtaps and their individual
Doppler frequencies from the observation yl,q in an iterative fashion in order to find a
representation ĥl,q of the temporal channel tap evolution where most of the noise shall
have been removed.
In each iteration step, we estimate the Doppler frequency fl,s of the sth subtap by

fl,s = arg max
fs

∣∣∣∣∣∣
Q∑
q=1

gl,q · e−2πj·fs· q−1
Q

∣∣∣∣∣∣ . (7.38)

For the first step we use gl,q = yl,q from (7.37). The search interval for the Doppler
frequency is limited within −fD ≤ fl,s < fD, with fD being the maximum value according
to terminal velocity. For the amplitude αl,s and phase φl,s follows

αl,s · ejφl,s =

Q∑
q=1

gl,q · e2πj·fs· q−1
Q . (7.39)

In further iteration steps we can update gl,q in following two ways, which are shown as
iterative loops in the algorithm flow chart in Figure 7.1.subtap
1) We want to estimate a new Doppler frequency and already know S frequencies (outer

loop in Figure 7.1). Therefore we remove all previously detected frequency components
from the observation yl,q.

g
(S+1)
l,q = yl,q −

S∑
s=1

αl,s · ejφl,s · e2πj·fl,s· q−1
Q (7.40)

2) The values αl,s, φl,s and fl,s of each estimated subtap are distorted by interference
from the following (still undetected) subtaps and also by approximation errors of already
estimated ones. We can increase the precision of an already detected Doppler frequency k
by setting gl,q to

g
(k)
l,q = yl,q −

S∑
∀s6=k

αl,s · ejφl,s · e2πj·fl,s· q−1
Q (7.41)
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Figure 7.1: Flow chart of the iterative Doppler frequency detection with adaptive thresh-
olding. The inner iteration loop can be repeated more than once for each
detected frequency, resulting in further precision improvements.

and repeating the calculation for this tap (inner loop in Figure 7.1). Candes and Tao [140]
state that for a sparse h, which is satisfied when there are less subtaps than input time
samples, we can find a ĥ such that the mean square error (MSE) is within a factor of logQ

of the ideal MSE:
||ĥ− y||2 = O(logQ) · E{||y − h||2}. (7.42)

Donoho and Johnstone [141] state that thresholding achieves the ideal MSE with a thresh-
old level

√
2 · logQ · σ2

n. In general, the exact number of subtaps is unknown. We can
gain knowledge about the noise power σ2

n, and thus the threshold from the link budget.
Nevertheless, if the exact value σ2

n is also unknown and we can certify that if S � Q,
we can set the threshold in an adaptive fashion (if Q is not large enough compared to S
the detection fails). When a new Doppler frequency is found, we update the power after
removing all detected taps according to

PS+1 =

Q∑
q=1

(
yl,q −

S+1∑
s=1

αl,s · ejφl,s · e−2πj·fl,s· q−1
Q

)2

(7.43)

When there are S subtaps above and the (S+ 1)st subtaps falls below the threshold and it
is provided that |n|2 ∼ χ2

2, then we can set σ2
n = 2 ·PS+1 and stop the iterative estimation

when
α2
S+1 < 2 ·

√
2 · logQ︸ ︷︷ ︸
=Th

·PS+1

Q
, (7.44)
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where Th is the threshold level. When (7.44) is fulfilled, the (S + 1)st Doppler frequency
is not any more part of ĥl,q.
The output of the iterative Doppler frequency estimation can be used to de-noise the

input data and to get an estimate of the signal-to-noise ratio (SNR). We therefore calculate
ĥ at the same channel tap delays as in the original channel (7.37). The effective SNR then
notes

p(equiv) =

Q∑
q=1

∣∣∣ĥl,q∣∣∣2
p(noise) =

Q∑
q=1

∣∣∣yl,q − ĥl,q

∣∣∣2
SNRdB ≈ 10 · log10

(
p(equiv) − 3S

2Q · p
(noise)

(1 + 3S
2Q) · p(noise)

)
(7.45)

The factor 3S
2Q accounts for the remaining noise which is proportional to the number of

estimated subtaps.
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