
This version is available at https://doi.org/10.14279/depositonce-10985

Copyright applies. A non-exclusive, non-transferable and limited 
right to use is granted. This document is intended solely for 
personal, non-commercial use.

Terms of Use

This is an Accepted Manuscript of an article published by Taylor & Francis in Molecular Physics on 24 Oct 
2020, available online: http://www.tandfonline.com/10.1080/00268976.2020.1836410 
 
Homes, S., Heinen, M., Vrabec, J., & Fischer, J. (2020). Evaporation driven by conductive heat transport. 
Molecular Physics, e1836410. https://doi.org/10.1080/00268976.2020.1836410

Simon Homes, Matthias Heinen, Jadran Vrabec, Johann Fischer

Evaporation driven by conductive heat 
transport

Accepted manuscript (Postprint)Journal article     |



Evaporation driven by conductive heat transport

Simon Homesa, Matthias Heinena, Jadran Vrabeca,* and Johann Fischerb

aTechnische Universität Berlin, Thermodynamik und Thermische Verfahrenstechnik,
Ernst-Reuter-Platz 1, 10587 Berlin, Germany.
bUniversität für Bodenkultur, Institut für Verfahrens- und Energietechnik, Muthgasse 107,
1190 Wien, Austria.

ARTICLE HISTORY

Compiled October 7, 2020

ABSTRACT
Molecular dynamics simulations are conducted to investigate the evaporation of
the truncated (2.5σ) and shifted Lennard-Jones fluid into vacuum. Evaporation is
maintained under stationary conditions, while the bulk liquid temperature and the
thermal driving force gradient are varied over wide ranges. It is found that the
particle flux and the energy flux solely depend on the interface temperature. Both
of these quantities are correlated to estimate their values for macroscopically large
systems. The latter is analyzed by a hydrodynamic energy balance, considering
conductive heat transport by Fourier’s law. Following the Hertz-Knudsen approach,
the evaporation coefficient is determined and found to be in good agreement with
literature data based on the kinetic equation for fluids and molecular dynamics.
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1. Introduction

In 1882, Hertz [1] studied evaporation of liquid mercury into vacuum experimentally
and discussed the heat transport from the bulk liquid to the interface, which is driven
by a temperature gradient. He suggested an equation for the evaporation flux based
on the kinetic theory of gases, which is known as Hertz model or Hertz-Knudsen equa-
tion, and relies on the bulk liquid temperature Tliq and the corresponding saturated
vapor density ρ′′ as input parameters. About thirty years later, Knudsen [2] also made
evaporation experiments with mercury and introduced the evaporation coefficient α
as a ratio of the measured evaporation flux and the flux calculated from the Hertz
model. These measurements were made at a temperature of T = 293 K and resulted
in an evaporation coefficient α = 0.96. It should be noted that the critical temperature
of mercury is Tc = 1763 K [3] so that Knudsen made his experiments at a very low
reduced temperature of T/Tc = 0.166.

In the subsequent century, a large number of experimental [4–18], theoretical [19–
25] and molecular simulation papers [17, 18, 25–47] as well as review articles [48–51],
books [52–59] and data compilations [60–63] appeared, of which only some are cited
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here. Despite these efforts, it still seems that theory and simulation often do not
match with the experimental findings. Regarding the experiments, we believe that
the measured temperatures might be a problem in some cases: What had really been
measured and to which position in the vapor-liquid interface region has the measured
quantity be allocated to? In our opinion, the physical quantities that can most reliably
be measured experimentally are the temperature of the bulk liquid and the particle
flux due to evaporation. On the other hand, theories and simulations often neglect
the temperature decrease from the bulk liquid to the interface, which is necessary to
transport the heat to sustain evaporation.

In our earlier molecular dynamics (MD) simulations on evaporation from a planar
liquid interface into vacuum [26, 40], the distance between the thermostated liquid
region and the interface plane defined by the inflection point (IP) of the density profile
was only about 6σ, with σ being the particle diameter. The importance of the length
of this non-thermostated liquid region Ln became clear from the article of Frezzotti
et al. [20] who had solved a kinetic equation for fluids (KEF) [64, 65]. Fig. 4 in Ref.
[20] shows a linearly decreasing temperature profile in the non-thermostated region
ranging from the bulk liquid to the density IP over a distance of about 16σ. Closer
inspection of the article of Anisimov et al. [28] showed a similar linear temperature
decrease in the non-thermostated region over about 10σ.

Refs. [20, 28] motivated us to study the region between the thermostated liquid and
the interface in more detail with MD [41]. In that communication, we investigated
a Lennard-Jones type fluid with a potential truncated and shifted at 2.5σ, shortly
called LJTS2.5, with the critical temperature Tc = 1.08 in the usual units [66]. For
convenience, in the following all quantities are given in these units reduced by the
size parameter σ, the energy parameter ε and the particle mass m, e.g. the particle
flux reads jpσ

3
√
m/ε. In Ref. [41], we considered evaporation for the bulk liquid

temperature Tliq = 0.8 (Tliq/Tc = 0.74) and varied Ln from 5.2 to 208. It emerged
that the interface temperature at the IP of the density profile TIP (symbolized by
Ti in Ref. [41]) drops by 17 % and the evaporation flux decreases by a factor of
4.4. Moreover, it was found that the interface temperature TIP as a function of Ln

exhibits an exponential asymptotic behavior from which an extrapolation can be made
to estimate T∞IP for an infinitely large length of the non-thermostated liquid region
Ln → ∞. It is interesting to note that this extrapolated interface temperature T∞IP
differs from TIP at Ln = 208 by less than 1 %, which also allowed for an estimation
of the particle flux j∞p for Ln → ∞. It can be supposed that this extrapolation to
Ln → ∞ on the molecular scale is required for a comparison with experimental data
on the macroscopic scale. Finally, we compared j∞p with the Hertz flux calculated on
the basis of the bulk liquid temperature and thus obtained an evaporation coefficient
of α = 0.14.

This evaporation coefficient α = 0.14 [41] for Tliq/Tc = 0.74 is much lower than the
evaporation coefficient α = 0.51 given by Frezzotti in Fig. 10 of Ref. [20] for nearly the
same reduced bulk liquid temperature Tliq/Tc = 0.73 that was obtained for Ln ≈ 16
with KEF. However, Ref. [41] contains also results for Tliq/Tc = 0.74 and Ln = 15.6,
being jsim

p = 3.443 ·10−3 (Table I) and jH(Tliq) = 7.058 ·10−3 for the Hertz flux, which
yields α = 0.49. Hence, the results from both methods are in good mutual agreement
under similar boundary conditions.

The temperature dependence of the evaporation coefficient α for Ln →∞ remains
to be of great interest. Several studies based on MD simulation [28, 32, 33, 40] and
KEF [20] found that α rises with decreasing temperature. The temperature interval
covered in these articles ranged from Tliq/Tc = 0.534 [40] to 0.90 [32]. The temperature
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interval that we can consider by simulation with a long non-thermostated liquid region
is, however, limited. With reported temperatures between Ttr = 0.55 and 0.62 [67–69],
the triple point poses a lower limit, but fluid simulations were possible down to Tliq =
0.625 without observing crystallization phenomena. The upper limit of the bulk liquid
temperature is given by stability issues of the liquid film, since increasing temperature
results in declining density of the liquid that is associated with less cohesion. Exposed
to a vacuum nearby, such liquid phases are prone to disintegrate. For this reason,
Tliq = 0.80 was selected here as the highest temperature.

In the present work, we performed simulations for Tliq = 0.625, 0.65, 0.70, 0.75 and
0.80. Hence, a reduced temperature range Tliq/Tc from 0.58 to 0.74 was covered, which
is comparable to the range of Tliq/Tc = 0.595 to 0.71 considered in Ref. [20]. This allows
for an assessment of the consistency between KEF and MD data for Ln ≈ 16 and to
show the effect of increasing Ln up to 208 and extrapolating to Ln →∞.

A second topic is the question whether the heat transport through the liquid phase,
driving the evaporation process, can be described by equations of hydrodynamics,
wherein the heat flux is expressed by Fourier’s law. The importance of such consid-
erations was revealed before, e.g. in the work of Ho lyst et al. [35] for the evaporation
of nanodroplets. Moreover, in Ref. [36], a study on evaporation into vacuum, an in-
teresting discussion on the momentum flux of the vapor flow can be found. Therefore,
this question was investigated by a comprehensive analysis of the energy balance, also
clarifying the role of the interface temperature TIP that governs evaporation.

Section 2 presents the simulation method including results of tests for its consistency
and accuracy. This is necessary because we employed a simulation method introduced
in Ref. [43] to achieve stationary evaporation conditions. This method, however, is
different from the one used in Refs. [26, 40] and another method utilized in Ref.
[41]. Section 3 deals with particle fluxes, distinguishing between net, forward and
backscattered flux, as well as the evaporation coefficient α. Moreover, the temperature
at the interface is analyzed and a correlation for the particles flux is derived. This
section also includes a comparison with experimental evaporation coefficient data.
Section 4 presents results for the heat flux as a part of a detailed analysis of the
energy balance. Finally, conclusions are drawn.

2. Simulation method and accuracy

MD simulations were conducted with the software ls1 mardyn [70]. The particle inter-
actions were modeled by a Lennard-Jones potential that was truncated and shifted at
the cutoff radius rc = 2.5σ [66, 71]

uLJTS2.5(rij) =

{
uLJ(rij)− uLJ(2.5σ), rij ≤ 2.5σ

0, rij > 2.5σ,
(1)

and

uLJ(rij) = 4ε

[(
σ

rij

)12

−
(
σ

rij

)6
]
, (2)
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with uLJTS2.5 being the potential used in this work, rij the distance between particles
i and j and uLJ the Lennard-Jones potential, which contains the size parameter σ and
the energy parameter ε. Since that potential is truncated, no long-range corrections
had to be applied.

The simulation volume was a rectangular parallelepiped with edge lengths Lx =
Ly = 200 and Lz varying between 470.2 and 673. It contained one liquid and one
vapor phase. The z axis was normal to the planar vapor-liquid interface, with z = 0
being the position of the interface. There are several approaches to determine the
interface position, e.g. the extremum of the interaction forces (FE) or the IP of the
density profile, cf. Fig. 1. For the sake of comparability with the results of previous
work [41], the interface position was identified by the IP of the density profile. Note
that the interface temperature Ti in Ref. [41] is not - as stated erroneously there - the
temperature at the force extremum FE, but the temperature TIP at the density IP.
Moreover, checks showed that there are no significant changes of the results by using
either IP or FE as interface position. Therefore, we assume that other choices of the
interface position like the separation of the temperature profiles [41] or the Kapitza
position [72] will also show no significant changes.

The simulation volume can be divided into four regions as depicted in Fig. 1, which
are briefly described with ascending z: The region in which the liquid was slab-wise
thermostated by velocity scaling had a length of Lt = 25. Together with the non-
thermostated liquid region, which spans in z direction over Ln, it constituted the
liquid phase. The vapor phase had a length of Lvap = 400 and ended with the onset
of the vacuum region Lvac.

The density of each phase was initially set to the respective saturated density, cor-
responding to the temperature of the bulk liquid [66]. Consequently, the total number
of particles varied from about 1.2 to 8.4 · 106, depending on the temperature and
the length of the non-thermostated liquid region. Each phase was equilibrated sepa-
rately for 5 · 105 time steps ∆t = 0.001824. After joining the two phases, a second
equilibration in the vapor-liquid equilibrium (VLE) state was conducted for another
5 ·105 time steps. Subsequently, the production run was carried out with the following
boundary conditions: The boundaries parallel to the xz and yz plane were set to be
periodic, the vacuum was enabled in the according domain and particles reaching this
subvolume were deleted. In order to maintain a stationary evaporation process, the
liquid phase had to be replenished with new particles. This was achieved with the
method suggested in Ref. [43]. A slab of liquid was continually slid into the simulation
volume over the according spatial boundary. The velocity of the slab was controlled
such that the number of particles removed from and replenished into the simulation
volume was balanced. This approach differs substantially from insertion methods, e.g.
the one proposed in Ref. [73], based on search algorithms for appropriate insertion
positions of low potential energy. Because of its characteristic and the fact that the
position of integrating new particles into the liquid phase is far away from the regions
of interest, the influence of the integration process on, e.g. the local internal energy, is
not important.

Quantities of interest, like the temperature, density, force and flux profiles, were
averaged over 2.5 · 104 time steps. Spatially, the profiles were sampled in bins of width
0.25 along the coordinate z.

Present simulations were conducted until a stationary state was reached and main-
tained for a sufficient sampling time. The number of time steps, which were needed
until stationarity, depends heavily on the extent of the non-thermostated liquid re-
gion. For Ln ≤ 52, stationarity was achieved after less than 3.5 · 106 time steps. For
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Figure 1. Cut through the simulation volume with profiles of temperature, density and force over the spa-
tial coordinate z. Background colors mark different fluid regions: red – thermostated liquid; yellow – non-

thermostated liquid; blue – vapor; green – vacuum. a) Overview of the entire simulation volume; b) Detailed

view on the interface region.
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Figure 2. Interface temperature TIP and particle flux jp over time steps for Tliq = 0.7 as well as two different
lengths Ln = 52 and Ln = 208. Corresponding values under stationary conditions are marked by dashed

horizontal lines.

the largest considered length Ln = 208, this took more than 1.1 · 107 time steps. Fig.
2 shows the interface temperature and the particle flux over simulation time steps for
two exemplary simulation runs. It can be seen that all values converged, even though
it took about four to five times more time for the quantities in the large simulation
with Ln = 208 to reach their respective stationary values. Data given hereafter are
averaged simulation results after stationarity was attained.

The time dependence of TIP and jp depicted in Fig. 2 shows an exponential asymp-
totic behavior. Hence, if needed, an according fit function could be used to estimate
those values under stationary conditions by extrapolation to t→∞.

In order to compare the results of this work with Ref. [41], which relied on an-
other simulation method, we checked whether the outcomes of both techniques are
consistent. For this purpose, simulations with the present insertion method were con-
ducted for Tliq = 0.8 and varying length Ln. In one simulation with Ln = 26, the
same vapor length Lvap = 52 as in Ref. [41] was used, while in the other ones, the
vapor length was extended to Lvap = 400, which was specified also for the remaining
simulations of this work. Comparing the results of the simulations with Ln = 26, the
respective temperature profiles of the three simulations are depicted in Fig. 3. Mainly
the liquid region is shown as it is in the focus of the present work. The temperature
profiles of both simulations with Lvap = 52 coincide very well and are thus indepen-
dent of the employed method. This also holds for the simulation with Lvap = 400,
except for the temperature Tz in the region of z > 4. This deviation can be explained
by backscattering in the vapor, which practically has the same effect as evaporation
against counter-pressure. In Ref. [43], it was shown that a higher counter-pressure leads
to a lower hydrodynamic velocity of the vapor flow and vice versa. Accordingly, for
the smaller vapor phase length Lvap = 52 a higher hydrodynamic velocity was found
because of less backscattering compared to the case Lvap = 400. Consequently, a larger
fraction of the particles’ kinetic energy that constitute the vapor flow contributed to
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Figure 3. Comparison of temperature profiles Txy and Tz from Heinen et al. [41] with those obtained by the

present simulation method. The dashed vertical line at z = −26 marks the boundary between the thermostated
and non-thermostated liquid region.

Table 1. Interface temperature TIP and particle flux jp of simulations with varying vapor length Lvap for

Tliq = 0.8 and varying length of the non-thermostated liquid region Ln utilizing the present simulation method
in comparison with results of Heinen et al. [41].

Source Ln Lvap TIP jp · 103

Heinen et al. [41] 26 52 0.7251 2.856
This work 26 52 0.7249 2.852
This work 26 400 0.7276 2.770

the hydrodynamic velocity and not to Tz. This effect, however, hardly influences the
temperature at the interface TIP and the particle flux jp, cf. Table 1. Incidentally, in
a recent work [74] a temperature anisotropy was also found under equilibrium.

3. Particle flux

In Ref. [41], simulations were performed for Tliq = 0.80, corresponding to Tliq/Tc =
0.74. Data were given for the temperature profiles T , Txy and Tz, density profile ρ, in-
terface temperature TIP and particle flux jp for varying length of the non-thermostated
liquid region Ln. Moreover, extrapolations were made to estimate the interface tem-
perature T∞IP and the particle flux j∞p for Ln →∞.

In the present work, we extend these investigations to the temperatures Tliq =
0.625 (0.579), 0.65 (0.602), 0.70 (0.648), 0.75 (0.694) and 0.80 (0.741), where the
numbers in parentheses denote Tliq/Tc. Throughout, the same variation of the length
of the non-thermostated liquid region Ln was used as in Ref. [41], i.e. Ln = 5.2,
15.6, 26, 52, 104 and 208. For the two lowest temperatures, simulations were also
conducted with Ln = 10.4 and 20.8. The quantities sampled with these simulations
are the kinetic temperature components parallel to the interface Txy = Tx = Ty, the
component perpendicular to the interface Tz as well as the average kinetic temperature
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Figure 4. Temperature and density profiles for Tliq = 0.625 and varying length of the non-thermostated

liquid region Ln. The horizontal dashed line indicates the value in the thermostated region.

T = (2Txy +Tz)/3, density ρ, hydrodynamic velocity vz and particle flux in positive z
direction j+

p as well as in negative z direction j−p . The last two quantities yield the net

particle flux jp = j+
p + j−p , which was generally evaluated by the product jp = ρvz. For

convenience, j+
p and j−p will be addressed by the terms forward and backward particle

flux, in the following.
Once evaporation is stationary, the net particle flux jp is constant, i.e. it does

not depend on the sampling position. Contrary to this, the forward and backward
particle fluxes do depend on the sampling position. Since both quantities constitute
the backflux ratio (BFR) −j−p /j+

p , it is desired to sample them close to the interface.
However, at the IP of the density profile large gradients of density, velocity and, thus
particle fluxes occur, cf. Fig. 1, which made it difficult to determine their accurate
values at the IP. Hence, the particle fluxes j+

p and j−p were sampled at the position of
the force extremum plus a distance of 5 into the vapor. This position is sufficiently close
to the IP to provide precise values, but distant enough to avoid the aforementioned
gradients.

Fig. 4 shows the temperature and density profiles from the bulk liquid over the non-
thermostated liquid and the interface to the beginning of the vapor phase for the lowest
bulk liquid temperature Tliq = 0.625 and varying length of the non-thermostated liquid
region Ln. Within the non-thermostated liquid region, a linear temperature profile was
found, connecting the bulk liquid temperature Tliq and interface temperature TIP by a
straight line. According to the temperature decrease towards the interface, a linearly
rising density was observed. These findings are conform with those of Heinen et al.
[41].

According to our understanding of evaporation, the physical quantities which can be
most reliably measured in the lab are the bulk liquid temperature and the particle flux.
Hence, our main interest was to obtain results for the particle flux jp for several bulk
liquid temperatures Tliq and varying length of the non-thermostated liquid region Ln.
A macroscopically long non-thermostated liquid region means Ln →∞ on a molecular
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Table 2. Results of the entire simulation series with varying bulk liquid temperature Tliq and length of the
non-thermostated liquid region Ln for interface temperature TIP, forward and backward particle fluxes j+p and

j−p , BFR, net particle flux jp, Hertz flux jH and evaporation coefficient α.

Tliq Ln TIP j+
p · 103 j−p · 103 −j−p /j+

p jp · 103 jH · 103 α

0.625 5.2 0.6205 0.840 -0.113 0.134 0.727 0.933 0.780
10.4 0.6177 0.810 -0.112 0.138 0.698 0.933 0.749
15.6 0.6149 0.768 -0.103 0.134 0.665 0.933 0.713
20.8 0.6123 0.736 -0.098 0.133 0.638 0.933 0.684

26 0.6105 0.720 -0.095 0.132 0.625 0.933 0.670
52 0.6007 0.627 -0.082 0.130 0.545 0.933 0.585

104 0.5860 0.484 -0.058 0.120 0.426 0.933 0.457
208 0.5702 0.368 -0.044 0.119 0.325 0.933 0.348
∞ 0.559 0.314 -0.036 0.115 0.278 0.933 0.298

0.65 5.2 0.6439 1.173 -0.168 0.143 1.005 1.294 0.777
10.4 0.6395 1.098 -0.150 0.137 0.948 1.294 0.732
15.6 0.6359 1.050 -0.146 0.139 0.904 1.294 0.699
20.8 0.6323 1.002 -0.141 0.141 0.861 1.294 0.665

26 0.6298 0.963 -0.133 0.138 0.830 1.294 0.641
52 0.6174 0.812 -0.108 0.133 0.705 1.294 0.544

104 0.6006 0.613 -0.078 0.128 0.535 1.294 0.413
208 0.5815 0.453 -0.055 0.121 0.398 1.294 0.307
∞ 0.569 0.395 -0.047 0.119 0.348 1.294 0.269

0.7 5.2 0.6895 2.095 -0.308 0.147 1.787 2.441 0.732
15.6 0.6762 1.797 -0.258 0.143 1.539 2.441 0.630

26 0.6663 1.588 -0.228 0.144 1.359 2.441 0.557
52 0.6484 1.258 -0.173 0.138 1.085 2.441 0.444

104 0.6261 0.921 -0.129 0.140 0.793 2.441 0.325
208 0.6023 0.625 -0.081 0.130 0.544 2.441 0.223
∞ 0.589 0.563 -0.069 0.126 0.494 2.441 0.202

0.75 5.2 0.7312 3.439 -0.518 0.151 2.921 4.290 0.681
15.6 0.7125 2.774 -0.417 0.150 2.358 4.290 0.550

26 0.6989 2.363 -0.354 0.150 2.009 4.290 0.468
52 0.6755 1.789 -0.264 0.147 1.526 4.290 0.356

104 0.6480 1.245 -0.177 0.142 1.068 4.290 0.249
208 0.6192 0.827 -0.110 0.134 0.716 4.290 0.167
∞ 0.608 0.787 -0.096 0.122 0.691 4.290 0.161

0.8 5.2 0.7717 5.153 -0.783 0.152 4.370 7.059 0.619
10.4 0.7572 4.434 -0.676 0.152 3.758 7.059 0.532
15.6 0.7448 3.914 -0.591 0.151 3.324 7.059 0.471

26 0.7276 3.265 -0.494 0.151 2.770 7.059 0.392
52 0.6983 2.333 -0.344 0.148 1.989 7.059 0.282

104 0.6649 1.556 -0.226 0.145 1.330 7.059 0.188
208 0.6218 1.017 -0.142 0.139 0.875 7.059 0.124
∞ 0.628 0.982 -0.138 0.141 0.844 7.059 0.120
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Figure 5. Particle flux jp over length of the non-thermostated liquid region Ln for varying bulk liquid

temperature Tliq. The dashed lines show correlation (3), while the dashes on the right vertical axis indicate

the particle flux j∞p for Ln →∞.

scale, which leads to a limiting value j∞p . As the fluxes in Table 2 show an exponential
asymptotic behavior, a correlation of the type

jp = j∞p + f exp(−g Ln), (3)

with temperature dependent coefficients j∞p , f and g was fitted to the data yielding

j∞p · 103 = − 1.79 + 3.29 Tliq, (4a)

f · 103 = + 24.3 − 81.5 Tliq + 69.4 T 2
liq, (4b)

g · 103 = − 26.9 + 60.1 Tliq. (4c)

Particle flux data from MD together with correlation (3) are shown in Fig. 5, where
the dashes on the right vertical axis indicate the values for j∞p .

Of particular interest is the evaporation coefficient α that is the ratio of the particle
flux jp and the Hertz flux jH corresponding to a reference temperature T

jH(T ) = ρ′′(T )

√
kBT

2πm
, (5)

with ρ′′ being the saturated vapor density and kB the Boltzmann constant. Care should
be taken in distinguishing different particle fluxes and different reference temperatures.
According to our understanding, Hertz [1] initially meant the flux of outgoing particles
j+
p and the bulk liquid temperature, corresponding to

α+ = j+/jH(Tliq). (6)

As the flux of outgoing particles j+
p is difficult to determine experimentally, the net
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et al. [28] (Ln ≈ 10). The dashed line through the data points for Ln →∞ serves as a guide to the eye.

particle flux jp is frequently used to define the evaporation coefficient

α = jp/j
H(Tliq). (7)

Results for α obtained from the sampled net particle flux as well as from the ex-
trapolated flux j∞p are given in the last column of Table 2. A graphical representation
of the evaporation coefficient for varying length of the non-thermostated liquid region
Ln and reduced liquid bulk temperature Tliq/Tc is given in Fig. 6.

Fig. 6 illustrates the strong dependence of the evaporation coefficient α on the
length of the non-thermostated liquid region Ln, which is an essential message of
the previous communication [41] and the present article. The figure also shows the
temperature dependence of α(Ln → ∞). For comparison, Fig. 6 contains MD results
by Anisimov et al. [28] using Ln ≈ 10 and KEF data of Frezzotti et al. [20] with
Ln ≈ 16. It can be seen that the good agreement between the results of Ref. [20] and
the present MD results holds for the entire temperature range.

In Ref. [41], we also addressed the dependence of the interface temperature on the
length of the non-thermostated liquid region Ln and the dependence of the particle
flux on the interface temperature TIP. Simulation results for TIP as a function of Tliq

and Ln are listed in Table 2 and shown in Fig. 7.
In Ref. [41], we suggested a correlation for the interface temperature which allows

for the extrapolation to Ln →∞

TIP = T∞IP + b exp(−c Ln). (8)
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liquid temperature Tliq. The dashed lines show correlation (8) with temperature dependent coefficients given
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This correlation can be generalized to the present range of the bulk liquid temper-
ature Tliq with linear functions for its coefficients

T∞IP = + 0.313 + 0.394 Tliq, (9a)

b = − 0.228 + 0.469 Tliq, (9b)

c = − 0.0118 + 0.0315 Tliq. (9c)

The dashes on the right vertical axis in Fig. 7 indicate the values for T∞IP . The
dependence of the particle flux jp on the interface temperature TIP is shown in Fig.
8. All simulation results of this work are contained and it can be seen that they
approximately lie on a single curve which can be represented by

jp = Ap +Bp exp(Cp TIP), (10)

with Ap = −4.394 · 10−4, Bp = 3.524 · 10−6 and Cp = 9.360. Fig. 8 confirms the
statement given in Ref. [41] that the evaporation flux jp in essence depends only on
the interface temperature TIP. While this statement in Ref. [41] was based only on
three data sets at TIP/Tc ≈ 0.74, now 35 data sets ranging from TIP/Tc ≈ 0.54 to 0.74
were considered.

A classical question concerns the aforementioned BFR, which is also given in Ta-
ble 2. In order to gather additional information about the BFR at Tliq = 0.8, those
simulations had to be carried out again, since relevant data were not given in Ref.
[41]. Results obtained from kinetic theory of gases are 18 % [75], 15 % [76] or 16.2 %
[77] and independent on temperature. Based on MD simulations, Lotfi [26] reported
for a length of the vapor phase Lvap ≈ 80 temperature dependent BFR of 5 % for
Tliq/Tc = 0.53, 7 % for Tliq/Tc = 0.64 and 9 % for Tliq/Tc = 0.83. Since jp was found
to be a function of the interface temperature TIP, cf. Fig. 8 and Eq. (10), also the BFR
only depends on TIP, as can be seen in Fig. 9.
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Table 3. Evaporation coefficient α from experiment [82] compared with MD results obtained in this work.

Fluid Tc (K) TIP (K) TIP/Tc α
Toluene 593 283 0.477 0.45–0.83
Benzene 562 280 0.498 0.86–0.93
LJTS2.5 0.54 0.30
LJTS2.5 0.59 0.12

The essential message from the present MD results and those from Ref. [41] is the
large temperature drop from the bulk liquid to the interface that is necessary for heat
transport. This temperature drop must be taken into account when formulating kinetic
boundary conditions.

The real challenge for evaporation studies is the comparison of the evaporation
coefficient α from theories or simulations with experimental data. As mentioned in the
introduction, several compilations of experimental α values are available for different
fluids [60, 61], including water [62, 63]. The first impression from these compilations
is that α values for water with stagnant interfaces are below 0.1 [63] and similarly
small α values were obtained for other fluids with hydrogen bonds, like methanol or
ethanol [60]. Concerning this matter, we compared the enthalpy of evaporation of
three fluids with hydrogen bonds, i.e. water, methanol and ethanol, to three fluids
without hydrogen bonds, i.e. hexane, benzene and carbon tetrachloride. The enthalpy
of evaporation of fluids with hydrogen bonds is substantially larger than that of fluids
without hydrogen bonds. Hence, it may be concluded that strong hydrogen bonds in
the liquid prevent higher evaporation rates. As model potentials like LJ or LJTS2.5
do not create hydrogen bonds, a comparison of the present results with water does
not make much sense. One should rather look at fluids that can be described by LJ,
n-center LJ or similar interaction potentials, like carbon tetrachloride [78], benzene
[79] or toluene [80].

First, carbon tetrachloride with Tc = 556.4 K for which α was experimentally
studied by Prüger [4] and Bogdandy et al. [81] is considered. The measurements in
Ref. [4] were made under atmospheric pressure at the temperature T = 350 K, hence
T/Tc = 0.63, and gave α = 1. The measurements in Ref. [81] were made at 273.15 K,
i.e. T/Tc = 0.49, and gave α = 0.99. It is somewhat surprising that the experimental
α values do not show a significant temperature dependence and in any case, there is a
remarkable difference between the experimental results and the values from KEF and
MD.

Next, α values of benzene and toluene, which were measured by Baranaev [82]
and are reported in Refs. [60, 83], were taken into account. The temperature given
there is an estimated interface temperature, which we assume to be TIP. The interface
temperature TIP, its reduced form TIP/Tc and experimental α values are listed in Table
3 together with results of the present MD simulations. This comparison indicates only
some similarity between experimental and MD results.

4. Heat flux

The particle flux’s strong dependence on the interface temperature TIP was thoroughly
discussed in the previous section. Moreover, it was shown that TIP can be correlated on
the basis of the parameters Tliq and Ln, as they govern the heat transport through the
liquid. This section contains a detailed analysis of the energy flux je through the sim-
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ulation volume, including the heat flux q̇, to study the contributions of convective and
diffusive energy transport. Buoyancy driven convection and radiation can be excluded
per definition, since they were not incorporated in the simulation model. Hence, the
transport mechanisms were limited to advection, given by the bulk motion of the re-
plenished liquid, and heat conduction that established the heat flux q̇, induced by the
temperature gradient between the thermostated liquid and the interface. Nevertheless,
results of the present investigations should also be comparable to experimental data of
macroscopic systems exposed to e.g. earth’s gravitational field, i.e. not limited to mi-
crogravity environments, since Ref. [10] gives an indication that natural convection is
of little importance in microscopically thin liquid layers. Schreiber and Cammenga [10]
elucidated that there is a subsurface layer, wherein convective motion is progressively
damped. In water, they measured subsurface layer widths of up to two millimeters.
Compared to that, subsurface layers less than a hundred nanometers wide that were
investigated in the present NEMD simulations are several orders of magnitude smaller.

The energy flux was calculated with a conservative form of the energy equation [84],
neglecting the contribution of the viscous stress tensor

je = (h+ ekin)jp + q̇, (11)

where h is the enthalpy and ekin the kinetic energy of the volume element within a
bin, i.e. the term (h+ekin)jp describes the energy transport by advection and the heat
flux q̇ is the diffusive part that was described by Fourier’s law

q̇ = −λ dT/dz, (12)

with the thermal conductivity λ. The present evaluation is exemplarily shown in Fig.
10 for the case Tliq = 0.75 and Ln = 104. All 35 studied conditions are compiled in
the supplementary material.

Panel a) depicts profiles that were sampled on the fly, while the quantities in panels
b) to f) were obtained by post-processing. From the first derivative of the temperature
profile in panel b), together with the thermal conductivity in panel c), the heat flux
q̇ was calculated with Eq. (12). The thermal conductivity λ was determined by using
the temperature and density profiles as input values for the correlations by Lauten-
schläger et al. [85] and Lemmon et al. [86]. The first correlation was used for liquid
states and the second one for vapor states. As expected, it can be seen that λ in-
creases in the liquid with rising density, while on the vapor side, λ is one order of
magnitude smaller. Together with a weak temperature gradient, the heat flux q̇ in the
vapor phase is thus negligible, cf. panel f). Panel d) shows the particle flux jp that is
needed to calculate the advective part of Eq. (11) together with the enthalpy h and
the kinetic energy ekin depicted in panel e). While ekin could be obtained straightfor-
wardly from the hydrodynamic velocity vz, the enthalpy h(T, ρ) was calculated with
the LJTS2.5 equation of state proposed by Heier et al. [87], again using the sampled
temperature and density profiles as input values. The reference point of the enthalpy
was deliberately specified such that at temperature T0 = 0.8 and a vanishing density
ρ0 = 10−6 the ideal gas contribution is yielded h(T0, ρ0) = h◦0 = c◦pT0 = 5/2 · 0.8 = 2.
Note that this reference point differs from that used in Ref. [88], although we used
the implementation of the LJTS2.5 equation of state published by Hitz et al. [88]. As
expected, the enthalpy profile shows a jump at the interface, reflecting the enthalpy
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of evaporation. On the vapor side, h decreases according to falling temperature and
density. But since ekin increases simultaneously by approximately the same amount,
the sum h+ ekin attains an almost constant value throughout the vapor phase. On the
liquid side, ekin is negligible because of the slow hydrodynamic velocity of the liquid.

Finally, panel f) depicts the evaluation of Eq. (11). Looking at the vapor side, the
constant value of h + ekin, cf. panel e), multiplied by a constant particle flux jp, cf.
panel d), together with a negligible heat flux q̇, yields a constant energy flux je. On the
liquid side, the flat profiles to the very left indicate the thermostated liquid with q̇ = 0
because of the constant temperature Tliq. Therein, the kinetic energy continuously
added by the thermostat balances the heat flux q̇ at the boundary of the thermostated
region at z = −104. Following those profiles to the right, the enthalpy h decreases
with approximately the same slope with that the heat flux q̇ increases within the
non-thermostated liquid region so that the sum of the advective term (h + ekin)jp
and the diffusive term q̇ of Eq. (12) also yields an almost constant value. Accordingly,
from liquid to vapor, an overall flat energy flux profile was obtained, indicating that
stationary energy balance was fulfilled. Hence, a global value for je was determined for
each of the 35 simulation runs. Since jp and je are more difficult to sample within the
liquid phase, i.e. they are associated with larger uncertainties because of the very low
hydrodynamic velocity, the global value of je was determined in the vapor phase. More
precisely, it was evaluated at the position where the minimum difference between the
transversal and longitudinal temperature min(Txy − Tz) was found.

Values for je acquired along this route from all simulations were plotted over TIP in
Fig. 8. As already seen for jp, also all data points for je fall on a single curve that can
be described by an exponential fit

je = Ae +Be exp(Ce TIP), (13)

with Ae = −5.236 · 10−4, Be = 2.688 · 10−6 and Ce = 10.25.
This observation reveals a crucial finding: The interface temperature TIP can be

identified as a key quantity in the energy balance, connecting the particle flux jp and
the energy flux je. It determines not only the heat flux q̇ as a result of the established
temperature gradient, supplying the interface with the enthalpy of evaporation, but
also the particle flux jp that influences the energy flux je according to the advective
term of Eq. (11). Hence, as represented by Eqs. (8) and (9), for given boundary condi-
tions, a certain interface temperature TIP(Tliq, Ln) exists that yields je = const. under
stationary conditions. Note that different combinations of Tliq and Ln can yield the
same value of TIP, cf. Fig. 7. For higher interface temperatures TIP > TIP(Tliq, Ln),
accompanied by a larger particle flux jp and a smaller heat flux q̇ on the liquid side
due to a weaker temperature gradient, the amount of energy carried away from the
interface by evaporation is larger than that supplied by the liquid, such that TIP will
decrease over time. For lower interface temperatures TIP < TIP(Tliq, Ln), accompanied
by a smaller particle flux jp and a larger heat flux q̇, the situation is vice versa: The
amount of energy supplied by the liquid exceeds the one carried away by the vapor,
leading to an increase of TIP until stationary conditions are attained.
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5. Conclusions

The stationary evaporation behavior of the LJTS2.5 fluid was under investi-
gation. A series of 35 MD simulations with bulk liquid temperatures Tliq =
0.625, 0.65, 0.70, 0.75, 0.80 and length of the non-thermostated liquid region between
Ln = 5.2 and 208 was carried out. A vacuum boundary condition on the vapor side in-
duced evaporation. To achieve stationarity of that process, the liquid was replenished
continuously at Tliq.

The interface temperature TIP and the particle flux jp were found to exponentially
decrease with rising length of the non-thermostated liquid region Ln. Both of these
properties were correlated by functions of the bulk liquid temperature and the length
of the non-thermostated liquid region, which allowed for an extrapolation to Ln →∞
that is necessary for a comparison with macroscopic experimental data.

Following the Hertz-Knudsen approach, the evaporation coefficient α was deter-
mined by the ratio of the particle flux jp and the Hertz flux jH. Since the particle flux
depends heavily on the bulk liquid temperature Tliq and the length Ln, the evaporation
coefficient does as well. These results are in good agreement with literature data based
on the kinetic equation for fluids and MD.

One important message of Ref. [41] was that the particle flux jp solely depends on
the interface temperature TIP. This was confirmed by the entire set of the present
simulations, covering a much larger range of conditions. The interface temperature
was the same, regardless of whether a given simulation was conducted with a high
bulk liquid temperature Tliq and large length of the non-thermostated liquid region
Ln, or a lower bulk liquid temperature Tliq in combination with a smaller length Ln.
The same holds for the back flux ratio.

A detailed analysis of the energy flux je and the heat flux q̇ elucidated the energy
transport in the studied evaporation process, in which the interface temperature TIP

was identified as a key quantity. On the liquid side, TIP determines the temperature
gradient between the bulk liquid and the interface and consequently controls the heat
flux q̇ that supplies the interface with energy to balance the enthalpy of evaporation
that is continuously carried away. Therefore, the demand for energy that has to be
satisfied by the heat flux depends essentially on the particle flux jp, which is also
determined by TIP. Hence, TIP connects the heat flux q̇ on the liquid side and the
particle flux jp over the energy balance (11) such that for given boundary conditions,
stationarity with je = const. was only attained at a certain interface temperature TIP.
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1. Nomenclature

Table 1 lists the used symbols, super- and subscripts together with a description.

Symbol Discription
A Parameter
b Parameter
B Parameter
c Parameter
C Parameter
e Energy
f Parameter
g Parameter
h Enthalpy
j Flux
L Length
m Mass
n Time step
T Temperature
v Velocity
x, y, z Cartesian coordinates
α Evaporation coefficient
ε Energy parameter of potential model
λ Thermal conductivity
ρ Density
σ Size parameter of potential model

Superscript Discription
H Hertz
sim Simulation
∞ Infinity
+ In positive direction
− In negative direction
′ Saturated liquid
′′ Saturated vapor

Subscript Discription
c Critical
e Energy
FE Force extreme
IP Inflection point
liq Liquid
n Non-thermostated
p Particle
sat Saturation
t Thermostated
tr Triple point
vac Vacuum
vap Vapor
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2. Figures

Figs. 11 and 12 depict the coefficients of the respective fit over the bulk liquid temper-
ature Tliq. Figs. 13 to 47 show the evaluation of the energy flux je for each simulation.
Panel description: a) Sampled profiles, i.e. density ρ, temperature Txy and Tz and
their weighted average T = (2Txy + Tz)/3 as well as hydrodynamic velocity vz; b)
First derivative of the temperature profile dT/dz; c) Thermal conductivity λ; d) Par-
ticle flux jp = ρvz; e) Enthalpy h, kinetic energy ekin and their sum h+ekin; f) Energy
flux je obtained from Eq. (11) in the accompanied paper. Within the interface region
marked by a grey rectangle around z = 0, only sampled profiles of a) are shown, since
the quantities depicted in b) to f) cannot straightforwardly be evaluated there.
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Figure 11. Coefficients of the fit (3) over the bulk liquid temperature Tliq. The functions in Eqs. (4) are
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5



0.00

0.25

0.50

0.75

1.00

Txy Tz T ρ vz

−3
−2
−1

0
1

∂T/∂z · 103

0
2
4
6
8

λ

0.60
0.65
0.70
0.75 jp · 103 jp · 103 = const.

−4

−2

0

2

ekin h h+ ekin

0 50 100 150 200 250 300 350 400
−0.004

−0.002

0.000

0.002

0.004

Coordinate z

q̇ je = const.

(h+ ekin)jp je = (h+ ekin)jp + q̇

a)

b)

c)

d)

e)

f)

Figure 14. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
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Figure 15. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.625 and Ln = 15.6. Panels according to the description outlined above.
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Figure 16. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.625 and Ln = 20.8. Panels according to the description outlined above.
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Figure 17. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.625 and Ln = 26. Panels according to the description outlined above.
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Figure 18. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.625 and Ln = 52. Panels according to the description outlined above.
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Figure 19. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.625 and Ln = 104. Panels according to the description outlined above.
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Figure 20. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.625 and Ln = 208. Panels according to the description outlined above.
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Figure 21. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.65 and Ln = 5.2. Panels according to the description outlined above.
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Figure 22. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.65 and Ln = 10.4. Panels according to the description outlined above.
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Figure 23. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.65 and Ln = 15.6. Panels according to the description outlined above.
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Figure 24. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.65 and Ln = 20.8. Panels according to the description outlined above.
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Figure 25. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.65 and Ln = 26. Panels according to the description outlined above.
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Figure 26. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.65 and Ln = 52. Panels according to the description outlined above.
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Figure 27. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.65 and Ln = 104. Panels according to the description outlined above.
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Figure 28. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.65 and Ln = 208. Panels according to the description outlined above.
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Figure 29. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.7 and Ln = 5.2. Panels according to the description outlined above.
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Figure 30. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.7 and Ln = 15.6. Panels according to the description outlined above.
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Figure 31. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.7 and Ln = 26. Panels according to the description outlined above.
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Figure 32. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.7 and Ln = 52. Panels according to the description outlined above.
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Figure 33. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.7 and Ln = 104. Panels according to the description outlined above.
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Figure 34. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.7 and Ln = 208. Panels according to the description outlined above.
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Figure 35. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.75 and Ln = 5.2. Panels according to the description outlined above.
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Figure 36. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.75 and Ln = 15.6. Panels according to the description outlined above.
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Figure 37. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.75 and Ln = 26. Panels according to the description outlined above.
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Figure 38. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.75 and Ln = 52. Panels according to the description outlined above.
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Figure 39. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.75 and Ln = 104. Panels according to the description outlined above.

31



0.00

0.25

0.50

0.75

1.00

Txy Tz T ρ vz

−3
−2
−1

0
1

∂T/∂z · 103

0
2
4
6
8

λ

0.65
0.70
0.75
0.80

jp · 103 jp · 103 = const.

−4

−2

0

2

ekin h h+ ekin

−200 −150 −100 −50 0 50 100 150 200 250 300 350 400

−0.004

−0.002

0.000

0.002

0.004

0.006

Coordinate z

q̇ je = const.

(h+ ekin)jp je = (h+ ekin)jp + q̇

a)

b)

c)

d)

e)

f)

Figure 40. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.75 and Ln = 208. Panels according to the description outlined above.
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Figure 41. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.8 and Ln = 5.2. Panels according to the description outlined above.
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Figure 42. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.8 and Ln = 10.4. Panels according to the description outlined above.

34



0.00

0.25

0.50

0.75

1.00

Txy Tz T ρ vz

−3
−2
−1

0
1

∂T/∂z · 103

0
2
4
6
8

λ

3.25
3.30
3.35
3.40 jp · 103 jp · 103 = const.

−4

−2

0

2

ekin h h+ ekin

0 50 100 150 200 250 300 350 400

−0.01

0.00

0.01

0.02

Coordinate z

q̇ je = const.

(h+ ekin)jp je = (h+ ekin)jp + q̇

a)

b)

c)

d)

e)

f)

Figure 43. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.8 and Ln = 15.6. Panels according to the description outlined above.
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Figure 44. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.8 and Ln = 26. Panels according to the description outlined above.
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Figure 45. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation
with Tliq = 0.8 and Ln = 52. Panels according to the description outlined above.
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Figure 46. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.8 and Ln = 104. Panels according to the description outlined above.
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Figure 47. Evaluation of the energy flux je obtained by post-processing of profiles sampled during simulation

with Tliq = 0.8 and Ln = 208. Panels according to the description outlined above.
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