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Abstract
Transport processes that lead to exchange of mass between surface water and groundwater play a significant role for the

ecological functioning of aquatic systems, for hydrological processes and for biogeochemical transformations. In this study, we present
a novel integral modeling approach for flow and transport at the sediment–water interface. The model allows us to simultaneously
simulate turbulent surface and subsurface flow and transport with the same conceptual approach. For this purpose, a conservative
transport equation was implemented to an existing approach that uses an extended version of the Navier–Stokes equations. Based
on previous flume studies which investigated the spreading of a dye tracer under neutral, losing and gaining flow conditions the new
solver is validated. Tracer distributions of the experiments are in close agreement with the simulations. The simulated flow paths
are significantly affected by in- and outflowing groundwater flow. The highest velocities within the sediment are found for losing
condition, which leads to shorter residence times compared to neutral and gaining conditions. The largest extent of the hyporheic
exchange flow is observed under neutral condition. The new solver can be used for further examinations of cases that are not suitable
for the conventional coupled models, for example, if Reynolds numbers are larger than 10. Moreover, results gained with the integral
solver provide high-resolution information on pressure and velocity distributions at the rippled streambed, which can be used to
improve flow predictions. This includes the extent of hyporheic exchange under varying ambient groundwater flow conditions.

Introduction
Stream water can enter the streambed, mix with

groundwater and return after traveling some distance to
the overlying water body. The zone of the streambed
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where at least 10% of the pore water is stream water
is called “hyporheic zone” (Harvey and Bencala 1993).
The hyporheic zone plays a fundamental role for the
transport and transformation of pollutants and natural
solutes as well as habitat and refugium for aquatic organ-
isms (Sophocleous 2002; Boulton et al. 2010; Hester
and Gooseff 2010; Krause et al. 2013; Lewandowski
et al. 2019). Hyporheic exchange can be generated by
streambed morphologies such as meanders, bars, rip-
ples, or other obstacles (Bencala and Walters 1983;
Elliott and Brooks 1997; Packman et al. 2004; Ton-
ina and Buffington 2007; Cardenas 2009). The exchange
depends on the sediment permeability and head gradi-
ents (Dent et al. 2007; Buffington and Tonina 2009;
Cardenas 2009; Ruehl et al. 2009; Bardini et al. 2012;
Wu et al. 2018). Solutes are exchanged with ground-
water and stream water, too. Thereby, contaminants can
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be transported from surface water to groundwater and
vice versa (van der Molen et al. 1998; Lewandowski
et al. 2011b; Engelhardt et al. 2014). As a result, on
the one hand a spreading of contamination is possi-
ble; on the other hand the water quality can also be
improved, for example, by nutrient turnover or the reten-
tion and/or transformation of trace organic compounds in
the hyporheic zone (Brunke and Gonser 1997; Heberer
et al. 2008; Botter et al. 2010; Huntscha et al. 2012;
Lawrence et al. 2013; Regnery et al. 2015; Schaper
et al. 2018; Schaper et al. 2019). Important parameters for
the solute exchange and biogeochemical reactions within
the hyporheic zone are hyporheic exchange flux, resi-
dence times within the sediment, and the biogeochemical
milieu (Zarnetske et al. 2011; Bardini et al. 2012; Gomez
et al. 2012; Marzadri et al. 2012; Arnon et al. 2013; Trauth
et al. 2015).

Due to increasing interest on hyporheic zones, many
studies rely on field and laboratory experiments and inves-
tigated the magnitude and direction of water exchange
(Kasahara and Wondzell 2003; Peterson and Sick-
bert 2006; Gariglio et al. 2013; Lewandowski et al. 2019).
While for real case observations of hyporheic exchange
processes, field studies are preferred, detailed process
understanding and generalizations are more difficult to
derive from such studies. Compared to field studies,
flumes studies allow to control various factors such as per-
meability, water levels, or discharges. For a deeper under-
standing of physical principles of the complex dynam-
ics at the sediment–water interface, modeling studies
have the advantage to contribute a high-resolution pro-
cess understanding, both spatially and temporally. This is
particularly important for groundwater, where measure-
ments providing high spatial resolution are challenging.
Moreover, information about variables that are difficult
to measure such as turnover rates can be determined
with modeling approaches. However, especially for the
validation of these models, experimental data are still
needed.

Numerical simulations of flow in the hyporheic zone
usually couple a surface water flow model to a flow
model of the porous sediment—considering different time
scales. Often, a one-way sequential coupling method is
applied, where pressure distributions from the surface
water are used as a boundary condition for the ground-
water model with no feedback from groundwater to
surface water (Cardenas and Wilson 2007b, 2007c; Jin
et al. 2011; Trauth et al. 2013; Trauth et al. 2014). But
also, some coupled models with feedback from the sub-
surface to the surface and vice versa (e.g., Nützmann and
Mey [2007]) and fully coupled models such as the inte-
grated hydrology model (VanderKwaak 1999) or Hydro-
GeoSphere have already been applied for the exchange
of groundwater and surface water (Brunner et al. 2009;
Brunner and Simmons 2012; Alaghmand et al. 2014).
For these models the two-dimensional diffusion-wave
approximation of the St. Venant equations is applied
for surface water and the three-dimensional Richards
equation is used for the subsurface. To simultaneously

solve one system of equations, exchange flux terms
are applied in these models. Li et al. (2020) presented
a fully coupled model for the hyporheic zone using
Open Source Field Operation and Manipulation (Open-
FOAM). The Navier–Stokes equations used for sur-
face water are coupled with the Darcy equation by flux
boundary conditions at the interface through an itera-
tive algorithm. In the present study, an extended ver-
sion of the three-dimensional Navier–Stokes equations is
used for the whole system. The integral solver for sur-
face water and groundwater was developed by Oxtoby
et al. (2013) and was already validated and applied for
the hyporheic zone in Broecker et al. (2019). The solver
allows to investigate feedbacks from surface to subsur-
face and vice versa directly with one time step in the
whole domain and is applicable also in non-Darcy-flow
areas with Reynolds numbers higher than 10 (Broecker
et al. 2019).

The impact of gaining and losing flow conditions
on hyporheic exchange was previously simulated by
Cardenas and Wilson (2007b, 2007c); Trauth et al. (2013),
but only with one-way sequential coupled models with no
feedback to surface water. Li et al. (2020) emphasized
the necessity of fully coupled models and stated that
for conservative solute transport in closed systems, the
sequential model shows incorrect results. The difference
between the results of one-way coupled and fully
coupled models depends on permeability. Especially for
increasing permeabilities, one-way sequential coupling is
not sufficient (Li et al. 2020). To our knowledge, up to
now there is no integral modeling approach that comprises
turbulent flow and transport over and within dunes or
ripples. Our integral model can also show turbulent effects
that penetrate into the sediment, which is especially
significant for bigger grain sizes. This penetration of
turbulence into the sediment can directly control the
interfacial exchange (Roche et al. 2018). Moreover, the
feedback from groundwater to surface water can be
important for intense up- or downward groundwater flow
that affects the turbulent boundary layer (Prinos 1995;
Cheng and Chiew 1998).

For the present study an additional transport equation
is added to the existing integral modeling approach by
Oxtoby et al. (2013) to investigate next to flow processes
the transport of a conservative tracer. The correct
description of the extended solver will be investigated
with the help of flume experiments after Fox et al. (2014).
Within these experiments, effects of neutral conditions (no
in- or outflowing subsurface flow), outflowing subsurface
flow (losing condition) and inflowing subsurface flow
(gaining condition) on hyporheic exchange fluxes were
analyzed with a laboratory flume system. We compare
the simulated transport of a dye tracer with photographs
taken during the experiments after Fox et al. (2014)
and provide insights into flow processes at the rippled
streambed for the conducted laboratory experiments
with high-resolution results gained with the integral
solver.
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Figure 1. Model geometry for neutral conditions (sediment: brown, water: blue).

Materials and Methods

Geometry and Mesh
The geometry of the numerical model is based on

the flume experiments of Fox et al. (2014). To reduce
the computing time, the length of the 6.4 m long flume is
shortened to approximately 1.75 m in the two-dimensional
model. The shortened numerical model is a cut of the
original flume. Only one phase which considers the
surface water as well as the water in the sediment is taken
into account. According to the water level used in the
flume experiment the model has a height of 0.17 m. The
dune-shaped sediment is located downstream of a ramp
with a height of 0.08 m and a length of 0.93 m. The model
geometry for the neutral case can be seen in Figure 1.
For losing and gaining conditions the ripple geometries
were adjusted slightly according to the photographs of the
experiments. For this purpose, the meshes were modified
manually. The average length of the bed form structures
amounts to 15 cm, the height to 2 cm. The bed form
geometry used in the experiments is commonly found
in sandy streambeds (Stofleth et al. 2008; Lewandowski
et al. 2011a; Harvey et al. 2013).

The mesh generator gmsh (Geuzaine and
Remacle 2009) was used to discretize the two-dimensional
mesh. About 77,000 unstructured elements were chosen
to depict the dune shaped profiles. The exact number
varies slightly for the different morphologies, while
similar mesh conditions were chosen for the three meshes
with similar element sizes in surface water, in the
sediment and at the interface. Small element sizes at the
interface of surface water and subsurface were used to
account for the steep velocity gradients at the interface.
The minimum element area of the applied mesh amounts
to 1.93 × 10−7 m2 and is located at the interface, while
the maximum area amounts to 0.0033 m2 and is located
within the surface water.

Numerical Model
The open-source computational fluid dynamics (CFD)

package OpenFOAM version 2.4.0 was used to simulate

the dye spreading at the rippled streambed. The solver
applied is based on the “porousInter” solver by Oxtoby
et al. (2013). This solver uses the Navier–Stokes
equations in surface water and in the sediment without
any additional parameters. Solvers within the standard
OpenFOAM library determining the interaction of surface
water and groundwater—as porousInterFoam—apply
resistance source terms for which such additional param-
eters as Darcy–Forchheimer coefficients are needed. For
this reason, we decided to use the porousInter solver by
Oxtoby et al. (2013). Since this solver only considers
flow processes, we extended this solver for the inves-
tigation of transport processes. Flow processes are still
determined using the equations available in the porousIn-
ter solver. PorousInter is based on the interFoam solver
of OpenFOAM and is a multiphase solver for immis-
cible fluids (such as water and air) which extends the
three-dimensional Navier–Stokes equations by the consid-
eration of soil porosity and effective grain size diameter.
All values represented by [ ]f are averaged over the pore
space volume. The equations for the conservation of mass
and momentum are defined after Oxtoby et al. (2013):

Mass conservation

ϕ∇ · [ �U]f = 0 (1)

Momentum conservation

ϕ

(
∂[ρ]f

[ �U]f

∂t
+ [ �U]f ∇ ·

(
[ρ]f

[ �U]f
))

= −ϕ∇[
p
]f + ϕ[μ]f ∇2[ �U]f + ϕ[ρ]f �g + D (2)

with ϕ representing the soil porosity (−); �U the velocity
(m/s); ρ the density (kg/m3); t the time (s); p the pressure
(Pa); μ the dynamic viscosity (Ns/m2), g the gravitational
acceleration (m/s2), and D as an additional drag term
(kg/[m2s2]).

The drag term is defined after Oxtoby et al. (2013) to
account for the momentum loss by means of fluid friction
with the porous medium after Ergun (1952) and for flow
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Figure 2. Model geometry (a) and tracer distribution at t = 0 min and at t = 3 min for a constant injection (b) and for a
pulse injection (c).

recirculation after van Gent (1995):

D = −
(

150
1 − ϕ

dpϕ
[μ]f + 1.75[ρ]f

[ �U]f
)

1 − ϕ

dp

[ �U]f − 0.34
1 − ϕ

ϕ

[ρ]f ∂
[�U]f

∂t
(3)

with dp (m) as effective grain size diameter.
An advection–diffusion equation for a passive

tracer with a concentration C was implemented into the
porousInter-solver. According to Huettel et al. (2003),
Jones and Mulholland (2000), Mermillod-Blondin
et al. (2000), and Burnett et al. (2003), advection
dominates at the sediment–water interface. This obser-
vation is consistent with our results and no dispersion
in groundwater was included. Consequently, the only
transport parameter for this approach is the molecular
diffusion coefficient Dmol (m2/s) and no calibration of
transport parameters is needed. Due to the small cell
sizes numerical diffusion is subordinate. The transport
equation is defined as:

∂C

∂t
+ ∇ · (C �U) + ∇ · (Dmol) ∇C = 0 (4)

The standard k-epsilon turbulence model, which is
based on the Reynolds averaged Navier–Stokes equations
(RANS), is applied. Using the RANS turbulence model,
not all scales of turbulence are directly resolved, instead
they are modeled through different approaches. The tur-
bulent flow is divided into an average and a fluctuating
velocity and leads to a Reynolds stress tensor in the
Navier–Stokes equations which is often computed with
the help of two-equation models. Two extra transport
equations represent the turbulent flow properties. Com-
monly, the transported variables are either k for turbulent
kinetic energy and ε for the turbulent dissipation within

the k-ε turbulence model or k and ω (specific dissipation)
within the k-ω turbulence model. In contrast to more
advanced turbulence models, such as Large Eddy Sim-
ulations (LES) or direct numerical simulations (DNS),
much less computation time is needed for the RANS tur-
bulence models. For DNS even the smallest turbulences
are resolved, while for LES the large-scale eddies are
resolved and the small-scale eddies are taken into account
with a subgrid scale model. Already with the standard
k-epsilon turbulence model, the computation time of 1-
min simulation for the reduced two-dimensional geom-
etry amounts to ∼5 h on 100 parallel processors using
the high-performance computing clusters of the Technis-
che Universität Berlin with a MPP system. For LES, the
cell sizes need to be decreased drastically and generally
three, instead of two dimensions have to be considered.
With the application of the RANS turbulence model an
accurate description of tracer spreading is demonstrated
compared to laboratory observations, which allows us to
maintain the applied turbulence model with less compu-
tational effort.

Validation with One-Dimensional Analytical Results
Two different cases were used for a first validation

of the implemented transport application of the integral
solver. The simulated results were compared to analytical
one-dimensional results for a continuous and for a pulse
injection after Kinzelbach (1992). For the validation of
the flow processes we refer to Broecker et al. (2019).

For the first case, a 10-m long one-dimensional
domain was separated in two equal parts—the first half
consists of water (porosity of 1), the second consists of
soil with a porosity of 0.3 and an effective grain size
diameter of 1 cm (Figure 2a). A conservative tracer with
a molecular diffusion coefficient of 10−9 m2/s flowed
continuously into the water phase at the inlet (Figure 2b).
The flow velocity at the inlet was fixed to 0.01 m/s. For
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Figure 3. Comparison of simulated and analytically calculated concentrations for a constant injection (a) and for a pulse
injection (b).

Figure 4. Boundary conditions (blue—overlying water; brown—sediment; U—velocity; C—tracer concentration;
p—pressure; different colors of dashed lines indicate the different boundaries for the specified boundary conditions).

the second case, the setup was very similar, but instead of
a continuous injection, a pulse injection was assumed. At
the beginning, the tracer was placed into a line of 2 m to
2.01 m (Figure 2c). Afterwards, no further tracer injection
was assumed and only the spreading of this tracer mass
was observed.

The simulated tracer breakthrough curves for the
constant and the pulse injection were compared with
analytical results and showed a good agreement for the
transport of a conservative tracer in surface water and the
subsurface as it can be seen in Figure 3.

Boundary and Initial Conditions
The examined sandy sediment has a medium grain

size of 0.384 mm and a porosity of 0.33. The most
relevant boundary conditions can be seen in Figure 4.
At the inlet, surface water enters the domain with a fixed
discharge of 0.0025 m3/s and a velocity of 0.0507 m/s.
Because of the shallower depth of the water column
above sediment the flow velocity on the right side of the
domain shown in Figure 1 is higher. In Fox et al. (2014)
the velocity of the surface water above the sediment
was 0.123 m/s for a mean water level of 0.07 m and
a flume width of 0.29 m. The spatial dimensions of
our model domain are identical except for the reduced
flume length. The discharge and the velocity at the inlet

were calculated accordingly. All boundary conditions at
the top contain slip conditions. We decided to apply
a one-phase model to reduce the computational effort
under the assumption that the water level fluctuations are
negligible. Within the flume experiment, the water depth
was kept constant also for losing and gaining conditions.
All boundary conditions in the third dimension are set
to “empty” which is a boundary condition implemented
in OpenFOAM to describe sidewalls of two-dimensional
geometries. At the left and at the right side of the
sediment and at the ramp, walls with no-slip condition
are defined. The wall at the right side of the sediment
was also placed in the original flume, however not after
1.75 m, but after 6.4 m. Moreover, the original flume
was recirculating while we defined the surface water
to flow out of the domain. The outflowing discharge
of the water equals the inflowing discharge. For the
neutral conditions the bottom of the sediment is also
a wall, while for the gaining and losing conditions
the flux is fixed at the bottom of the sediment. The
flowrates of ±1.35 × 10−6 m3/s were calculated according
to the inflow area at the bottom (0.29 m × 0.82 m) and
the velocities of ±5.67 × 10−6 m/s for gaining and
losing conditions in the y-direction corresponding to Fox
et al. (2014), who applied velocities of ±49 cm/d at the
bottom of the flume for losing and gaining conditions. A
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fixed pressure of 0 Pa is defined at the outlet. For the
gaining and losing conditions, the pressure at the bottom
of the sediment is set to “fixedFluxPressure” to adjust the
pressure gradient according to the fluxes at the boundary.

To quickly reach the quasi-steady state, adequate
initial conditions are specified in analogy to measurements
of Fox et al. (2014). The surface water velocity was set
to 0.123 m/s in x -direction and the pore water velocity
at the bottom of the sediment domain was set to 0 m/s
for neutral conditions and to ±5.67 × 10−6 m/s in the y-
direction for the gaining and losing cases. Since there is
exchange across the sediment–water interface the values
are only valid for the lower boundary of the sediment.

All cases run for 5 min without a tracer to approach
steady state condition. Afterwards, a tracer with a
molecular diffusion coefficient Dmol of 10−9 m2/s enters
with a concentration of 1 from the inlet into the
domain. For gaining and losing conditions the incoming
concentration at the bottom of the sediment is fixed to 0.

Results and Discussion
In the following we investigate the spreading of

a conservative tracer with the novel integral modeling
approach and compare the results with experimental
observations of Fox et al. (2014) who used the dye
tracer Brilliant Blue FCF to visualize the penetration of
surface water into the sediment. For the comparison we
use photo series of three experiments—that is, neutral,
losing, and gaining condition. The photographs were taken
every minute through the flume’s glass walls. We compare
photographs after every 10 min for the first hour of
each experiment. The dyed area for the simulations as
well as for the experiments were calculated using the
software “ImageJ” for scientific image analysis and can
be seen in Table 1. A threshold adjustment for RGB
colors is applied to calculate the pixel area coverage. The
propagation speeds of the tracer fronts in the sediments
show a reasonable agreement (see Table 1). Next to
the comparison of the tracer transport, we provide a
closer understanding of the prevailing processes within the
hyporheic zone through calculated velocity and pressure
distributions.

Neutral Conditions
For neutral conditions, an impermeable wall is set at

the bottom of the sediment. For all of our investigations
we focused on the ripple in the middle of the flume
(Figure 1). However, the flow processes are similar for all
ripples (except for the first and the last ripple) as it can
be seen in Figure 5a. Higher velocities within the surface
water are observed above the ripple crests while lower
velocities occur in the troughs. Within the sediment, the
highest velocities can be seen at a small layer directly at
the interface between the stream and the sediment as well
as at the ripple crest (Figure 5b). The maximum Reynolds
number in the sediment is 3.84, which means that Darcy’s
law is applicable.

Figure 5c shows the pressure distribution at the
interface of surface and subsurface flow at the investigated
ripple. The applied solver uses a specific formulation for
the pressure where the pressure term p_rgh is used to
avoid the occurrence of steep pressure gradients caused by
hydrostatic effects. p_rgh is defined as the static pressure
minus the hydrostatic pressure (prgh = p − ρgy with y
as coordinate vector). The highest pressure is observed
upstream of the crest. Lower pressure is determined
downstream of the crest. Accordingly, the main flow
within the sediment is from upstream of the crest to
downstream—from high to low pressure. Additional flow
occurs at the last third of the investigated ripple’s lee
face (Figure 5a and 5b). Consequently, two “hyporheic
flow cells” with paths downwelling from surface water
and returning to the water column within relatively
short distances (Hester et al. 2013) are recognized
for the neutral case at each ripple as also shown in
three dimensions by Trauth et al. (2013) for pool riffle
morphologies and earlier by Cardenas and Wilson (2007a)
for ripples.

The two flow cells can also be seen in the tracer
concentrations even though the second zone is still very
thin after 1 h and hardly visible (Figure 6). Figure 6 shows
the simulated tracer concentrations at the investigated
ripple as well as the observed tracer spreading during the
laboratory experiment for the first hour. A good agreement
can be recognized with a root mean square error of
2.76 cm2 (see Table 1), though a slightly faster spreading
is observed within the simulations. A reason for this might
be the shortened flume for the CFD simulation compared
to the original flume length. Another reason might be
that in the simulation the spread toward the edge of the
plume can be seen with high-resolution results, while
in the experiment lower concentrations are not visible
in the pictures. Moreover, laboratory experiments cannot
guarantee absolutely homogeneous sediment, which is
assumed for our simulations. This means, that for example
the grain size, the bulk density, and consequently also the
porosity of the sediment can vary slightly and/or small
deviations of neighboring ripple geometries can occur
during the installation or during the experiment. Small-
scale inhomogeneities can also be seen in the photographs,
which show a slightly uneven course in the lower area
of the tracer penetration. Since the simulation was only
based on photos of the investigated ripple, all neighboring
ripples are considered to have exactly the same geometry
as the investigated ripple in our simulations.

Losing Conditions
The outflowing velocity at the bottom of the sediment

is 5.67 × 10−6 m/s for losing conditions, which corre-
sponds to the bottom flux used in the experiment by Fox
et al. (2014).Compared to the neutral case the velocity dis-
tribution in the sediment changes drastically even though
the surface water velocity is the same (compare Figures 5
and 7). The main flow direction within the sediment is
downwards which can also be seen in the pressure distri-
bution: low pressure occurs not only at and downstream
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Table 1
Comparison of Dyed Areas for the Experiments and the Simulations at the Investigated Ripple Calculated

with an Image Analysis Software

Neutral Losing Gaining

Experiment Simulation Experiment Simulation Experiment Simulation

10 min 6.163 6.685 21.732 20.082 4.083 4.011
30 min 20.654 20.705 51.105 51.900 7.765 7.861
60 min 27.695 32.439 85.483 90.691 9.906 9.888
Root mean square error 2.76 3.19 0.07

Figure 5. Velocity distribution of the neutral case at the rippled sediment (a) and velocity (b) and pressure distribution (c)
at the investigated ripple. The red lines indicate the hyporheic flow cells.

of the ripple crest, but also toward the bottom of the sedi-
ment (Figure 7c). Still most of the surface water that enters
the sediment flows into the ripple at the stoss side, where
the highest pressure is observed (Figure 7b and 7c). How-
ever, a further fraction comes from the last third of the
lee side of the ripple and flows (except of a small layer at
the interface to the surface water) in upstream direction.
These different flow cells that are pointing in upstream

as well as in downstream directions for infiltrating stream
water were also observed in several studies investigating
losing conditions (Cardenas and Wilson 2007b; Boano
et al. 2008; Trauth et al. 2013).

The flow entering the ripple is divided into a part that
gets back to the surface water and another part that flows
toward the bottom of the sediment domain. Hyporheic
exchange flow, that is, flow paths beginning and ending at
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Figure 6. Simulated tracer concentrations (yellow blue images) and photos of laboratory experiments (beige-turquoise) after
Fox et al. (2014) for 10–60 min under neutral conditions.

the sediment–water interface, is centered around the rip-
ple crest and at a shallow area at the lee side. Compared
to neutral conditions, a larger area with high velocities
is observed in the sediment—especially around the rip-
ple crest, but also at the stoss side (compare Figures 5b
and 7b) which was also seen in Trauth et al. (2013).
For losing conditions in this case the Reynolds num-
bers increase slightly with a maximum of 4.23 com-
pared to the neutral conditions. However, the Darcy law
is still applicable. Cardenas and Wilson (2007c) stated
that large temperature variations of the water column
penetrate deep into the subsurface for losing conditions
and that with increasing downwelling the temperature
signal penetrates deeper into the sediment—especially

at the stoss side of ripples and at a narrow upwelling
zone below the crest. These observations coincide
qualitatively with our simulation and the observations by
Fox et al. (2014).

Figure 8 shows the tracer spreading for losing
conditions during the flume experiment compared with
simulated tracer concentrations. In the first 20 min the
tracer concentrations downstream of the ripple crest are
slightly lower for the simulations compared to the photos
of the experiment. This can be based on small variations
of the sediment parameters during the experiments or
due to slight variations of the ripple geometry from the
simulations compared to the experiment. Moreover, the
ripple geometries of the neighboring ripples can influence

8 T. Broecker et al. Groundwater NGWA.org



Figure 7. Velocity distribution for losing conditions at the rippled sediment (a) and velocity (b) and pressure distribution (c)
at the investigated ripple. The red lines indicate the hyporheic flow cells.

the spreading. But overall, a good agreement between the
experimental observations and the simulations is observed
with a root mean square error of 3.19 cm2. Especially the
most important structures of losing conditions compared
to neutral and gaining conditions can be well recognized.
Due to the higher velocities in the sediment under losing
conditions compared to neutral conditions (Figure 7b) the
tracer penetrates much faster into the sediment compared
to neutral conditions (Figure 6). Moreover, in the velocity
field we can see that the surface water infiltrates almost
at the whole lee side of the ripple directly into the
sediment, while under neutral conditions the tracer flows
in upstream direction and colors the ripple toe only
through hyporheic exchange. Under neutral conditions the
tracer flows into the ripple and then back to the surface
water; under losing conditions most of the tracer mass
that enters the ripple flows toward the bottom of the
model (Figure 7a). Therefore, the infiltrated area increases

constantly during the experiment (and consequently also
during the simulation).

Gaining Conditions
For gaining conditions we use the same flow velocity

at the bottom of the sediment domain as for losing
conditions but in opposite direction. Accordingly, the
flow field within the sediment changes from downward
to upward (Figure 9a and 9b). Surface water enters
the sediment only at the stoss side of ripples which
is consistent with Trauth et al. (2013). Cardenas and
Wilson (2007b) also stated that the geometry of hyporheic
flow cells is different for gaining and losing conditions
even if the depth of the hyporheic flow cells is similar
for gaining and losing condition. Hyporheic exchange
flow, that is, flow paths beginning and ending at
the sediment–water interface, is centered at the stoss
side of ripples for gaining condition. In contrast to
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Figure 8. Simulated tracer concentrations (yellow blue images) and photos of laboratory experiments (beige-turquoise) after
Fox et al. (2014) for 10–60 min under losing conditions.

neutral and losing conditions, under gaining conditions
outflowing subsurface flow is not only observed at the
lee side of the ripple but also at the beginning of the
stoss side (Figure 9b). Trauth et al. (2013) observed
upstream and downstream directed hyporheic flow cells
for gaining conditions. In the present modeling study
upstream directed flow originates from deeper pore water
(groundwater) while hyporheic exchange flow is only
directed downstream. As also indicated by the pressure
field (Figure 9c) and velocity distribution (Figure 9a and

9b), flow occurs from high pressure in the first section
of the stoss side of the ripple toward the second section
of the stoss side and from the high pressure zone at the
bottom of the sediment domain to the low pressure zone at
the lee side of the ripple. The same main flow directions
for gaining conditions were also observed by Cardenas
and Wilson (2007b).

Comparing the hyporheic flow fields of gaining and
losing conditions, we conclude that faster hyporheic flow
and thus shorter residence times occur under losing
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Figure 9. Velocity distribution for gaining conditions at the rippled sediment (a) and velocity (b) and pressure distribution
(c) at the investigated ripple. The red line indicates the hyporheic flow cell.

conditions. This supports results of Trauth et al. (2013).
Shorter residence times can significantly affect biogeo-
chemical processes (Zarnetske et al. 2011).

In contrast to neutral and losing conditions, only one
hyporheic flow cell occurs under gaining conditions. This
single flow cell is also reflected in the transport of the
dye tracer (Figure 10). Moreover, there is less tracer
mass transported into the sediment compared to neutral
and losing conditions due to the upward directed flow
of the groundwater (compare Figures 6, 8, and 10). This
was also seen in Fox et al. (2014) and there is a good
agreement between their laboratory observations and the
modeled tracer concentrations of the present study with a
root mean square error of 0.07 cm2. Even after 4 h, the
tracer spreading observed by Fox et al. (2014) did not vary

much since the colored area is only caused by hyporheic
flow cells.

Conceptual and Computational Consideration
Regarding the general application of Computational

Fluid Dynamics software, we want to point out, that
a lot of decisions have to be made to find the right
model for each investigation. The user can, for example,
decide whether water level fluctuations are important
and thus a two-phase model has to be chosen or if
a one phase model is sufficient. Also, it has to be
decided whether one-, two-, or three dimensions are
investigated. These decisions affect the quality of the
results as well as the computational effort and depend
on the aim of the investigation. Also, the boundary and
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Figure 10. Simulated tracer concentrations (yellow blue images) and photos of laboratory experiments (beige-turquoise) after
Fox et al. (2014) for 10–60 min under gaining conditions.

initial conditions as well as the mesh quality influence
the results significantly. As a consequence, even though
we do not have one or various parameters to calibrate,
it is not always easy to find the right model settings.
These points are independent of the presented integral
modeling approach and are also applicable for other CFD
approaches. As mentioned in the introduction, various
studies investigated flow and transport processes in the
hyporheic zone using coupled modeling approaches. In the
present study, we present and validate an integral model
which has some advantages and disadvantages compared
to the coupled approaches. For the coupled approaches
usually a surface water model is applied and subsequently
the corresponding pressure distribution is used as an input
for the calculation with a groundwater model. Commonly,

different time steps are used for the groundwater and
the surface water model in the coupled approach while
for the integral model the time step is the same for the
whole model domain. On the one hand, a direct feedback
from the subsurface to the surface and vice versa is
possible for every time step in the coupled approach. On
the other hand, a high computational effort is needed.
The direct feedback can be important, for example, for
unsteady flow conditions, which can have a significant
impact on biogeochemical processes in the hyporheic zone
(Galloway et al. 2019). In contrast to coupled approaches,
variations of velocity or tracer concentration within both
surface water and sediment and their effects on flow
and transport processes can be directly observed at the
same time in the whole domain with the integral model.
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Especially compared to one-way sequentially coupled
approaches the integral approach is more appropriate if,
for example, a contamination of the groundwater that
spreads into the surface water is considered.

Also turbulent structures that can penetrate from the
surface water into the sediment can be simulated, which
is not possible with coupled approaches that use the
Darcy law to describe flow processes within the sediment.
An accurate description of all turbulent structures is
only possible by directly resolving them (i.e. using DNS
approaches). But facing the computational effort, we
decided to use a RANS turbulence model for this study as
the turbulent structures can still be depicted qualitatively
well. The k-epsilon turbulence model was applied as it
showed better results than the k-omega model, used, for
example, by Cardenas and Wilson (2007b, 2007c). This
is probably based on the fact that we did not set a
wall at the interface of surface and subsurface water in
contrast to Cardenas and Wilson (2007b, 2007c). The k-
omega turbulence model has the advantage compared to
the k-epsilon model to show better results close to walls.
Also three-dimensional investigations using advanced
turbulence models such as LES are generally possible with
the integral solver as applied by Broecker et al. (2019).
However, this turbulence model causes again considerably
more computational effort.

In the present study, we validated the new integral
model for transport processes at the hyporheic zone
with previously performed flume experiments. Compared
to one-way coupled approaches the integral model is
definitely more time consuming. However, the integral
solver is applicable where commonly used coupled
approaches cannot be applied as, for example, for
Reynolds numbers higher than 10 and where the Darcy
law would consequently lead to overestimated flow rates.
In the present study the maximum Reynolds number
was lower than 5 which means that a coupled model
has probably similar results. But Broecker et al. (2019)
showed that already coarser sand can lead to significantly
higher Reynolds numbers in the sediment close to the
interface. For these sediments with bigger grain sizes
which lead to non-Darcy flow areas, the integral model
is still applicable and additionally the calculation time is
considerably smaller than for fine sediments.

Conclusions
In this study we present and validate an integral solver

which was extended for tracer transport at the interface
of surface water and groundwater. Similar observations
were stated in previously presented modeling approaches
that coupled a surface water model with a groundwater
model. However, the integral model can also be used
for unsteady conditions in groundwater or surface water
and can show direct feedbacks from the surface water
to the groundwater and vice versa. It is also applicable
in non-Darcy flow layers as an extended version of the
Navier–Stokes equations is solved in the stream as well as

in the sediment, which is especially important for bigger
grain sizes.

The results demonstrate the reliability of our mod-
eling study and provide further insights into a laboratory
experiment for the transport of a dye tracer. With the inte-
gral solver it is possible to depict complex hydraulics and
their effects on tracer transport at the interface of ground-
water and the stream. Results like the thin top layer for
the neutral case with inflowing surface water on the lee
side (depicted within the simulations as well as during
the experiments) would look completely different with a
one-way coupled model. A detailed comparison between
one way coupled and the integral model is planned. In
future, the integral solver can also be applied to heteroge-
neous sediments (with different grain size diameters and
porosities) but a validation for heterogeneous sediments
is still needed. As a basis for the validation of the integral
model for heterogeneous sediments, a further experiment
of Fox et al. (2016) conducted in the same flume system
but with different sediment can be used. For examinations
over long periods of time or for larger investigation areas
upscaling methods are required.
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